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Goal

Hairs for transcendental entire functions

Case of exponential maps z — Ae”

Devaney-Krych (1984) existence of hairs (Cantor bouquet) for
symbol sequences satistying “admissibility condition”

Viana (1988) hairs are C'*°-curves

Our case: f(z) = P(2)e®®), where P and ) are polynomials

with deg @) > 1 (“structurally finite”)
~ Construction and C*-smoothness of hairs ¢ .



f : C — C: a transcendental entire function.

F(f):={2€C|3JU :nbd of z, {f"|y}>2, is normal} Fatou set
J(f) :=C~ F(f) Julia set

I(f) ={z] f"(2) — oo} escaping set
Eremenko J(f) = 0I(f)

Let f(2) = P(2)e®®), where P, Q are polyn. and deg Q > 1.
- Define the reference function g(t) = AL where m = deg P,
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Case of exponential maps E) : z — Ae®
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Cantor bouquet: hairs indexed by Z"



Theorem (Devaney-Krych, 1984) If s € Z" satisfies a
growth condition (“admissibility”)
—> dhs(t) C J(E)) s.t.

(1) Ba(ho(t)) = hoto)(9(t)),  9(t) == [Ne', o : shift map
(i) B3 (he(t)) — oo (n — oo)

hs(t) is called a hair.

Theorem (Viana, 1988) h(t) is a C'° curve.




Strategy

Set up an appropriate symbolic dynamics ((Z/dZ x Z)). Fix
a symbol sequence s = (s,). Symbol < Subtract.

Define initial curves h,, ,(t) corresponding to symbol s, and
parametrized by t € [¢"(t4),0). Need to satisfy the condi-

tions below.

Pull-back by the dynamics to define l, 1, lpn—2, - - - s A1, A o-
The inverse branches are specified by symbols s,,_1, s,,—2, ..., 51, So.




‘ C"-distance estimate
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However, usual C"-norm does not work. So we consider weighted
C"-norms: for an weight function p : [7,00) — Ry, define

|¥]lpr = sup [(t)]p(?).

te[T,00)

For suitable weight functions p,, C’-distance will be measured
by || - ||,.» and C™*'-distance (r > 0) between h(t) and h(t)
will be measured by ||(log 1/ (t))™) — (log k' (t))™||,, -

We will see later how this estimate goes.
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Estimates of differentiability

For simplicity, let us consider the case sy = s = s = ...
hmn's are renamed so that Ay, .,,—, becomes new h,,.

[ They satisfy f o hpi1(t) = hy, 0 g(2).
B - Initial curve: ho(t);
" ) Initial distance: ho(t) — hq(t).

2 Do




From f o h,1(t) = h, o g(t), we have
log h;, ., =logh,, og+logg —log f' o hpyi.
Define 9, (t) := logh/ (t). Then
Unt1 — Un = (Yn — Yp—1) 0 g — (log f o hy1 —log f' o hy).

If ¢, —¥,_1 — 0 as t — o0, by composing g, (¢, —¥,_1) 0 g
may go to 0 faster.
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Now let ag(7) := sup;, (f’ (O((t))) and assume ao(t ) < Ko < 1.

In addition, assume that |(log f')'(2)| x |h1(t) — ho(t)| < C for
z near hy(t). Then

|[nt1 — wano,T < ao(7)||tbn — wn—lnpo,g(T) + || log fho hny1 — log fho hn“po,T
< Kol [n — Yn-1llpo9r) + C < Kol — Yn-1llpo,r + C.

This shows the convergence of v, which implies that the limit
hi=aliiinssgel st @l




Higher order derivatives

Differentiating
wn—kl wn — (wn_wn—l) ©Cg— (logflohn—H —1ng/0hn).

and using b/, = e¥n+1, we have

= W og)-g + (logg) — ((log f') 0 hpsr) €+,
v =Whog) (¢)+ W, 09) g"+ (logg)"
((logf) @ hn—l—l) 2%nt+1 _ ((log f/)/ & hn-|—1> 6¢n+1w;+

: a a NY - il '
~ More generally, for Kk =1,2...., we hax
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vl = = (0 =0l ) og) (90 + Y comst (v = v, ) 0 g) g -+ g9

1<i<k . .
k-th derivative 12 w2 ezl lower order derivative
Jit =k
= > const [ ((10g ) 0 s — (l0g ) 0 by ) Vgl )
1<0<k, 0<v
IS S

+ ((tog ) 0 h) (¥t — efmyglly) .- )
+ ((1og ) 0 hy ) e (T, — )y - v




In order to control other terms, we need more assumptions
involving the weight functions and derivatives of g.

Dy(t) == sup |(log /)" (2)],
ZGBf (t)

where By(t) :={2 €U :|f(2) — ho(g(?))| < R(g(?))}
and R(t) = |hi(t) — ho(?)].

Cy: ho, hy are C*! and 1y = log hj, and v, = log h/; satisfy




Fki FOI'leSk,VZO,]h,]V21W1th€—|—]1—|——|—],/:]€,

pi(1)
sup Dy 1(t)R(t < 00;
b Do (R -y o )
P (t)
sup Dy(t < 0Q;
0 Dt Don®) - o ®
t (T
if v > 1, then for 1 <i <wv, sup D(t) Pr(t) 7 (%) < 0.
t>7, o ) © 0 @, ) g, )

Here if v = 0, set 0;,(t)---0;,(t) = 1. Note that the last condition should be
satisfied only when v > 1.




Future plan

Use the same estimates for the renormalization of irrationally indifferent
fixed points of high type.

n-th to (n+1)-st
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Thank you! oy




