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‘We consider the problem of solving a system of nonlinear equations

m fe) =0

for f: D - C", where C" denotes the n-dimensional complex space and D is an open
and convex set in C". We assume that f satisfies the following two conditions,

(i) there exists a simple zero o« = a(f) e D;

@) (ii) f'(x) is a Lipschitz function in D.

We solve (1) by the multivariate secant method—shortly the MS-method—defined
as follows. Let Xx;, ..., X;, € D be approximations of o«. If the matrices

X; = [6x;-n; .-\ 6xi—1]: F = [af;—na vy Ofial,

where 0x; = x;49—%;, 8fj = fj41—fj, f; = f(%)), are nonsingular then the next
approximation of « in the MS-method is given by the formula:
3 zy = Qe f) = x —X; - Fit- fi.
We can put x;;4 = z; or define x;,, otherwise.
The problems of our interest are,
(D) the convergence and the character of convergence of the MS-method,
(ii) the numerical stability of a chosen algorithm of the MS-method.
For the first problem. we got the following result. Let us define

Ox;_ 0x;
d; = |det —-__—“l-ll d; < 1),
i [uaxmn Toxoa) @<P
@ M(e, E) = {(X,,, Xp—gs ey Xo)? xjeC", d,
where £€ [0, 1), ce (0, 1].

2 clxa—xoll%},
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Then we have
THEOREM 1. Let
() f satisfy (2),
(i) Xo».-rs Xn € D2 [xa—af < Ixj—all < IIxo—all, /=1, ...,n—1.
FYizn, (X, .., %) € M(c, &) for fixed £ [0,1) and ce (0, 1], then for

sufficiently small |[xo~ ] we have:
(i) the sequence {x;}.o, where Xiyy = @(xi;f), is well-defined and satisfies

Ixipi—al < fx—all  amd }ilgq’(xt,f) =a,

K.
¢

(i) s r—all < l1%i_n— o] *~¢lx, — ||, where K, depends only on f.

One can prove that the inequality (ii) is sharp. Hence, if all succesive points
(X1, ..., X1_p) are in a good position, i.e. if they belong to M(c, 0), then the order
of convergence p, of the MS-method is equal to the umque positive zero of the
polynomial "+ —¢"—(1—-§).

The order p,(£) is a decreasing functmn of £e [0, 1), maxp,(£) = p,(0). The

results due to Bittner [2], Barnes [1] and probably others (see Ortega—Rheinboldt),
involve the case & = 0. )

We know that the assumption of good position of the points (x;; ..., x;_,) is
necessary for any iteration which uses the same information on f, see WozZniako-
wski [7]. Farthermore, it is possible to prove that the MS-method makes the optimal
use of the information on f with respect to M(c, £) and the order p,(&) is as-high as
possible.

"From this theorem it follows that any algorithm of the MS-method should
involve a certain control of the d; values. If d; is too small, one has to redefine the
points (x;, ..., X;_,) to ensure that the new 4; is sufficiently large. For instance,
if X = Xi_pe1+elfil, ¢ the jth axis unit vector, j = 1,2, ..., n, then d; = 1.

As regards the second problem, our result concerns the case of £ = 0 and the
following alg(mthm of calculation of the z; from (3) in #-digit, floating point arithme-
tic fl, is proposed. N

A-algorithm

i Fz=f
-+ . .Here it is assumed that we use a numencally well-behaved algorithm for
the SQIEH;LO{]. of the linear system satisfying the following condition. If w; is
the computed solution in fl-arithmetic then there exists a matrix E; such
that :
(B+E)-w; =f;
and for every column Ef of E;

VESl < 27'Kg - | 6f).
=X,z ’

Xig1 1= Xp—Pi;
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We also assume that f depends on a so-called data-vector d e C™: f(x) = f(x; d),
and the computed value of f in fl-arithmetic satisfies

©) A(fx; ) = U—Af(x; )] f(x+Ax;d+Ad), VxeD,

where )
14fGe; DIl < li4x] < l4dll < Kq- 27 |d]|

and the nonnegative constants K, K, K; do not depend on x, dor ¢,
" (Condition (5) means that the algorithm used for the evaluation of f(x) is well-
behaved. See Kietbasinski [5] and Wozniakowski [8].)
We consider a system of nonlinear equations
© fx;d) =0,
where the data-vector d belongs to a close neighbourhood S of d,.
We-assume that for every d € S, the system (6) has a simple zero x(d) € D and

x(d,) = «. One can prove that for a sufficiently regular function f the condition
number for the equation (6) is given by the formula

K2, Ko 27|,

cond(f; d) = ||[fi(a; d)]™a(e; )l li!d alll
which meais  that
lo—x(@)l 4]
T el SMER T eS8

The next theorem explains the propertles of the numencally computed sequence

{x:}.
THEOREM 2. Let

(i) f have the above properties,

(i) xo, ..., X €D: xy—a] < |X5—af < |xo—al for j=1,..,n—1,
(i) x4y = A(px;; f))—computed by the A-algorithm.
IfVizn
1. (%55 s Xi_p) € M(c, 0),
2. 0 min I]x|~j~xl—1+lll 2_t {‘2' cond (f; ll), K2 = Kz('l: Kx: Kd: K/') > 03
<j<n
then for sufficiently small ||x,—o|| we have:
OVizn |x—al < xo—af,
s fl6: — eclf —t K3
(i) limsup T <2 - cond (f; d), where K; = K;(n, K., Ky, Ky, Kz)

does not depend on 27*.

The inequality (ii) means numerical stability of the considered algorithm (cf. [8]).
Note that the good choice of the constant ¢ is very important from the practical
point of view. For a small value of ¢ the point (x;, ..., x;_,) belongs to M(c, 0)
with large probability. But ||x;— «] is directly proportional to 1/c and for small ¢
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it has a bad estimate. The problem of the optimal chcnce of, ¢ is, to-our-best-knowl-
edge, still open.

For a detailed discussion and the proofs of the presented and other theorems
see [3] and [4].
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METO/bI IEPEHOCA JJISI CHCTEM
JHHEHHBIX AJITEEPANYECKHUX YPABHEHUIA
C NOSAACHBIMHN MATPHIIAMH

JIIOBOP MAJIMHA

Vuusepcumem un, Komencxozo, Hucmumym ITpuxaadnoii Mamemamuxu u Buvucrumenvroti
Texnuxu, Bpamucaasa, Yexocaosaxua

1. Beepenne

Ilycrs 3amanmas KpaeBas 3ajaua

(1.1) C¥Y'(x)=f(x) mm xe(ac),
12) ya)=a, y)=
e y''(x) SsHaY\T BTOPYIO IPOMSBOMHYIO OT (BYHKIMM y B TOuxe X. JHCIEHHO
MOXKHO 9Ty KpaeBYIO 3ajady pEIIMTH, HANPAMED, 3aMEHOH IIPOM3BOMHOM Ha KO~
HEYHYIO PasHOCTh. 3HAUMT, OyCTh X;=a-+ih, rae h>0, i=0()N u xy=c.
Torma

yu(x) ~ y(xi+h)~2y(xi)+y(xi_

hZ
u ypasuerme (1.1) 3aMEHSEM B TOUKE X = X; YPABHEHWEM
(1.3) Yie1=2yi+yivg = Bfy,  i=1(DN-1, 4
(14) Yo = o, YN = /3:

e yi & y(x).
T.e., Bmecro samaum (1.1)-(1.2) MBI pemaem cucTeMy JMHEHHBIX am‘eﬁpaﬂ-
veckux ypasHermit (1.3)-(1.4), xoTopyro GopMaIbHO 3ammIIEM

(1.5) . Ly =f,

rae L ecrs TPHAMATOHAIBHAT MATPHNE, ¥ = [V, ..., y]" €CTh BEKTOp HESHAKOMBIX,
pasmepHOCTH N+ 1 1 f €CTh BeKTOp NpaBRIX JacTeif, pasmepHocTH N+ 1, Crcremy
(1.5) mosxHO perarh, HampuMep, mpoueccom smammHary Laycca. Eoom Mbr Xo-
pomIo oraeM cefe OTYeT B HEM, TO IPAMOM X0 PONECCa SIHMMAHAIKY 0003HaYaeT,
YTO MBI IIOCTENIEHHO O(OPMIIAEM TPHANArOHABHYIO Marpuly L wa OmauaroHask-
HYI0 BEPXHIOIO TPOEYTOJBHYI0 Marpuny D. JlnaroHajpHble SJIEMEHTHI STOH Ma-
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