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1. Introduction

In this paper, the authors obtained asymptotic expressions for the joint densities
of the linear combinations of the roots as well as the joint densities of the ratios
of the linear combinations of the roots of the correlation matrices when the distri-
butions underlying the data are multivariate normal or complex multivariate normal.
These expressions are in terms of linear combinations of multivariate normal densities
and multivariate Hermite polynomials. The authors have earlier obtained analogous
results for the joint densities of the linear combinations and ratios of the linear
combinations of the roots of the sample covariance matrices. The results obtained
in this paper are useful in the application of simultaneous test procedures for the
inference on eigenvalues of the correlation matrices of real and complex multi-
variate normal populations.

2. Joint distribution of linear combinations of the roots of
correlation matrix in the real case

Let the columns of X: p xm be distributed independently and identically as multi-
variate normal with zero mean vector and covariance matrix Z = (o) and S =
(s,;2) = XX'. Then S has the central real Wishart distribution Wo(Z, m).

Let Q = (g;), where g, = 0},/(0};04)'/>. Since £ is symmetric, there exists
an orthogonal matrix U = () such that
@1 U'QU = 4,

* Part of this work was sponsored by the Air Force Flight Dynamics Laboratory, Air Force
Systems Command, under grant AFOSR. 77-3239.
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230 J.C. LEE and P, R. KRISHNAIAH

where 4 is a diagonal matrix with elements 1; > ... > 4,. The sample correlation
matrix R = (rjy), where

Fip = sinl CSyysun) 1,
can be expressed as
2.2) R = S5128851/%
and

) So = diag(syys -.s Spp)-

In the sequel, we use the notation 4, = diag(all, wees App) iF A = (ajh) Let

2.3) _Eo 1285512 = Q4 —= Y, where Y = (Y.
. ; /m
From (2.1), (2.2) and (2.3) it can be shown that
.4 U'RU = A+ 71: Y+ —;7 Y 4 higher order terms,
m
where
YO = U(Y-1Y,Q-10¥,)U,
2.5 ( 270

Yo = %U’(ZYOQYO— 4YY,~ AT, Y+3Y20Q+30Y3) U.

If the characteristic roots 4; of £2 are distinct, then the perturbation expansion
(see e.g. Wilkinson [6], pp- 69-70) of the hth largest eigenvalue [, of R is

@6 I,= l,.+ — Y,‘,,P+ -——( 2y Z Aidt Y},})z)+higher order terms,
aFh
where

YO = (YD),  dup = A=,

@27 YP = Z Z Usalpp th_“ (Aot ) Z UpaUny ¥ ns

J=lh=1

P P P P
3
Y. = ZZ @ni¥iathna Xi; Yon— ZZujauhaYh}' Yintq
=1 h=1 J=1 h=1

Let L' = (L,, ..., L,), where

yd

2 2
Upa Yhh .
h=1

4

(2.8) L= ]/;11{ Cotly— i Coi }‘J}

j=1 J=1

forg =1, ..., g. Using (2.6) in (2.8) we obtain, in fashion similar to (3.10) of Krish-
najah and Lee [3], the following asymptotic expression for the characterlstlo func-
tion of Ly, ..., L

29 ’P:.(tu-n 1) = exp[—1#'Q, 1] x

x{ [Z Gt )+ Y Crat ot 100 )] +0),

d1:92+43
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where
1
@MP),
Z g,haVVl i6@aj@ghs
a,b,h,j
?
=4 W
=3 haWg,, b g,,laeajebl Qahs
a,b,d,h,j,!
P
1
Ju=3 Z coitinlenj(@b— 4+ 34; Spugl,
ol

P
Jip = Z Cori Wos5a Wi, ac One @nathys X

X (01010 @5 ¥1;— 4015 @1atirj+ 3011 A5 Qralnstins}s

— 1 -1
-713 -z E E uhaulalja Coi X
hoila#j

P
x [2 Z Usjie) (@ @t Qu@at+ (4i+ Aoy unstyjoha— 4( 2+ 1) Z Uy 0n e.x]

Pk
) 4

Jia = Z Zuhau,nlﬂ, Ca1i Wa,. oo Woy 1a@ne Q1 X
bl T

P P
X [4 Z Usiy; @7a@svpF (A Aa) tnsrty; 0ra@mo— 4(A5+ A) Z Ugityj01a Qng] B
s=1

L 1 if h=a,
Woiha = chjuajuhj(l—ahalj)’ Oha ={0 if h#a

Inverting (2.9) we obtain the following asymptotic expression for the joint
density of Ly, ..., L,:

1

@10 filly, -, L) = N Qo{1+ [ Gt v BD+

p=1

+ Z (J10+J12+J14)Hgl.gz.ﬂg(l’)]+0(m_1)}’

81,82, 82
where L' = (Ly, ..., L,), N(L; Z) stands for the multivariate normal with zero
mean vector and covariance matrix X, Hy,, . .(L) is the multivariate Hermite
polynomials defined by
(_ 1)! al
N(x; 2)ox;, ... 8x;,
for s integers g;, ..., g, such that 1 < g; < p and x' = (xy, ..., Xp)-

(2.11) H,, . o) = N(x; 2),
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3. Joint distribution of the ratios of linear combinations of
the roots of the correlation matrix in the real case

In this section we give an asymptotic expression for the joint density of the ratios
of linear combinations of the roots of the real correlation matrix when the popula-

tion roots are distinct.
Let

@LH T,= ;/171[ > c,,,l (Z ) I—chﬂj(;dwlf)_l]

for g=1,..,9

Using (2.6) in (3.1) we obtain the following asymptotic expression for the joint
characteristic function of I’ = (T4, ..., T,):

(32) .t = exp[—3t'Cat]x

1 e _
x{1+ -—:—[Z (Vo1 + a3+ Tos+ T2+ T20) (it)) +

}/m g=1

q
+ Z (J20+Jzz+J24+J26+Jza+-’210)(i3tg1tg,ta,)]+O(m—1)}’

91,92,93
where

G-3) 2= @),

o =
o = Z Zy1aZi, j50ajQbhs
ab,h,j

» ‘
Zypa = Z/Ia("w_ Ay gdy) sy (1— San Ay),
=
r
A;l = Z dgj }»j,
j=1

)
= 2 Coidy
Jj=1

P

Jas = Z 4 (/1 A gy~ o) dgrtiayvisjte ar(@bu Qac+ 0bc Cad) s

ab,c,d, )1

?
J26 = 4 5 ;ﬂ Aat(”lm/lhdm c,,“)d Uy UssUortiar Z g, Z g, Qbs Qar QanQaf s
a,b,6,d,F o1,

Jar =2 Z 43 (Z,A,dg,—— o) Ay 2y Aytif; i3y Qvas

b,d,j,!
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P
= 2
Jig =4 Z A2 (g Ay d, 5 —Cq. ) g1 by U3, Z,, 1 Z o s Qb5 @br 0an Oaps
b,d.fhilrs
P
- 207 - 2
Jag = Z Aa (A, A4dy; Cgi) dgl(zjubjucludl'l" ltugzurjuuj))
b,c,d,j,!
P
Jaro = —4 Aa,(}“y. 0,9, 5= Cg ) g1 %
b, d S,k rys

X (Yugy st t Mudiejua)Zg, o Zy,, 1y @bsQorQanCurs
and for j = 0, 1, 2, 3, 4, J,; are exactly in the same forms as those of J;; except
W,.na TeDlaced by Z, 44, ¢,y replaced by A (e ;— A,4,d,;)-

Inverting (3.2) we obtain the following expression for the joint density of
Tyy e Tyt
B4 fo(Ty, ..., T) = N(T; Q)%

{14‘“‘ [Z (le+J23+-725+J27+129)H7(T)+

Vm &

-+ Z (J20+J22+124+J25+‘]28+'1210)Hg‘.gl,g,(D]'F O(mhl)}‘

g182:03

4. Asymptotic distributions in the complex case

Let Z = Z,+iZ, be a pxm matrix and let the rows of (Z]:Z;) be distributed
independently as a multivariate normal with zero mean vector and covariance

matrix
z %
-z, &l

where X, and X, are of order p xp. Then, the columns of Z are distributed inde-
pendently as complex multivariate normal (in the sense of Wooding [7]) with co-
variance matrix 5 = 2(Z, +iZ,) = (§4). Also, the distribution of §=2z7Z
= (Wab), Wa,, = W+ iV, is known to be a central complex Wishart distribution,
In this paper we denote by Z and Z* the complex conjugate and the transpose

of the complex conjugate of Z, respectively.

Let O = (8as), Where gup Since £ is Hermitian positive definite,

= O
- (&na&bb)llz
there exists a unitary matrix U = (i) such that
4.1) U*Q0 = 4,
where A is a diagonal matrix with elements &, > &, > ... =
relation matrix R = (F,3), where
d Wab
Yo = s

b Waa W) 2

d,. The sample cor-
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can be expressed as
4.2)
Similarly to (2.3) we let

R = S5ia8Sse,

1 & o pne 1
4.3 — St = Dt ¥
43 — 55555 e
where ¥ = (i/,b).

From (4.1)-(4.3) we have the following expression for U* R{:

4.4 U*RU = A+ —1—: yaorg —71; ¥® 4 higher order terms,
m
where
YO = O* FO-10* 7, UA-24U* ¥, 0
4.5

Y@ = 100* ¥,0%, - 40+ 77, U—-4U* ¥, 70+
+30* Y204 +340* 720)).

When the eigenvalues 8; of $ are distinct, the perturbation expansion of the
hth largest eigenvalue 6, of R is

2
(4.6) O = Oyt —= TP+ L — (T D T T 730,
'/ a#h
where 4, = 8,—8,, T = ).
In this section we give asymptotic expressions for the joint density of i

= (L, ... q) as well as the joint density of T = (T, ..., T;), where
(47) = ]/l; i c,j(m"101~ 61),
=
) ) ?
@8 T =ym [(JZ1 csit)) (Z dubs)” (; C aj)(’; dud) "],
where 6, > ... > 6, are the roots of R.

. We obtain the following expression for the'joint densities of L, ..
Ty, ..., T, as in the real case:

49 filly, ..., L) = N(E; 03) x

.s Ly and

{1 + T L2 [Z (Ja1+ Ta3) H,(L) +

)
+ Z (J30+J32+J34~)Hﬂ1'Fn»ﬂa(i)]+0(m_1)}
91092003

® an®

icm
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and
@10) A, T) = N5 0%
{H‘ ]/m [Z ar Has+Jas+Jag+Ta0) Hy H+
q
+ Z (a0t oo+ JaatJus+Tug+Ja10)+ yi,gz,g,(T)]'i" 0("1"1)},
91+92+83
where
@105 = (QF)
Qﬁ) = ﬁ’g.ha ﬁ/l,jbéajébh:
a,b,j,h
Q. = (@),
ny?) = Z 2g.lle,jbéaj§bhy
a,b,j,h
?
W!,Im = Cqj uajujh(l - aah 6]):

Zyha = Z a(cai— Za*jidgi) 17:}’71-1(1— Oan 61'):
J=1

A7t = dgsdy
=1
»
T30 =§ Z Wy, ha Wy it Wa, 10045001 0an>
a,b,dh,jl

oy \BmBR sty — Buafingini— GrnBrsitty+ O Sunfinsfinils

o
i
Nl
b

Ly
d

o
18]
il

g,jWh.ba 50 dcOne i Uhj><

abodhi 3 )
% [81181athipB1— 20h5 B1athyy+ 3811 05 Cralrsiay]s

Jiz = % Z Z [ Zj,, [4 Z Q,,g,,fuuu,,,,usju,,

kol a#) sf

~ N L . ]
—2(8;+ 82 Z (Bt @iy 8 18 gt Bon s 3y Bonalhsy W3) +
s=

+ (84 80)> G Bon i traFhny ﬁna] )
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? ) »
~ o ~ f o e e ke M
Jaa=14 E E ¢g.i14iaWyy e Wga.ka[zg 016 @nb sk @sallyyUpalls; g, —
b,e.d,h,j k.l at] B

» .
- (61 + 641) Z ([‘l’; ﬁha ﬁsj ﬁ:‘a + ﬁlj ﬁﬁﬁ:’iﬁsa) Ehk ésb éac éld +

s=1

+ 20+ B iy B e

o~
&
]

T * 7 ~ o R o~ o~
A:(ly Aydyi—cg)dy, ©aaQcbUpjUpjUctUar,
a,b,c,d,j,l
I3

ok P - S
A2 (g, Ay dy 3= 4, 1)y iBayBosBer Danilny Bl Uy, s Zgy s
a.b,c,d,fihjlr,s,

p .
Jag = Z A: (l:‘ Aydy— cw') gy 8 6180aBsa ﬁ:: ﬁb] ﬁ:’ gy,

b,d,j,!
» )
~2 * - ~ -~ -~ ~ ~ ~
Jig = 0. (A, Ag, dy 1= ¢4, )y, 186205 Bbs BosBar Bar X
bd,f,hi s
Wt k5 5
K UpjUpjUnUn Ly, rsLy, s
P B
- Tara% 4 ~% ~% ~k o~
Joo = — Z A5 (g Ay g~ €05)gr( 8585y iy Bty + 0,83 By X, 447) B B
byc,d, jl

»
- _ 12 (2* J -
Jaro = Z o (A, Ay, dy, Co )%
be,d fhg 0,

x (8 8yt 05y har-+ Ol i3y ) By Bs Bar B igz,fszg,, rhs
agd Ja; are exactly ~in the same forms as those of J;;, for j =0, 1,2, 3, 4, except
Wo.1a Teplaced by Z, . and c,; replaced by A,(c,;— 2*A,d,;

9i)
Note added in proof: Very recently, Konishi derived asymptotic distributions of the individua

q
Toots I, as well as Z& Iy where g < p and /4, ..., I, are the Toots of the real sample cortelation
P

matrix, and the roots of the population correlation matrix are simple. Konishi also used the well-
kPown perturbation method in deriving his results and - his expressions involving linear com-
binations of the density of the normal distribution and the derivatives of this density.
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