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1. Scalar variables

The simplest assumption adhered to in the theory of errors is that the random error
is distributed independently of the true value. It is supposed that the systematic
errors are eliminated. For the random error a normal distribution with zero mean
and the variance o? is assumed.

The observable variable will be denoted by X, the true value by Y and the
random error by Z, so that X = Y+ Z. The conditional mean of the random error
for a given observed value is given by Eddington and published by Dyson [2] and
in a later paper (Eddington [3]) also the conditional variance is given:

d*log f(x)

dx? ’
where f(x) is the frequency function of X. Earlier the same formulae were given
by Malmgist ([8], [9]) in connection with the conditional distribution of the absolute
magnitudes of stars for a given apparent magnitude. In the fifties psychometric
application of these formulae were announed by McHuge ([11]) and Lord ([4]).
The present author (Lyttkens [5) has shown that the conditional characteristic
function of the random error for a given observed value is e~ M7** f(x—io*t) and
from the expansion of the logarithm of this function the conditional semi-invariants
are obtained. The conditional characteristic function and the conditional semi-
invariants of ¥ for X = x are then directly obtained because of the relation ¥ = X— Z.
The conditional characteristic function of Zfor X < x is e~ /" F(x— io®t), where
F(x) is the distribution function of X, but the corresponding function pertaining
to Y is more complicated (Lyttkens [5]). A simple application is the case where
the non-normed distribution function of X has the form Kef”. Reference is made
to Malmquist ([10]) as regards the distribution of apparent magnitudes of stars,
and to Neuman and Scott ([12]) as regards field galaxies.

E(ZIX = x) = _dzl_ogé;(x_)’ var(Z)X = x) = o*+0o*

[239]
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2. Variables in p dimensions
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Let X be the observable vector, Y the true vector and Z the residual vector. The .

residual is assumed to be distributed independently of the true vector and the re-
sidual vector is supposed to have a multivariate normal distribution with zero
mean and covariance matrix X. Let f(x) be the frequency function of the observable
vector. The conditional characteristic function of Z for X = x is e~ /2B fix 13y)
and from the relation ¥ = X—Z it follows that the characteristic function of ¥
for X = x is e~ W22t f(x 1 i¥¢) (Lyttkens [6]). In view of the application aimed
at in this paper, we write down the conditional mean vector and covariance matrix
of Y for X = x:
2

E(Y|X=2x)=x+Z 4 ;i%ii,(-’-‘l

where Cov(Y|X = x)stands for the conditional covariance matrix of ¥ for X = x.

dlog f(x)
ax

Cov(Y| X =x)=X+% X,

3. The factor analysis model with equal variances

Henceforth it will be assumed that all variables have zero mean. In factor analysis
it is assumed that ¥ is diagonal and that ¥ = I'V, where the vector ¥ has k < p
elements, referred to as (common) factors. ‘At first the case ¥ = ¢2I will be dealt
with. Let 2 be the covariance matrix of X; then the covariance matrix of ¥ is
Q- ¢2I and this matrix is singular with the rank k.

4. Principal components and factors

. Let us replace X, ¥ and Z by the orthogonal transforms &, H, and & so that

E=BX, H=BY, Z=B2Z,

where B is an orthogonal matrix. For any orthogonal matrix B the transformed
residual vector retains the covariance matrix o2 Here B will be chosen so that
& is the vector of principal components of X (cf. Anderson [1]). Let A be the diagonal
matrix of the eigenvalues of 2. The diagonal matrix of the eigenvalues of 2— o2l
is then ' A— 07 and this matrix has only k non-vanishing elements, which implies
that only & elements of H have non-vanishing variances. Let H; be the vector of
these & elements of H, while the vectors of corresponding clements of Z and %
are denoted by &, and %,.

Let @(&,) be the frequency function of 2, The condition X = x is equivalent
to the condition & = £, where ¢ = B'x. However, only the components of =, effects
the conditional distribution. The conditional characteristic function of H. , for
E, =& is '

Thus, e~ Py (€, +ig?t).

E(EJX = 2) = £, 4 2 2110876

2
GE - Cov(HLIX=1x) = oI+ ot 9% logp (&)
1

8z o8,
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5. Normalization of factors

Let N be the covariance matrix of H,. This covariance matrix is diagonal and its
Jth diagonal element is 4;— o2, j = 1, ..., k. Let V be the factor vector, normalized
in such a way that all its components have unit variance. With ¥ = I'V, we write

U=N-I'X, V=NI'Y, W=N-1IZ
The covariance matrix of W is X* = o2N~1. Let y(u) be the frequency function
of U. With w = N™*I'"x we have
2 logy () 8 logy (u)
X= = =L C X=x)= 3432 577/ px
E| x) = u+ % ov (V| x) = X*4+-¥ Taba bX
or in terms of the partial derivatives of f(x)
a1 2
EWIX = ) = ur 20 208/ ooy -y 2 g pap 21087G) oy
ox 0xdx

Returning to the vector Y we, get

E(Y|X=1x)=TE(¥V|X=12, Cov(¥|X=1x)=TCov(V|X= x)I".

6. Normalized factors when the residunal variances
are unequal

Remembering that X is diagonal, we introduce the new vectors
X* = Z\2X, Y*=3XY, Z*=31Z
The covariance matrix of X*is 2* = 2~1/2 Q3~1/2, The principal components analysié

is performed with respect to X*. Let IV be the diagonal matrix of the non-vanish-
ing eigenvalues of 2*— 1. With ¥ = I'V, where ¥ is the normalized factor, I' we write

U= N"":"'X, V=Nr':'y, W=N-TX1Z

Let the frequency function of U be denoted by vw(u). With u = N-I"X~*x and
Z* = N~' the conditional mean and the conditional covariance matrix of ¥ for
X = x are obtained with the aid of the formulae which are given in the previous
section.

7. Further transformation of the factors

When the normalized factors are multiplied by a non-singular matrix 4, the trans-
formed residuals obtain the covariance matrix * = AN~14'. With this redefinition
of the factors we write again ¥ = I'¥. In terms of the original variables we have

U= 'YX, V=ZI'EI'Y, W=ZXI:'2Z

16 Banach
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With 3* = AN-14’ and » = 3*["Z-1x the conditional mean and conditional
covariance matrix of ¥ for X = x can be obtained with aid of the same formulae
as before, Temembering that X* is in general non-diagonal for the transformation
now considered. In the special case, where the matrix A is orthogonal, only a rota-
tion of the factors is performed.

8. The special case, where the observable variable vector X
has a multivariate normal distribution

When the vector X has a p-dimensional normal distribution, the vector Y has
a singular normal distribution with the rank k. In this case the principal components
are independent of each other. When X = oI the following formulae are obtained:

E(H|X = x) = 6*(4— 0D &[4, var(H|X =1x)= o*(4— o)/ %
and for the normalized factors
EW)X =) = (- oully, var(F|X = x) = 0%/,

If the residual variances are not equal, the principal components analysis is performed
on the variable X* = ¥-12X and then the preceding formulae are valid if ¢
is put equal to one.

When correlated factors are obtained by multiplying the orthogonal formalized
factors by a non-singular matrix A4, the following formulae are obtained for the
correlated factors

E(V|X = x) = AA' (A4 + 2% u, Cov(V|X = x) = Z*(dd'+Z%)~144'".

It should be recalled that in the case where the matrix A is orthogonal, thatis 44’ = I,
only a rotation of the factors is performed.
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