
PARTIAL DIFFERENTIAL EQUATIONS
BANACH CENTER PUBLICATIONS, VOLUME 27

INSTITUTE OF MATHEMATICS
POLISH ACADEMY OF SCIENCES

WARSZAWA 1992

ON THE PROBLEM OF SYMMETRIZATION
OF HYPERBOLIC EQUATIONS

V. I. KOSTIN

Institute of Mathematics, Russian Academy of Sciences, Siberian Branch
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Introduction. The aspects of symmetrization of hyperbolic equations which
will be considered in this review have their own history and are related to some
classical results from other areas of mathematics ([12]). Here symmetrization
means representation of an initial system of equations in the form of a symmetric
t-hyperbolic system in the sense of Friedrichs. Some equations of mathematical
physics, for example, the equations of acoustics, of gas dynamics, etc. already have
this form. In the 70’s S. K. Godunov published a work [8] on a symmetric form
of the equations of magnetohydrodynamics. This result was repeated in the 80’s
([3]). Later A. M. Blokhin ([1]) got an analogous result for the Landau equations
of quantum helium. All the mentioned statements concern systems of equations
describing concrete physical objects.

One of the motivations for investigating the symmetrization problem comes
from the study of initial-boundary value problems for hyperbolic equations. Hav-
ing a rich set of energy integrals for a given hyperbolic equation one can use them
to get estimates of solutions in the well posed problems. Generally one uses a
fairly simple theory of initial-boundary value problems with dissipative boundary
conditions (see e.g. [7]). This idea has been realized in some simplest cases ([2,
10, 11, 18]).

2. Statement of the symmetrization problem. There are different ways
to formalize the problem of energy integrals for hyperbolic equations. We give
one that concerns linear operators and goes back to Leray’s constructions ([6, 13,
17]). First we recall

Definition 1. A linear differential operator

P (t, x;Dt, Dx) =
∑

i+|r|≤n

pir(t, x)Di
tD

r
x

[257]
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of order n is called (strictly) t-hyperbolic (in the sense of Petrovskĭı) in the domain
Ω if for all (t, x) ∈ Ω and for each real ξ (|ξ| 6= 0) the characteristic polynomial

P (t, x; τ, ξ) =
∑

i+|r|=n

pir(t, x)τ iξr

has n distinct real roots

τ1(t, x; ξ) < . . . < τn(t, x; ξ) .

(If not stated otherwise, we use everywhere the vector notations

x = (x1, . . . , xm), Dx = (Dx1 , . . . , Dxm
), ξ = (ξ1, . . . , ξm) ,

and r = (r1, . . . , rm) is a multi-index.)
There exists another notion of hyperbolicity ([5]):

Definition 2. A matrix linear first order differential operator

A(t, x)Dt +
m∑

j=1

Bj(t, x)Dxj
+Q(x, t)

is called symmetric t-hyperbolic (in the sense of Friedrichs) in Ω if for all (t, x) ∈
Ω the matrices A = A(t, x), Bj = Bj(t, x) are symmetric (hermitian) (A∗ =
A, B∗j = Bj) and A is positive definite (A > 0).

For solutions U(t, x) of the symmetric hyperbolic system[
A(t, x)Dt +

m∑
j=1

Bj(t, x)Dxj
+Q(x, t)

]
U(t, x) = F (t, x)

the so-called differential identity for the energy integral is well known:

(2.1) Dt(A(t, x)U(t, x), U(t, x)) +
m∑

j=1

Dxj (Bj(t, x)U(t, x), U(t, x))

+
([
Q(t, x) +Q∗(t, x)−DtA(t, x)−

m∑
j=1

Dxj
Bj(t, x)

]
U(t, x), U(t, x)

)
= 2 Re(F (t, x), U(t, x)) .

(Here and below (·, ·) denotes the inner product of column vectors. This notation
is also used for bilinear forms on vectors.)

Notice that in the case of Definition 2 for real ξ 6= 0 all the roots τj(t, x; ξ) of
the characteristic equation

det
[
A(t, x)τ +

m∑
j=1

Bj(t, x)ξj
]

= 0

are real but they may be multiple.
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In his work [5] Friedrichs showed how to construct a symmetric hyperbolic
system from a second order hyperbolic equation, that is, in our terms he sym-
metrized the second order equation. In his construction the components of the
unknown vector function are the first partial derivatives of a function u(t, x) which
is a solution of the initial equation. Because of the importance and great clar-
ity of Friedrichs’ construction we repeat it here but using our formal technique.
From now on we only consider operators with constant coefficients. The standard
technique generalizes the results to the case of variable coefficients [15]. Also, we
consider operators including only principal terms:

P (Dt, Dx) =
∑

i+|r|=n

pirD
i
tD

r
x .

Thus the characteristic polynomial P (τ, ξ) =
∑
pirτ

iξr is homogeneous of de-
gree n.

Now we recall the Friedrichs construction. Let P (τ, ξ) = τ2 + 2τ
∑
ajξj +∑

bijξiξj be the characteristic polynomial of a second order hyperbolic operator.
We will just call it a hyperbolic polynomial. The hyperbolicity condition from
Definition 1 leads to

(2.2)
(∑

ajξj

)2

−
∑

bijξiξj > 0 for
∑

ξ2j 6= 0 .

For simplicity we assume a more restrictive condition:

(2.3)
∑

bijξiξj < 0 for
∑

ξ2j 6= 0 .

In the terminology used below, this means that the polynomial τ of degree one is
a partitioning polynomial for P (τ, ξ). The following identity is easy to verify:

(2.4)

τ


1 0 . . . 0
0 b11 . . . b1m

. . . . . . . . . . . . . . . . . .
0 bm1 . . . bmm

+ ξ1


2a1 b11 . . . b1m

b11 0 . . . 0
. . . . . . . . . . . . . . . . . . .
bm1 0 . . . 0

+ . . .

+ξm


2am bm1 . . . bmm

b1m 0 . . . 0
. . . . . . . . . . . . . . . . . . . . .
bmm 0 . . . 0




τ
ξ1
...
ξm

 =


P (τ, ξ)

0
...
0

 .
Set

A =


1 0 . . . 0
0 b11 . . . b1m

. . . . . . . . . . . . . . . . . .
0 bm1 . . . bmm

 , Bj =


2aj bj1 . . . bjj

b1j 0 . . . 0
. . . . . . . . . . . . . . . . . .
bmj 0 . . . 0


and r(τ, ξ) = (τ, ξ1, . . . , ξm)T , g = (1, 0, . . . , 0)T . Then we can write (2.4) in the
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form

(2.5)
(
τA+

m∑
j=1

ξjBj

)
r(τ, ξ) = P (τ, ξ)g .

It follows that(
ADt +

m∑
j=1

BjDxj

)
r(Dt, Dx)u(t, x) = P (Dt, Dx)u(t, x)g ,

where u(t, x) is an arbitrary sufficiently smooth function. Thus if u(t, x) is a
solution of P (Dt, Dx)u = f(t, x) then the vector function U(t, x) = (ut, ux1 , . . .
. . . , uxm

)T satisfies the first order system

(2.6)
(
ADt +

m∑
j=1

BjDxj

)
U(t, x) = F (t, x) ,

where F (t, x) = f(t, x)g. The matrices of this system are symmetric and A is
positive definite by (2.3).

For brevity the symmetric system (2.6) will be called the symmetrization
of the equation P (Dt, Dx)u = f(t, x). This symmetrization practically coincides
with the construction in [5]. The polynomial identity constructed was fundamental
here; the system of differential equations (2.6) follows from (2.5) in a trivial way.

Notice that if ξ 6= 0 and τ = τ(ξ) is a root of the characteristic equation
P (τ, ξ) = 0 then from (2.5) we have(

τA+
m∑

j=1

ξjBj

)
r(τ, ξ) = 0 .

As the vector r(τ, ξ) is nonzero, det(τA+
∑
ξjBj)=0 for those values of τ, ξ. Thus

the roots of the characteristic polynomial P (τ, ξ) are the roots of the characteristic
polynomial det(τA+

∑
ξjBj). In other words, the characteristic cone of the initial

equation is embedded in the characteristic cone of its symmetrization.
Below we consider a family of symmetrizations of a hyperbolic operator de-

pending on several parameters and such that the above property of characteristic
polynomials is valid for any symmetrization. Naturally, a problem arises to de-
scribe those symmetrizations for which the Hamilton–Jacobi cones of the initial
operator and of its symmetrization coincide (for definition see, for example, [7]).
The answer was obtained by T. Yu. Mikhailova ([19]) for rotation invariant op-
erators.

From the polynomial identities (2.5) we can get another identity playing an
important role below. For this purpose let us multiply both sides of (2.5) scalarly
by the vector r(λ, α):

(2.7) τ(Ar(τ, ξ), r(λ, α)) +
m∑

j=1

ξj(Bjr(τ, ξ), r(λ, α)) = P (τ, ξ)λ .
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Notice that (2.5) follows from (2.7) if we equate the coefficients of the variables
λ, α1, . . . , αm on both sides of (2.7).

Now let us write the identity symmetric to (2.7), obtained by substituting
τ → λ, λ→ τ , ξj → αj , αj → ξj :

(2.8) λ(Ar(λ, ξ), r(τ, ξ)) +
m∑

j=1

αj(Bjr(λ, α), r(τ, ξ)) = P (λ, α)τ .

Adding (2.7) and (2.8) and using the symmetry of the matrices A,Bj , we get the
so-called Hörmander identity for the polynomials P (τ, ξ) and τ :

(2.9) P (τ, ξ)λ+ P (λ, α)τ

= (τ + λ)(Ar(τ, ξ), r(λ, α)) +
m∑

j=1

(ξj + αj)(Bjr(τ, ξ), r(λ, α)) .

In the next section (2.9) will be generalized to the case of higher order operators
with any number of variables.

To finish this section we give another construction for an arbitrary hyperbolic
polynomial in two variables τ, ξ (m = 1). Let P (τ, ξ) =

∏N
j=1(τ − cjξ) be a

hyperbolic polynomial (the cj are real and pairwise distinct). For definiteness we
suppose that c1 < . . . < cN . It is trivial to verify the identity

(2.10)

τ
 1 0

. . .
0 1

+ ξ

−c1 0
. . .

0 −cN


 p1(τ, ξ)

...
pN (τ, ξ)

 = P (τ, ξ)

 1
...
1


where pj(τ, ξ) = P (τ, ξ)/(τ − cjξ). Here the matrices are symmetric and the
matrix attached to τ is positive definite.

If we suppose that the values of the differential operators pj(Dt, Dx) on a
scalar function u(t, x) are the components of a vector function U(t, x), then a
symmetric hyperbolic system for that vector function follows immediately from
(2.10). The matrices of this system are equal to the matrices in (2.10). However,
using the linear independence of the polynomials pj(τ, ξ) in the space of homo-
geneous polynomials in τ, ξ of degree N − 1 we can use the standard monomial
basis τN−1, τN−2ξ, τN−3ξ2, . . . , ξN−1. If P is the transition matrix then we get

(2.11) (τA+ ξB)r(τ, ξ) = P(τ, ξ)g

where

A = P∗P , B = P∗ diag(−c1, . . . ,−cN )P ,

r(τ, ξ) = (τN−1, τN−2ξ, τN−3ξ2, . . . , ξN−1)T ,

g = P∗(1, . . . , 1)T .

Multiplying both sides of (2.10) by the vector

(p1(λ, α), . . . , pN (λ, α))T
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and adding the resulting equality to a symetric one we get the Hörmander identity
in this case:

(2.12) (τ+λ)F [τ, ξ;λ, α]+(ξ+α)G[τ, ξ;λ, α] = P (τ, ξ)Q(λ, α)+Q(τ, ξ)P (λ, α) .

The following notations are used here:

F [τ, ξ;λ, α] =
∑

pj(τ, ξ)pj(λ, α),

G[τ, ξ;λ, α] = −
∑

cjpj(τ, ξ)pj(λ, α),

Q(τ, ξ) =
∑

pj(τ, ξ) .

It is easily seen that

F [τ, ξ;λ, α] = F [λ, α; τ, ξ], G[τ, ξ;λ, α] = G[λ, α; τ, ξ]

and these polynomials are homogeneous of degree N − 1 separately with respect
to both groups of variables (τ, ξ) and (λ, α). Moreover, Q(τ, ξ) = (d/dτ)P (τ, ξ)
and so the roots τj(ξ) = djξ (j = 1, . . . , N − 1) of Q separate the roots of P , i.e.

c1 < d1 < c2 < d2 < c3 < . . . < cN−1 < dN−1 < cN .

3. The Hörmander identity. At the beginning of this section (in contrast
to the previous notations) we will not express the variable corresponding to the
derivative with respect to t in operators and will not assume the hyperbolicity of
polynomials. Let P (ξ) = P (ξ1, . . . , ξm) and Q(ξ) be homogeneous polynomials of
degree N and N − 1, respectively. The Hörmander identity is an expansion

(3.1) P (ξ)Q(α) +Q(ξ)P (α) =
m∑

j=1

(ξj + αj)Gj [ξ;α] ,

where α = (α1, . . . , αm) and the polynomials Gj [ξ;α] are hermitian and homoge-
neous:

(3.2) Gj [ξ;α] = Gj [α; ξ] ,

and for any real scalar %,

(3.3) Gj [%ξ;α] = Gj [ξ; %α] = %N−1Gj [ξ;α] .

Notice that (3.1) implies the identity P (ξ)Q(α) =
∑

j ξjGj [ξ;α], which in
turn yields

(3.4)
∑

j

ξjA
[j]r(ξ) = P (ξ)g .

Here r(ξ) is the column of all homogeneous monomials ri(ξ) of degree N − 1 in
the variables (ξ1, . . . , ξm), g is the column of coefficients of Q(ξ) expanded with
respect to the monomials, and the elements of the matrices A[j] are the coefficients
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of the polynomial Gj [ξ;α]:

Gj [ξ;α] =
∑
i,k

a
[j]
ik ri(ξ)rk(α) .

Obviously, the above-mentioned properties of the polynomials Gj [ξ;α] ensure
the matrices A[j] in (3.4) to be symmetric. The Hörmander identity will be our
principal tool below.

Some difficulties are connected with the nonuniqueness of the polynomials
Gj [ξ;α] defined by the above conditions. In other words, (3.1) considered as an
equation for Gj has a general solution Gn

j [ξ;α] +Gh
j [ξ;α], where Gn

j [ξ;α] is some
particular solution of (3.1) and Gh

j [ξ;α] satisfies the homogeneous equation

(3.5)
m∑

j=1

(ξj + αj)Gh
j [ξ;α] = 0 .

An algorithm for constructing a particular solution Gn
j [ξ;α] is given in [15] (see

also [9]) for the case m = 3. The solution of the homogeneous identity (3.5) in
this case was also described there. In the general case, the equation (3.5) was
investigated in [21] where all solutions of (3.1), or, which is the same, all matrices
A[j] in (3.4), were described.

Other difficulties arise when we try to get symmetrizations with a positive
definite matrix attached to the operator Dt in Friedrichs’ definition. Now we
explain the nature of those difficulties. It will now be convenient to distinguish
the variable corresponding to the operator Dt in the initial differential operator
P (Dt, Dx). From now on we assume that P is t-hyperbolic in the sense of Petro-
vskĭı, i.e. for real ξ 6= 0 the homogeneous polynomial P (τ, ξ) of degree N has real
and distinct roots

(3.6) τ1(ξ) < . . . < τN (ξ) .

These roots are homogeneous functions in ξ of degree one. The Hörmander iden-
tity is

(3.7) P (τ, ξ)Q(λ, α) +Q(τ, ξ)P (λ, α)

= (τ + λ)F [τ, ξ;λ, α] +
∑

j

(ξj + αj)G[τ, ξ;λ, α] ,

and in the new notations (3.4) reads

(3.8)
(
τA+

m∑
j=1

ξjBj

)
r(τ, ξ) = P (τ, ξ)g .

We confine ourselves to polynomials Q(τ, ξ) partitioning for P (τ, ξ). By def-
inition, this means that for real ξ 6= 0 the roots µj(ξ) of Q(µ, ξ) satisfy the
inequalities

(3.9) τ1(ξ) < µ1(ξ) < τ2(ξ) < µ2(ξ) < . . . < µN−1(ξ) < τN (ξ) .
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The reason for that is explained by the following fact. If the form F [τ, ξ;λ, ξ]
obtained from F [τ, ξ;λ, α] by identifying ξ and α is expanded with respect to
powers of τ and λ:

(3.10) F [τ, ξ;λ, ξ] =
N∑

i,j=1

fij(ξ)τN−i−1λN−j−1

then the symmetric matrix of order N

(3.11) F(ξ) = (fij(ξ))N
i,j=1

is positive definite for real ξ 6= 0. This surprising fact directly follows from the
Hermite theorem (see, for example, [16, 6, 13, 17]) and from the simple equality

(3.12) F [τ, ξ;λ, ξ] =
P (τ, ξ)Q(λ, ξ)− P (λ, ξ)Q(τ, ξ)

τ − λ
,

which may be obtained from (3.7) by setting α = −ξ and using homogeneity.
Thus the trace of the formF [τ, ξ;λ, α] corresponds to a positive definite matrix

depending on parameters. The matrix (3.11) is uniquely determined by the poly-
nomials P (τ, ξ) and Q(τ, ξ). The nonuniqueness in “solutions” of the Hörmander
identity leads to the nonuniqueness of the matrix A to be determined in a sym-
metrization and, as a corollary, to impossibility of A > 0 for all solutions (F,Gj) of
(3.7). It turns out that in symmetrization only the form F [τ, ξ;λ, α] is important
if it has a true trace. This fact is formulated as the next lemma.

Lemma. Let (Fn, Gn) be a “solution” of the Hörmander identity (3.7), and let
F [τ, ξ;λ, α] be an arbitrary homogeneous symmetric form equal to Fn for ξ = α.
Then there exist forms Gj [τ, ξ;λ, α] such that (F [τ, ξ;λ, α], Gj [τ, ξ;λ, α]) satisfies
(3.7).

There is an interesting connection with an old problem posed first by D. Hilbert
([12]). Consider (3.10) for λ = τ . We get F [τ, ξ; τ, ξ] > 0 for τ 6= 0, ξ 6= 0 because
F(ξ) > 0. Suppose that we have found a positive definite (real for simplicity)
matrix A such that

(3.13) F [τ, ξ;λ, α] =
∑
i,j

aijri(τ, ξ)rj(τ, ξ)

where {ri(τ, ξ)} is the basis of all monomials of degree N −1 in the variables τ, ξ.
Expanding A in the form B∗B we can write

F [τ, ξ;λ, α] = (Ar(τ, ξ), r(λ, α)) = (Br(τ, ξ), Br(λ, α))(3.14)

=
∑

i

(∑
j

bijrj(τ, ξ)
)
·
(∑

j

bijrj(λ, α)
)
.

Let τ = λ, ξ = α in (3.14). Then

(3.15) F [τ, ξ; τ, ξ] =
∑

i

(∑
j

bijrj(τ, ξ)
)2

.
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Thus we have written the positive definite form F [τ, ξ; τ, ξ] as a sum of squares. As
noticed by D. Hilbert, this is not possible for every such form. Though in our case
F [τ, ξ; τ, ξ] is not an arbitrary positive definite form because it is obtained from
the polynomials P (τ, ξ) and Q(τ, ξ) by means of (3.12), the possibility described
by Hilbert can appear for such forms (see Section 5). In other words, a pair
of hyperbolic polynomials not always gives birth to a symmetrization, and all
difficulties are connected with guaranteeing the positive definiteness of the matrix
A in (3.8).

4. Symmetrization: The case of three variables

Theorem ([16, 19]). Hyperbolic polynomials P (τ, ξ1, ξ2) in three variables are
always symmetrizable.

The symmetrization is constructed in the following way. For all real ξ, the
matrix F(ξ) of (3.11) may be represented as the sum F [1](ξ) + F [2](ξ) of two
positive definite matrices, with F [1](ξ) diagonal. Its diagonal elements are

f
[1]
ii = %(ξ21 + ξ22)i−1 (i = 1, . . . , N)

and the parameter % is chosen so small that F [2](ξ) > 0. Notice that the polyno-
mial

∑N
i=1 %(ξ21 + ξ22)i−1τN−i−1λN−i−1 corresponds to the form

∑N
i=1 %(ξ1α1 +

ξ2α2)i−1τN−i−1λN−i−1 and it is the trace of this form for ξ1 = α1, ξ2 = α2. It
is easily seen that the last form may be represented as (A[1]r(τ, ξ), r(λ, α)) with
the diagonal matrix A[1] > 0.

Further, for ξ1 = α1, ξ2 = α2 the trace of F [τ, ξ;λ, α] − (A[1]r(τ, ξ), r(λ, α))
may be represented as

∑
f

[2]
ij (ξ)τN−i−1λN−j−1 with a positive definite coefficient

matrix F [2](ξ).
We need the following theorem.

Theorem ([20]). If D(ϕ) =
∑K

k=−K eikϕD[k] is a hermitian trigonometric
matrix polynomial positive definite for all real ϕ, then it may be represented as a
product D(ϕ) = ∆∗(ϕ) · ∆(ϕ), where ∆(ϕ) =

∑K
k=0 e

ikϕ∆[k] is a trigonometric
matrix polynomial. The polynomial ∆(ϕ) may be chosen to satisfy the following
conditions: det[

∑K
k=0 ζ

k∆[k]] 6= 0 for all complex |ζ| ≤ 1 and ∆[0] is a hermitian
positive definite matrix. ∆(ϕ) is uniquely determined by these conditions.

With the help of this theorem and taking into consideration the structure of
the matrix elements of F [2](ξ) we can represent this matrix in the form B∗(ξ)B(ξ)
with a polynomial matrix B(ξ). For all i, the elements bij(ξ) of this matrix are
homogeneous (possibly complex) polynomials in ξ of degree j. This leads to the
representation (cf. (3.10))

F [2][τ, ξ;λ, ξ] =
N∑

i,j=1

N−1∑
k=1

bki(ξ)τN−i−1bkj(ξ)λN−j−1 .
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Consequently,
F [τ, ξ;λ, α] = (Ar(τ, ξ), r(λ, α)) ,

where A = A[1] + B∗B > 0 and the elements of B are expressed through those
of B(ξ). Here the matrix B is rectangular and therefore B∗B ≥ 0 (the rank of
the product B∗B equals N). We stress that namely this circumstance prevents
us from using Rosenblatt’s theorem at once for the matrix F(ξ), because then we
will only get A ≥ 0.

This construction is entirely elementary and it permits us to describe all pos-
sible symmetrizations of a hyperbolic polynomial P (τ, ξ1, ξ2) using a family of
parameters determined by its partitioning polynomials and a “solution” of the
homogeneous Hörmander identity

(τ + λ)Fh[τ, ξ;λ, α] + (ξ1 + α1)Gh
1 [τ, ξ;λ, α] + (ξ2 + α2)Gh

2 [τ, ξ;λ, α] = 0 .

The “solution” in this case has the following form:

Fh[τ, ξ;λ, α] = (ξ1α2 − ξ2α1)K[τ, ξ;λ, α] ,

Gh
1 [τ, ξ;λ, α] = (ξ2λ− α2τ)K[τ, ξ;λ, α] ,

Gh
2 [τ, ξ;λ, α] = (τξ1 − λα1)K[τ, ξ;λ, α] ,

where K[τ, ξ;λ, α] is a homogeneous form of degree N − 2 with respect to the
groups of variables (τ, ξ1, ξ2), (λ, α1, α2), which is also skew-hermitian ((3.2),(3.3)).

5. Symmetrization: more than 3 variables. In this case the situation is
analogous to that described in [12], i.e. there exist symmetrizable and nonsym-
metrizable polynomials, and both sets of polynomials have a nonempty interior
in the space of all homogeneous polynomials. To demonstrate this we show that
the polynomials

(5.1) P (τ, ξ) =
N∏

j=1

(τ2 − c2j |ξ|2), P (τ, ξ) = τ

N∏
j=1

(τ2 − c2j |ξ|2)

are symmetrizable if c1 < . . . < cN . These are the characteristic polynomials for
products of wave operators with distinct velocities.

We only consider one case of even degree in (5.1) and we suppose that the
partitioning polynomial has the same type (for another approach see [9]):

(5.2) Q(τ, ξ) = τ
N−1∏
j=1

(τ2 − f2
j |ξ|2) .

It is obvious that

(5.3) c1 < f1 < c2 < f2 < c3 < . . . < cN−1 < fN−1 < cN .

As mentioned in Section 3 the principal difficulties in symmetrization lie in the
proof of the positive definiteness of the matrix A in the identities (3.8) with sym-
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metric matrices. In the considered case this difficulty is overcome in the following
way.

When ξ 6= 0 the polynomial

F [τ, λ; ξ] =
P (τ, ξ)Q(λ, ξ)− P (λ, ξ)Q(τ, ξ)

τ − λ
determines the positive definite matrix

F(ξ) = (fij(ξ))N
i,j=1

(cf. (3.11)) and its elements are functions of |ξ|2. (We hope that the change of
notations will not lead to misunderstanding—the notation F [τ, λ; ξ] seems to be
more appropriate in the present case.) As in the previous section we can write
F [τ, λ; ξ] as the sum of two forms F [1][τ, λ; ξ] + F [2][τ, λ; ξ], where

(5.3) F [1][τ, λ; ξ] = ε
∑

i

λi−1τ i−1|ξ|4N−2i =
∑
i,j

a
[1]
ij ri(τ, ξ)rj(τ, ξ)

and ε > 0 is sufficiently small. The matrix A[1] of coefficients in (5.3) is diagonal
and positive definite. Just as F [τ, λ; ξ], the polynomial F [2][τ, λ; ξ] determines
a positive definite matrix F [2](ξ). It may be shown that F [2][τ, λ; ξ] admits the
following representation:

(5.4)
N∑

p=1

m∑
j=1

(N−1∑
g=0

sp,2g+1|ξ|2N−2g−2ξjτ
2g
)(N−1∑

g=0

sp,2g+1|ξ|2N−2g−2ξjτ
2g
)

+
2N∑

p=N+1

(N−1∑
h=0

sp,2h|ξ|2N−2hτ2h−1
)(N−1∑

h=0

sp,2h|ξ|2N−2hτ2h−1
)
.

Therefore,

(5.5) F [2][τ, λ; ξ] = (Br(τ, ξ), Br(τ, ξ))

where the column vector r(τ, ξ) consists of all monomials of degree 2N − 1 in
m+ 1 variables (the number of them equals (2N +m−1)!/(2N −1)!m!) and B is
the matrix of coefficients in (5.4). The proof of (5.4) is based on the fact that the
matrix elements of F [2](ξ) depend only on |ξ|2. The coefficients sij in (5.4) are
the elements of a special matrix S satisfying S∗S = F [2](1), where F(1) denotes
the matrix F [2](ξ) for |ξ| = 1.

Using (5.3), (5.5) we can write an expansion for F [τ, ξ;λ, α]:

(Ar(τ, ξ), r(λ, α)) = (A[1]r(τ, ξ), r(λ, α)) + (Br(τ, ξ), Br(λ, α)) ,

which for ξ = α coincides with F [τ, λ; ξ] by construction. Now it remains to use
the lemma from Section 3.

Using elementary continuity considerations it is easy to show that the hyper-
bolic polynomial P̃ (τ, ξ) sufficiently close to (5.1) is symmetrizable. So the set of
symmetrizable polynomials has a nonempty interior.
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As mentioned above, for N ≥ 4, m ≥ 4 there exist nonsymmetrizable poly-
nomials of degree N in m variables. This was first shown by V. V. Ivanov ([14]).
His proof uses the existence of positive definite homogeneous forms which cannot
be expanded in a sum of squares. An example of such a form of degree 4 in 4
variables ξ1, ξ2, ξ3, ξ4 is (cf. [4])

q(ξ1, ξ2, ξ3, ξ4) = (ξ41 + ξ22ξ
2
3 + ξ23ξ

2
4 + ξ24ξ

2
2 − 4ξ1ξ2ξ3ξ4)/(1 + 2ε)

+ ε(ξ21 + ξ22 + ξ23 + ξ24)2/(1 + 2ε) ,

where 0 < ε < 1/4 is a parameter. V. V. Ivanov proved that for any pair of
polynomials P , Q which lead to symmetrization in the scheme considered above,
all the principal minors of the matrix F(ξ) in (3.11) expand in a sum of squares.
It is shown in [14] that for 0 < ε < 1/4 the strictly hyperbolic polynomial

P (τ, ξ1, ξ2, ξ3, ξ4) = (τ2 − ξ21 − ξ22 − ξ23 − ξ24)2 − q(ξ1, ξ2, ξ3, ξ4)

is nonsymmetrizable for any partitioning polynomial Q(τ, ξ1, ξ2, ξ3, ξ4) because
the corresponding matrix F(ξ) has a principal minor which does not expand as
a sum of squares whatever Q is chosen. In other words, the matrix A in (3.8) is
not always positive definite.
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[6] L. Gård ing, Cauchy’s Problem for Hyperbolic Equations, Chicago 1957.
[7] S. K. Godunov, Equations of Mathematical Physics, Nauka, Moscow 1979 (in Russian).
[8] —, A symmetric form of the equations of magnetohydrodynamics, Chisl. Metody Mekh.

Sploshn. Sredy 3 (1) (1972), 26–34 (in Russian).
[9] S. K. Godunov and V. I. Kost in, Transformation of a hyperbolic equation to a symmetric

hyperbolic system in the case of two spatial variables, Sibirsk. Mat. Zh. 21 (6) (1980), 3–20.
[10] V. M. Gordienko, Un problème mixte pour l’équation vectorielle des ondes: Cas de
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