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Abstract. This paper presents an (infinite-dimensional) geometric framework for control
systems, based on infinite jet bundles, where a system is represented by a single vector field
and dynamic equivalence (to be precise: equivalence by endogenous dynamic feedback) is con-
jugation by diffeomorphisms. These diffeomorphisms are very much related to Lie-Backlund
transformations.

It is proved in this framework that dynamic equivalence of single-input systems is the same
as static equivalence.

1. Introduction. For a control system

(1) &= f(z,u)
where x € R” is the state, and u € R™ is the input, what one usually means by
a dynamic feedback is a system with a certain state z, input (x,v) and output wu:

(2)

When applying this dynamic feedback to system (1), one gets a system with
state (z,z) and input v : & = f(x,v(x, z,v)), 2 = g(x, z,v). This system may be
transformed with a change of coordinates X = ¢(z, z) in the extended variables
to a system X = h(X,v). The problem of dynamic feedback linearization is stated
in [7] by B. Charlet, J. Lévine and R. Marino as the one of finding g, v and ¢ such
that X = h(X,v) be a linear controllable system. When z is not present, v and ¢
define a static feedback transformation in the usual sense. This transformation is

z= g(ﬂf,Z,U),

u="y(z,z,v).

1991 Mathematics Subject Classification: 93B17, 58F37, 93B18, 93B29.

Key words and phrases: Dynamic feedback equivalence, dynamic feedback linearization,
infinite jet bundles, contact transformations, Lie-Béacklund transformations, flat systems.

The paper is in final form and no version of it will be published elsewhere.

319]



320 J.-B. POMET

said to be invertible if ¢ is a diffeomorphism and - is invertible with respect to v;
these transformations form a group of transformations. On the contrary, when z is
present, the simple fact that the general “dynamic feedback transformation” (2),
defined by ¢, v and ¢ increases the size of the state prevents dynamic feedbacks
in this sense from being “invertible”.

In [12, 13], M. Fliess, J. Lévine, P. Martin and P. Rouchon introduced a no-
tion of equivalence in a differential algebraic framework where two systems are
equivalent by endogenous dynamic feedback if the two corresponding differential
fields are algebraic over one another. This is translated in a state-space repre-
sentation by some (implicit algebraic) relations between the “new” and the “old”
state, output and many derivatives of outputs transforming one system into the
other and vice-versa. It is proved that equivalence to controllable linear system is
equivalent to differential flatness, which is defined as existence of m elements in
the field which have the property to be a “linearizing output” or “flat output”. In
[21, “Point de vue analytique”|, P. Martin introduced the notion of endogenous
dynamic feedback as a dynamic feedback (2) where, roughly speaking, z is a func-
tion of x,u,w,.... He proved that a system may be obtained from another one
by nonsingular endogenous feedback if and only if there exists a transformation
of the same kind as in [12, 13] but explicit and analytic which transforms one sys-
tem into the other. This is called equivalence by endogenous dynamic feedback
as in the algebraic case. These transformations may either increase or decrease
the dimension of the state.

B. Jakubczyk gives in [18, 19] a notion of dynamic equivalence in terms of
transformations on “trajectories” of the system; different types of transforma-
tions are defined there in terms of infinite jets of trajectories. One of them is
proved there to be exactly the one studied here. See after definition 1 for further
comparisons.

In [27], W. F. Shadwick makes (prior to [12, 13, 18, 19]) a link between dy-
namic feedback linearization and the notion of absolute equivalence defined by
E. Cartan for pfaffian systems. It is not quite clear that this notion of equivalence
coincides with equivalence in the sense of [12, 13] or [18, 19], the formulation is
very different.

The contribution of the present paper—besides Theorem 3 which states that
dynamic equivalent single input systems with the same number of states are
static equivalent—is to give a geometric meaning to transformations which are
exactly these introduced by P. Martin in [21] (endogenous dynamic feedback
transformations). Our system is represented by a single vector field on a certain
“infinite-dimensional manifold”, and our transformations are diffeomorphisms on
this manifold. Then the action of these transformations on systems is translated
by the usual transformation diffeomorphisms induce on vector fields. There are
of course many technical difficulties in defining vector fields, diffeomorphisms or
smooth functions in these “infinite-dimensional manifolds”. The original motiva-
tion was to “geometrize” the constructions made in [2, 24]; it grew up into the
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present framework which, we believe, has some interest in itself, the geometric
exposition of [2, 24] is contained in [3], which is somehow “part 2” of the present
paper.

Note finally that the described transformations are very closely related to
infinite order contact transformations or Lie- Bicklund transformations or C-trans-
formations, see [16, 1] and that the geometric context we present here is the
one of infinite jet spaces used in [23, 20, 28, 26| for example to describe and
study Lie-Backlund transformations. These presentations however are far from
being unified, for instance smooth functions do not have to depend only on a
finite number of variables in [26], and are not explicitly defined in [1]. They
also had to be adapted for many reasons in order to get a technically workable
framework; for instance, we prove an inverse function theorem which characterizes
local diffeomorphisms without having to refer to an inverse mapping which is of
the same type. The language of jet spaces and differential systems has been used
already in control theory by M. Fliess [11] and by J.-F. Pommaret [25], with a
somewhat different purpose.

Some recent work by M. Fliess [10] (see also a complete exposition on this topic
in E. Delaleau’s [9]) points out that a more natural state-space representation than
(1) for a nonlinear system involves not only = and u, but also an arbitrary number
of time-derivatives of u; this is referred to as “generalized-state” representation,
and we keep this name for the infinite-dimensional state-manifold, see section 3.
In [10, 9], the “natural” state-space representation is F(x, &, u, , i, ...,u’)) =0
rather than (1). Here not only do we suppose that & is an explicit function of the
other variables (“explicit representation” according to [10, 9]) but also that J =0
(“classical representation”). Almost everything in this paper may be adapted to
the “non-classical” case, i.e. to the case where some time-derivatives of the input
would appear in the right-hand side of (1); we chose the classical representation for
simplicity and because, as far as dynamic equivalence is concerned, a non-classical
system is equivalent to a classical one by simply “adding some integrators”; on
the contrary, the implicit case is completely out of the scope of this paper, see
the end of section 2.

Very recently the authors of [12, 13] have independently proposed a “differen-
tial geometric” approach for dynamic equivalence, see [14, 15], which is similar in
spirit to the present approach, although the technical results do differ. This was
brought to the attention of the author too late for a precise comparison between
the two approaches.

The paper is organized as follows: section 2 presents briefly the point of view
of jet spaces and contact structure for system (1) considered as a differential re-
lation & — f(z,u) = 0 (no theoretical material from this section is used elsewhere
in the paper). Section 3 presents in details the differential structure of the “gen-
eralized state-space manifold” where coordinates are x,u, 1, ..., where we decide
to represent a system by a single vector field. Section 4 defines in this context
dynamic equivalence and relates it to notions already introduced in the literature.
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Section 5 deals with static equivalence. Section 6 is devoted to the single-input
case, and states the result that dynamic equivalence and static equivalence are
then the same. Finally section 7 is devoted to dynamic linearization, it introduces
in a geometric way the “linearizing outputs” defined for dynamic linearization in
[12, 13, 21].

2. Control systems as differential relations. This section is only meant
to relate the approach described subsequently to some better known theories. It
does not contain rigorous arguments.

In the spirit of the work of J. Willems [29], or also of M. Fliess [10], one
may consider that the control system (1) is simply a differential relation on the
functions of time x(t), u(¢) and that the object of importance is the set of solutions,
i.e. of functions ¢ — (2(t), u(t)) such that % (¢) is identically equal to f(z(t), u(t)).
Of course this description does not need precisely a state-space description like (1).

The geometric way of describing the solution of this first order relation in
the “independent variable” ¢ (time) and the “dependent variables” x and wu is to
consider, as in [1, 25, 20, 28, 23], the fibration

(3) R xR"™™ LR, (t,z,u) — t,

and its first jet manifold J*(7), which is simply T'(R" x R™)xR. A canonical set of
coordinates on J!(7) is (¢, z, u, @, 4). The relation R(t, z,u, &, 1) = i— f(x,u) =0
defines a submanifold R of the fiber bundle (3), which is obviously a subbundle.
The contact module on J!(7) is the module of 1-forms (or the codistribution)
generated by the 1-forms dz; — #;dt and du; —u;dt, 1 <@ < n, 1 < j < m.
A “solution” of the differential system is a section t — (¢, x(t), u(t), £(t), u(t)) of
the subbundle R, which annihilates the contact forms (this simply means that
92 = ¢ and 9% =4, i.e. that this section is the jet of a section of (3)).

Since we wish to consider some transformations involving an arbitrary number
of derivatives, we need the infinite jet space J>° () of the fibration (3). For short, it
is the projective limit of the finite jet spaces J*(7), and some natural coordinates
on this “infinite-dimensional manifold” are (t,z, u, &, u, &, i, 23, u®) ... ... ). The
contact forms are

1=1,...,n,
(4) d$§]) — x§]+1)dt, du,(fj) — u,gj+1)dt {k: =1,...,m,
j=>0.

This infinite-dimensional “manifold” is described in [20] for example, and we will
recall in next section what we really need. The “Cartan distribution” is the one
annihilated by all these forms, it is spanned by the single vector field

(5) 9062 a2 52 1wl y
o “0xr Odu ~or ou
where @2 stands for 3, x’ia%i, ul for Y, u‘m%i, ... The relation R has to be

replaced by its infinite prolongation, i.e. R itself plus all its “Lie derivatives”
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along (5):
R(t,z,u,i,1) =2 — f(x,u) =0,
0 0
Ry(t,x,u, &, 0, &,1) = & — lx _ i — 0,
(6) Ox ou
Ro(t, @, u, i, u, &, i, 23, u®) = 2 o,

This defines a subbundle R, of J°(7). A “solution” of the differential system is
a section t — (t,x(t),u(t),z(t),u(t), £(t),i(t),...) of the subbundle R, which
annihilates the contact forms; it is obviously defined uniquely by z(¢) and wu(t)
such that 22(t) = f(z(t),u(t)) with the functions u/) and 2() obtained by dif-
ferentiating x(t) and wu(t).

Roo is a subbundle of J*°(7) which has a particular form: since the rela-
tions allow one to explicitly express all the time-derivatives &, &, (3, ... of = as
functions of z, u, @, i, u®, . .., a natural set of coordinates on this submanifold is
(t,z,u,u,i,...); note that if, instead of the explicit form (1), we had an implicit
system f(z,u,%) = 0, this would not be true. The vector field (5), which spans
the Cartan distribution is tangent to R, and its expression in the coordinates
(t,z,u,,1,...) considered as coordinates on R is

0 0 .0 .0 0

(7) &+f(x,u)%+u%+u%+...+u(k+1)m+...

and the restriction of the contact forms are dz — fdt, du?) —w/*1d¢, j > 0. The
subbundles R, obtained for different systems are therefore all diffeomorphic to
a certain “canonical object” independent of the system, and where coordinates
are (t,z,u,u,,...), let this object be R x MZT™ where MZ™ is described in
more details in next section and the first factor R is time, with an embedding
¥ of R x MZ™ into Jo(m) which defines a diffeomorphism between R, and
R x M72™; this embedding depends on the system and completely determines
it; it pulls back the contact module on J°°(7) to a certain module of forms on
R x M7™ and the Cartan vector field (5) into (7). The points in J*° () which
are outside R are not really of interest to the system, so that we only need to
retain R, and it turns out that all the information is contained in R x MZ"
and the vector field (7) which translates the way the contact module is pulled
back by the embedding of R x MZ™ into Jo(m) whose image is Ro. This is
the point of view defended in [28] for example where such a manifold endowed
with what it inherits from the contact structure on J*°(7) is called a “diffiety”.
It is only in the special case of explicit systems like (1) that all diffieties can be
parameterized by x,u,,... and therefore can all be represented by the single
object M72™, endowed with a contact structure, or a Cartan vector field, which
of course depends on the system.
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Finally, since everything is time-invariant, one may “drop” the variable ¢ (or
quotient by time-translations, or project on the submanifold {¢ = 0} which is
possible because all objects are invariant along the fibers) and work with the
coordinates (z,u, 1,1, . . .) only, with f%%—aa% —i—’il%—i—. .. instead of (7); solutions
are curves which are tangent to this vector field. This is the point of view we adopt
here, and this is described in detail in the next section.

3. The generalized state-space manifold. The phrase “generalized state”
denotes the use of many derivatives of the input as in [10, 9]. The “infinite-
dimensional manifold” M7}™ we are going to consider is parameterized by z, u,
U, i, ...; in order to keep things simple, we define it in coordinates, i.e. a point of
MZ™ is simply a sequence of numbers, as in [22] for example. It may be extended
to z and u living in arbitrary manifolds via local coordinates, but, since dynamic
equivalence is local in nature, the present description is suitable.

3.1. The manifold, functions and mappings. For k > —1, let M]"" be R™ x
(R™)F1 (M™™ is R"), and let us denote the coordinates in M} by

(x,u,u,d,..., u(k))
where z is in R” and u, 4, ... are in R™. M72™ is the space of infinite sequences
(z,u, 1, i, . ., 0 0D ),
For simplicity, we shall use the following notation:
(8) U=(uiiu® .., X=(@U)=(=uiiu,. . ).
Let, for k > —1, the projection my, from MZ™ to M;"" be defined by
(9) (X)) = (@, u . u), k>0, 7 (X) =

m,n

MZ™ may be constructed as the projective limit of M,;™", and this naturally
endows it with the weakest topology such that all these projections are continuous
(product topology); a basis of the topology are the sets

7. 1(0), O open subset of M}"".

This topology makes MT2™ a topological vector space, which is actually a
Fréchet space (see for instance [4]). It is easy to see that continuous linear forms
are these which depend only on a finite number of coordinates. This leads one
to the (false) idea that there is a natural way of defining differentiability so that
differentiable functions depend only on a finite number of variables, which is
exactly the class of smooth functions we wish to consider (as in most of the
literature on differential systems and jet spaces [1, 20, 22, 23, 28]), since they
translate into realistic dynamic feedbacks from the system theoretic point of view.
It is actually possible to define a very natural notion of differentiability in Fréchet
spaces (see for instance the very complete [17]) but there is nothing wrong in
this framework with smooth functions depending on infinitely many variables.

For instance the function mapping (u,u, i, u®,...) to Z;io %p(#), with p a



GEOMETRY FOR DYNAMIC EQUIVALENCE 325

smooth function with compact support containing 0 vanishing at 0 as well as its
derivatives of all orders depends on all the variables at zero, but it is smooth in
this framework. It is hard to imagine a local definition of differentiability which
would classify this function non-smooth.

Here, we do not wish to consider smooth functions or smooth maps depending
on infinitely many variables; we therefore define another differentiable structure,
which agrees with the one usually used for differential systems [23, 1, 22, 20, 28]:

e A function h from an open subset V of M7 to R (or to any finite-
dimensional manifold) is a smooth function at X € V if and only if, locally at each
point, it depends only on a finite number of derivatives of v and, as a function of
a finite number of variables, it is smooth (of class C*); more technically: if and
only if there exists an open neighborhood U of X in V', an integer p, and a smooth
function h, from an open subset of M7*" to R (or to the finite-dimensional man-
ifold under consideration) such that h(Y) = h, o m,(Y) for all Y in U. It is a
smooth function on V' if it is a smooth function at all X in V. The highest p such
that h actually depends on the pth derivative of u on any neighborhood of X' (—1
if it depends on x only on a certain neighborhood of X') we will call the order of
h at X, and we denote it by d(h)(X). It is also the largest integer such that %
(this may be defined in coordinates and is obviously a smooth function) is not
identically zero on any neighborhood of X. Note that d(h) may be unbounded
on M7". We denote by C*°(V) the algebra of smooth functions from V to R,
COML™ if V=MD"

e A smooth mapping from an open subset V of M™" to M™" is a map ¢
from V to M™% such that, for any v in C>°(M™™) 4ho ¢ is in C®(V). It is a
smooth mapping at X if it is a smooth mapping from a certain neighborhood of
X to M™% Of course, in coordinates, it is enough that this be true for 1 any
coordinate function. For such a map and for all k, there exists locally an integer
pr. and a (unique) smooth map ¢y from 7, (V) C MJ-" to M™" such that

(10) Th O P = Pk O M.

The smallest possible py at a point X is §(mg 0 ¢)(X).

o A diffeomorphism from an open subset V' of M7>" to an open subset V of
M7 i a smooth mapping ¢ from V to V which is invertible and is such that

o~ is a smooth mapping from V to V.

o A static diffeomorphism ¢ from an open subset V' of M7™ to an open subset
V of M™% is a diffeomorphism from V to V such that for all k, 6(mx o ©)(X) is
constant equal to k.

o A (local) system of coordinates on MZT™ (at a certain point) is a sequence
(ha)a>0 of smooth functions (defined on a neighborhood of the point under con-
sideration) such that the smooth mapping X + (hq(X))a>0 is a local diffeomor-
phism onto an open subset of RY, considered as ML0.
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Note that the functions z1,...,&n, U1, .., Um, U1, .., Um, ... are coordinates
in this sense. Actually, this makes all the “manifolds” M72™ globally diffeomor-
phic to ML, so that they are all diffeomorphic to one another (this can be viewed
as renumbering the natural coordinates). The following proposition shows that
static diffeomorphisms are much more restrictive: they preserve n and m.

PROPOSITION 1. Let ¢ be a static diffeomorphism from an open set U of MIL™
to an open set V. of M™". Its inverse ¢~ ' is also a static diffeomorphism and
© induces, for all k > 0, a diffeomorphism ¢y, from M;"" to M7""™ (from R™ to
R” for k = —1). Its emistence therefore implies n = n and m = m.

Proof. For all k > —1, since §(p o i) = k, there exists a mapping ¢y, from
7 (U) to m, (V') satisfying (10) with pp = k. All these mappings are onto because
if one of them was not onto, (10) would imply that ¢ is onto either. Now let us
consider p~!; it is a diffeomorphism from V to U and there exists therefore, for
all k, an integer o3 and a smooth map (¢~'), from 7o, (V) C MJV™ to M""
such that
(11) T o = (97 0T,
Applying ¢ on the right to both sides and using the fact that 7, op = ¢, o7y,
we get

(12) Tk = (971) 4 © oy, © Ty
Applied to (x,u,,...), this means

(:L‘?u’ u?’ * "u(k)) = (‘p_l)k(y’ U’ ,[}7 R 7/U(k)7‘ * "U(Gk))

(13)

with (y,v,0,... o ,v(”’“)) = Qo (T, 0,1, . .. uk) ,u(”"))
Since ¢, is onto and each v depends only on z,u, ..., ul9), (13) implies that
((p‘l)k depends only on y, v, 7, ...,v¥). Therefore o}, might have been taken to
be k, and then one has (12) with o, = k and therefore
(14) (0 Dropr = IdMZa,m

which proves that each ¢y is a diffeomorphism and ends the proof. =

Let us define, as examples of diffecomorphisms, the (non static!) diffeomor-
phisms T, (. p.) from MZ™ MZLFP1F-+Pm which “adds py integrators on
the kth input”:

(]‘5) Tnz(pla-n,pm)(l"u) = (Z’V)

: . -1 . _ ; ;
Wlthz:(x,ul,ul...ugp1 ),...,um,umj...u,(ﬁm 1)), v,i]):uéj+pk).

It is invertible: one may define Ty (_p, ... —p,.) from M™N o MmN=P1=—Pm
for N> pi+...40m by Yo (—py....—po) (2, V) = (x,U) where z is the N—p; —...—
P first coordinates of z, and ufj ) is v,(j T j > px and one of the remaining
components of z if 0 < j < py — 1, s0 that T, (5, .. 1) © T(—pyee—p) = 1d.
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3.2. Vector fields and differential forms. The “tangent bundle” to the infinite-
dimensional manifold M7}™ is, since M7™ is a vector space, M73™ x MT™,
which is a (trivial) vector bundle over M7™. A smooth vector field is a smooth
(as a mapping from MT™ to M™" x M™" considered as M272") section of
this bundle. It is of the form

0 > 0

where f is a smooth function from M7Z>™ to R™ and the a;’s are smooth functions

m,n m 9 e 0 0
from MZ" to R™, where f5 stands for 3, fi5-- and 5.5 for 3, Qi Gy

and the %’s and ﬁ’s are the canonical sections corresponding to the “coor-
dinate vector fields” associated with the canonical coordinates. Vector fields ob-
viously define smooth differential operators on smooth functions: in coordinates,
Lgh is an infinite sum with finitely many nonzero terms.

Smooth differential forms are smooth sections of the cotangent bundle, which
is simply MDL"™ x (MZ2™)* where (MZL™)* is the topological dual of MZL", i.e.
the space of infinite sequences with only a finite number of nonzero entries; they
can be written:

(17) w=gdzr+ > Bdu?.

finite
This defines the C>°(M™") module A'(M™") of smooth differential forms on
MZ2". One may also define differential forms of all degree.

Of course, one may apply a differential form to a vector field according to
(w, F)=fg+>_ a;pB; (compare (16)—(17)), where the sum is finite because finitely
many 3;’s are nonzero. One may also define the Lie derivative of a smooth function
h, of a differential form w,... along a vector field F', which we denote by Lgh
or Lrw. The Lie bracket of two vector fields may also be defined. All this may
be defined exactly as in the finite-dimensional case because, on a computational
point of view, all the sums to be computed are finite.

Finally, note that a diffeomorphism carries differential forms, vector fields,
functions from a manifold to another, exactly as in the finite dimensional case;
for example, if ¢ is a diffeomorphism from M™" to M F is given by (16)

and z,v,v, ¥, ... are the canonical coordinates on M™" the vector field ., F on
M7 s given by 3o, figa- + 32,4 aj,ka%g» with fi = (Lr(z 0 ¢)) o ™" and

&= (Lr( o)) op.

3.3. Systems. A system is a vector field F' on M"—with n > 0 and m > 1
some integers—of the form

0
ould)’

+00
(18) F(Xx) = f(x7u)aax + Zu(j+l)
§=0
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i.e. the z-component of F is a function of x and u only, and its u()-component
is uUY) . This may be rewritten, in a more condensed form,

(19) F=f+C

where C' is the canonical vector field on M7ZL™, given by
_ (3+1) _

(20) C= zo:u oL

and the vector field f is such that
(@ fy=0, i=1,...,mj>0,
P/ou? f]=0, i=1,...,mj>1.

m will be called the number of inputs of the system, and n its state dimension.
Note that in the (explicit) non-classical case [10, 9] (i.e. the case when some
derivatives of u would appear in the right-hand side of (1), there would be no
restriction on f, besides being smooth, i.e. the second relation in (21) would no
longer be there (note however that any smooth vector field has zero Lie bracket
with % for j large enough, or in other words f depending on infinitely many
time-derivatives of u in (1) is ruled out).

In the special case where n = 0, there is only one system (with “no state”)
on M™0 We call this system the canonical linear system with m inputs; it is
simply represented by the canonical vector field C' given by (20).

In section 2, a system was an embedding of R x M7™ as a subbundle of J*°;
this defines canonically the vector field F' on M72™ as, more or less, the pull back
of the Cartan vector field (annihilating the contact forms) in J° (7).

F' is the vector field defining the “total derivation along the system”, i.e. the
derivative of a smooth function (depending on z, u, , . . . ,uld )) knowing that © =
f(x,u) is exactly its Lie derivative along this vector field. In [18], B. Jakubczyk at-
taches a differential algebra to the smooth system (1) which is exactly C*(MZ2™)
endowed with the Lie derivative along the vector field F'. Of course, this is very
much related to the differential algebraic approach introduced in control theory
by M. Fliess [10], based on differential Galois theory, and where a system is rep-
resented by a certain differential field. In the analytic case, as explained in [§],
this differential field may be realized as the field of fractions of the integral do-
main C¥(MZ™). The present framework is more or less dual to these differential
algebra representations since it describes the set of “points” on which the objects
manipulated in differential algebra are “functions”.

The following proposition gives an intrinsic definition of the number of inputs,
which will be useful to prove that it is invariant under dynamic equivalence:

(21)

PROPOSITION 2. The number of inputs m is the largest integer q such that there
exists ¢ smooth functions hy,..., hq from MZ" to R such that all the functions

Lyphe, 1<k<q,j>0,
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are independent (the Jacobian of a finite collection of them has mazimum rank).

Proof. On one hand, hy(x,U) = wui provides m functions enjoying this
property. On the other hand, consider m + 1 smooth functions hi,...,An+1,
let p > 0 be such that they are functions only of z,u, @, . . ., u?), and consider the
(m+1)(n+mp+ 1) functions functions

Lphe, 1<k<m+1,0<j<n+mp;

from the form of F (see (19) and (20)), they depend only on z, u, 1, . . . , u(Ptm+me)
i.e. on n+m(p+ n+ mp+ 1) coordinates; since this integer is strictly smaller
than (m + 1)(n +mp + 1), the considered functions cannot be independent. m

3.4. Differential calculus; an inverse function theorem. All the identities from
differential calculus involving functions, vector fields, differential forms apply on
the “infinite-dimensional manifold” M7™ exactly as if it were finite-dimensional:
if it is an equality between functions or forms, it involves only a finite number
of variables (i.e. both sides are constant along the vector fields ﬁ for j larger

k

than a certain J > 0) so that all the vector fields appearing in the formula may be
0

truncated (replaced by a vector fields with a zero component on a0 for j > J),
and everything may then be projected by a certain mx (K possiblky larger than
J), ylelding an equivalent formula on the finite-dimensional manifold M7"; if it
is an equality between vector fields, it may be checked component by component,
yielding equalities between functions, and the preceding remark applies.

Of course, theorems from differential calculus yielding existence of an object
do not follow so easily, and often do not hold in infinite dimension. For instance,
locally around a point where it is nonzero, a vector field on a manifold of dimension
n has n — 1 independent first integrals (functions whose Lie derivative along this
vector field is zero) whereas this is false on M7%™ in general: for the vector field C
on M™0 given by (20), any function h such that Lch = 0 is a constant function.

One fundamental theorem in differential calculus is the inverse function theo-
rem stating that a smooth function from a manifold to another one whose tangent
map at a certain point is an isomorphism admits locally a smooth inverse. In in-
finite dimensions, the situation is much more intricate, see for instance [17] for
a very complete discussion of this subject and general inverse function theorems
on Fréchet spaces, which are not exactly the kind of theorem we will need since
more general smooth functions are considered there. Here, for a mapping ¢ from
M™m (coordinates: ,u,1,...) to M™" (coordinates: z,v,9,...), the function
assigning to each point the tangent map to I’ at this point may be represented by
the collection of differential forms d(z; o ¢), d(fu,(j )o v), and a way of saying that,
at all point, the linear mapping is invertible with a continuous inverse, and that it
depends smoothly on the point, is to say that these forms are a basis of the mod-
ule A1 (M™™); equivalently, this tangent map might be represented by an infinite
matrix whose lines are finite (each line represents one of the above differential
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forms), and which is invertible for matrix multiplication with an inverse having
also finite lines. It is clear that for a diffeomorphism this linear invertibility holds;
the additional assumption we add to get a converse is that the mapping under
consideration carries a control system (as defined by (19)) on MZ7™ to a control
system on M™7: note also that we require that the tangent map be invertible
i a netghborhood of the point under consideration whereas the finite-dimensional
theorem just asks for invertibility at the point.

Besides its intrinsic interest, the following result will be required to prove
theorem 5 which characterizes “linearizing outputs” in terms of their differentials.

PROPOSITION 3. (local inverse function theorem) Let m,n, m,n be nonnegative
integers with m and m nonzero. Let z1, ..., 27,01,y Uiy U1y« oo s Oy oo v v - be the
canonical coordinates on M and X = (Z,u, U, U, ...) be a point in M™™. Let

@ be a smooth mapping from a neighborhood ofX m ./\/lm " to a nezghborhood of
gp( ) in MT™ such that

1) on a neighborhood of X, the following set of 1-forms on MT™:

(22) {d(zi 0 @) hr<icn U LA 0 @) hisksm o,
forms a basis of the C*°(MZ™)-module A*(MT™),

2) there exist two control systems F on MZ™ and F on MR such that, for
all function he C®(M™™) | defined on a neighborhood of p(X),

(23) (Lﬁ%)ogszF(%ogo).

Then ¢ is a local diffeomorphism at X, i.e. there exists a neighborhood U of X in
Mg neighborhood V. of ¢(X) in M™™ and a smooth mapping (a diffeomor-
phism) ¢ from V to U such that ¢ o ¢ = Idy and p o = Idy.

Note that (22) is a way of expressing that the tangent map to ¢ is invertible
with a continuous inverse, and (23) is a way of expressing that ¢ transforms
the control system F into the control system F , in a dual manner since writing
F = ¢, F would presuppose that ¢ is a diffeomorphism.

Proof. Let 1,..., %0, U1, .. Upm, Uty oo Upny e nnns be the canonical coordi-
nates on M7.™. The first condition implies that there exist some smooth functions

k} k?] k k7]
a;, b7, cf, d;” such that

da; = Zadzkocp +ZZb’”d v o), i=1,...,n,

3011

chd 2K 0 —i—Zde’]d @) op), i=1,...,m.

7=0 =1

(24)

Let K be the integer such that the functions 21 0P, ..y 27 O Y,V O WY, ..., U7 O

0, .. (L) °p,... ’U(~ ) 6, and the functions ak, b9 ¢k d7 all depend on i,

u,u,..., (K)only Thenzlocp,...,znogo,vlogo,.. , U, © @ are i+ m functions
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of the n + (K + 1)m variables @1, ..., Zpn, U1, ., Up, ... ,ugK), e ,u%() which,
from condition 1 in the proposition are independent because the fact the forms
in (24) form a basis of the module of all forms implies in particular that a finite
number of them has full rank at all points as vectors in the cotangent vector space.
Hence, from the finite dimensional inverse function theorem, one may locally

. K K) ~ , ~ . .
replace, in @1, ..., Tp, ULy ., U, - - .,ug ), e ,ugn ), n + m coordinates with the
functions z1 0 @,..., 27 © Y, V1 0 Y, ..., V5 o @. In particular, there exists n + m

functions &; and ¢? defined on a neighborhood of (2,9, v, ..., 5"))—with p(X) =
(2,0,0,0,...,5%))— and such that

(25) IZ‘:gi(ZO(P?UOQD,...,’U(L)O@,y), izla"'an)
u’i:C?(ZO(JD7UOS07"‘7U(L)Ogoay)a izla"'vma

where ) represents some of the n+4 (K +1)m variables z, u, 1, . .., u*) (all minus
n+ (L+1)m of them). da; and du; may be computed by differentiating (25); the
expression involves the partial derivatives of the functions &; and (; and comparing
with the expressions in (24), one may conclude that

6&-_0 o
oy oy

and we may write, instead of (25),

(26)

0,

xi:&(zogo,vogp,...,v(mogo), 1=1,...,n,

(27)
ui:Q()(zogo,vogo,...,v(L)ocp), i=1,...,m.

We then define the functions Qj for 7 > 0 by

(28) ¢ =LzQ
(note that this makes Cij a smooth function of z, v, ...,v**7)) and we define v by
(29) U(z,0,0,0,...) = (x,u,,i,...) with

z; =&z, v, ..., 0P,

u; = C(z,v,..., 00,

= CHz,v,. .. ,U(L+1)),

It is straightforward to check that (23), (28), (29) and the fact that L%u is u®)
imply that poyY =Idand Yoy =1I1d. m

4. Dynamic equivalence. The objective of the previous sections is the fol-
lowing definition. As announced in the introduction, it mimics the notion of equiv-
alence, or equivalence by endogenous dynamic feedback given in [21] for analytic
systems (analyticity plays no role at all in the definition of local equivalence),
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which coincides with the one given in [12, 13| when the transformations are alge-
braic. The present definition is more concise than in [21] and allows some simple
geometric considerations, but the concept of equivalence is the same one. It also
coincides with “dynamic equivalence” as defined in [18, 19], see below. It is proved
in [21] that if two systems are equivalent in this sense then there exists a dynamic
feedback in the sense of (2) which is endogenous and nonsingular and transforms
one system into a “prolongation” of the other.

DEFINITION 1 (Equivalence). Two systems F on M™" and F on M7 are
equivalent at points X € M™"™ and Y € M™™ if and only if there exists a neigh-
borhood U of X in M™™, a neighborhood V of Y in M™>" and a diffeomorphism
¢ from U to V such that ¢(X) =Y and, on U,

They are globally equivalent if there exists a diffeomorphism ¢ from M7T2™ to
M™% such that (30) holds everywhere.

Note that in the definition of local equivalence, the diffeomorphism is only
defined locally. This might be worrying: it is not very practical to know that
something may be constructed in a region which imposes infinitely many con-
straints on infinitely many derivatives of the input u. This actually does not
occur because a neighborhood U of a point X contains an open set of the form
7! (Ur) with U open in M%", so that being in U imposes some constraints
on x,u,u, i, . ..,u) but none on wE+D o (K+2)

Some notions of dynamic equivalence (“dynamic equivalence” and “dynamic
feedback equivalence”) are also given in [18, 19]. To describe them, let us come
back to the framework of section 2, where MZ2™ is a subbundle of J*°(7) and
M7 is a subbundle of J*°(7); the transformations considered in [18, 19] have
to be defined from J*°(w) to J°°(7) whereas our diffeomorphism ¢ is only de-
fined on M™" (and maps it onto M”>™); actually, Lie-Bécklund transformations
are usually defined, like in [18, 19], all over J°(); this is referred to as outer
transformations, or outer symmetries if it maps a system into itself, whereas in-
ner transformations are these, like our ¢, defined only “on the solutions”, i.e. on
MZ™. Since the transformations in [19] are required to be invertible on the solu-
tions only, it is proved there that a transformation like our ¢ may be extended (at
least locally) to J°°(7) and therefore that local equivalence in the sense of defi-
nition 1 is the same as the local version of the one called “dynamic equivalence”
(and not “dynamic feedback equivalence”) in [19].

It is clear that equivalence is an equivalence relation on systems, i.e. on vector
fields of the form (19) because the composition of two diffeomorphisms is a diffeo-
morphism. There is not however a natural group acting on systems since a given
diffeomorphism might transform a system F' into a system G and transform an-
other system F” into a vector field on M@”/ which is not a system. For instance,

for p1,. .., pm nonnegative, the diffeomorphism Y, (,,, .. ,,.) defined in (15) trans-
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forms any system on M7:™ into a system on M7 FTP1E-+Pm whereas the dif-
feomorphism Y,y 4+ 4po.(=p1,...,—pm ) its inverse—transforms most systems on
MIrtPittPmointo a vector field on MT™ which is not a “system” because it
does not have the required structure on the coordinates which are called “inputs”
on M7"™. Two important questions arise: what is exactly the class of diffeomor-
phisms which transform at least one system into another system and what is the
class of vector fields equivalent to a system by such a diffeomorphism. An element
of answer to the latter question is that “non-classical” systems [10, 9], i.e. these
where the right-hand side of (1) depends also on some time-derivatives of u, or
vector fields on which the second constraint in (21) does not hold, are in this class
of vector fields because they are transformed by T, (k... k), where K is the num-
ber of derivatives of the input appearing in the system, into a (classical) system,
this illustrates that generalized state-space representations [10, 9] are “natural”;
however, it is clear that the class of vector fields which may be conjugated to a
“system” is much larger: the only system (classical or not) on M™ is C' and
very few systems on M7" are transformed into C' by T,, (_,,0,... 0) for example.
A partial answer to the former question is given by:

THEOREM 1. The number of inputs m is invariant under equivalence.

Proof. For any function h, L (h o (p_l) = (Lrh)og@~!. The integer m from
proposition 2 is therefore preserved by a diffeomorphism . m

Further remarks on the class of diffeomorphisms which transform at least one
system into another system may be done. One may restrict attention to systems
of the same dimension, i.e. to diffeomorphisms from M7™ to itself because if ¢
goes from M™" to M"Y with N > n and transforms a system into a system,
Ty (N=n,0,...,0) © ¢ is a diffeomorphism of M™N that transforms a system into a
system. In the single-input case (m = 1), as stated in section 6, ¢ must be static,
which is a complete answer to the question because a static diffeomorphism trans-
forms any system into a system. In the case of at least two inputs (m > 1), the
literature ([20, Theorem 4.4.5] or [1, Theorem 3.1], but these have to be adapted
since they are stated in an “outer” context) tells us that either ¢ is static or it
does not preserve the fibers of 7, : MZ"™ — M for any k, i.e., if ¢ is given
by @(x,u, i, i, ...) = (z,v,,,...), there is no k such that (z,v,0,...,v®) is a
function of (z,u, 1, ...,u*)) only. This is related to the statement [7] that, when
dynamic feedback is viewed as adding some integrators plus performing a static
feedback, it is inefficient to add the same number of integrators on each input.

5. Static equivalence

DEFINITION 2 (Static equivalence). Two systems F on M7" and F on M7
are (locally/globally) static equivalent if and only if they are (locally/globally)
feedback equivalent with the diffeomorphism ¢ in (30) being a static diffeomor-
phism.
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From proposition 1, we know that a static diffeomorphism really defines an
invertible static feedback transformation in the usual sense, this is summed up in
the following:

THEOREM 2. Both the number of inputs m and the dimension n of the state
are invariant under static equivalence. Moreover, m_1 o ¢ provides a local diffeo-
morphism in the classical state-space R™ and the u component of mg o @ provides
a nonsingular feedback transformation which together provide an invertible static
feedback transformation in the usual sense.

6. The single-input case. It was proved in [7, 6] that a single-input system
which is “dynamic feedback linearizable” is “static feedback linearizable”. The
meaning of dynamic feedback linearizable was weaker that being equivalent to a
linear system as meant here: “exogenous” feedbacks (see [21]) were allowed in [7]
as well as singular (feedbacks which may change the number of inputs for exam-
ple). The following Theorem 3 may be viewed as a generalization of this result
to non-linearizable systems, but with a more restrictive dynamic equivalence.

It is known that the only transformations on an infinite jet bundle with only
one “dependent variable” which preserves the contact structure (Lie-Béacklund
transformation in [1], C-transformation in [20]) are infinite prolongations of trans-
formations on first jets (Lie transformation according to [20]), see for instance [20,
Theorems 6.3.7 and 4.4.5]. The following result is similar in spirit. We give the full
proof, a little long but elementary: it basically consists in counting the dimensions
carefully, it is complicated by the fact that we do not make any a priori regularity
assumption (for instance, the functions x; and 1; defining the diffeomorphism are
not assumed to depend on a locally constant number of derivatives of ).

THEOREM 3. Let F and F be two systems on ML™ (i.e. two single input
systems with the same number of states). Any (local/global) diffeomorphism ¢
such that F = o« F' is static. Hence they are (locally/globally) equivalent if and
only if they are (locally/globally) static equivalent.

Proof. The second statement is a straightforward consequence of the first
one. Let us consider a diffeomorphism ¢ such that F' = ¢, F and prove that ¢ is
static. Suppose that, in coordinates, ¢ and ¢~! are given by p(x,U) = (2,V) and
0 Yz, V) = (z,U) with:

Z:X_l(ZIJ,Z/{), l‘:@ZJ_l(Z,V),
'U:X(](-:U,Z/[), U:%(Z’V),

(31) ' '
’U(‘j) :XJ(377U)7 U(J) :’(/}](Z,V),
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Since F = v, F, we have

LFX_1($,U) = f(X—l(xvu)axo(x7u))v

(32) _
Lex;(z,U) = xjs1(z,U)  for j > 0.

Let X be an arbitrary point of the domain where ¢ is defined. From the
definition of a diffeomorphism, there is an integer J > —1 and a neighborhood U
of X (Jis §(mpop)(X) if U is small enough) such that x_; and xo depend only on
z,u,t,. .., u’) on U and 2 B X=L and B ?3) are not both identically zero on U (one
might take any open set where ¢ is defined—M™! in the global case—instead

of U, but this might cause J to be infinite).

If J were —1, then x_1 and xo would both depend only on z, but the dimension
of z is n and the dimension of (x_1, x0) is n + 1: there would be a function such
that h(x—1,Xx0) would be zero on U and this would prevent ¢ from being a
diffeomorphism; hence J > 0.

The first equation in (32), and the second one for j = 0, imply:

Ov_ ox—1 . Ox-
gmlf(x’u) gulu ou (J) ut*Y = f(X—l(ﬂf--ﬂ(J))»Xo(CU’ . '“(J)))7
X0 5’X0 IX0  (J+1

By taking the derivative with respect to u(/*1) of the first equation and with
respect to ul?) for j > J 4 2 of the second equation,

8X_1 3)(1

(33) 5u) 0 and 0= MG for j > J +2.
This implies that x_; is a function of z, u, . .., u(/~1 (z if J=0) only, xo is a func-
tion of z,u,...,u’ =D ul’) only (by definition of .J), and x; of x, u,...,ul’=1,
w7 only. It is then easy to deduce by induction from the second relation
in (32) that for all j > 0, x; is a function of z,u,...,u/*7*1) on this neighbor-
hood with

ox; 0
(34) Xi o OX0 s,

Ou(J+3) oul)’ -

From the first relation in (33) and the definition of .J, ( 5y is not identically
zero on U. Hence, there is a point X = (Z,4,4,...) € U such that ‘%ff}) (X) =
%(E, U,..., 7)) # 0. Let K be §(moop~1)(X)—note that it might be smaller

than 0(mg o 90*1)(/\,’)—1 e. 1_q and g locally depend only on z,v,...,v¥) and
O_1 8
oK)

implies, since

and z-ty are not both identically zero on any ne1ghborhood of X. This

% is nonzero at X, that there is a neighborhood U of X such

that, on U, 66 (57 does not vanish, ¥_; and vy depend only on z,v,... ,v) and

Y1 oY
Hv(K)

and ( %y are not both identically zero. We have, on U,
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x=1v_1(x-1(z,u,... ,u(‘]_l)), Xo(z,u,... ,u(‘])), e
35) Cox (@ u, . uIHEY),
35
uw=Yo(x—1(x,u, ..., u” "), xo(z,u,...,u"),. ..
Xk (T, .

K cannot, for the same dimensional reasons as J, be equal to —1, hence K > 0.
Now, suppose that J > 1. Then J + K > 1, and taking the derivative of both
identities in (35) with respect to ul/T%) therefore yields

(36) oY1 Oxxk  OYo Oxx 0
Ov(EK) Gu(J+K) — gyK) gy(J+K)

7u(J+K)))_

identically on U. This is impossible because on the one hand % does not

vanish because of (34) and on the other hand K has been defined so that g;p(?)

and % are not both identically zero on U. Hence J > 1 is impossible.

We have proved that J = 0. Hence x; depends only on z,u. .. ul) (z for
j=—1) forall j > —1 (see above) and % is, for all 7, nonsingular at all points
(consequence of the smooth invertibility of ). This is the definition of a static

diffeomorphism. =

7. Dynamic linearization. A controllable linear system is a system of the
form (19) where the function f is linear, i.e. f(z,u) = Az + Bu with A and B
constant matrices, and (Kalman rank condition) the rank of the columns of B,
AB, A?B is n.

There is a canonical form under static feedback, known as Brunovsky canonical
form [5] for these systems: they may be transformed via a static diffeomorphism
(from ML™ to itself) to a linear system where A and B have the form of some
“chains of integrators” of “length” r1,...,rp; the diffeomorphism Y, (., . _. )
from M™™ to MY (see (15)) which “cuts off” all these integrators then trans-
forms this system into C' (see (20)):

PROPOSITION 4 ([5]). A controllable linear system with m inputs is globally
equivalent to the canonical system C on M0,

We wish to call a system which is equivalent to a controllable linear system
dynamic linearizable. From the above proposition, this may equivalently be stated
as:

DEFINITION 3. A system is (locally/globally) dynamic linearizable if and only
if it is (locally/globally) equivalent to the canonical linear system C' on M%™.

Of course this concept is the same as in [21, “analytic approach”] since the
equivalence is the same. In [12, 13, 21], the notion of linearizing outputs or flat
outputs is used to define flat control systems as these which admit such outputs.
It is proved that flatness coincides with equivalence by endogenous feedback to
a controllable linear system. In [18, 19] a system is called free if the differential
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algebra (C>°(MZ2™), Lr) is free; the linearizing outputs we define below are free
generators of this differential algebra. The following theorem in a sense re-states
the result “flat < linearizable by endogenous feedback”.

THEOREM 4 (linearizing outputs). A system F on MZ™ is locally dynamic
linearizable at a point X if and only if there exist m smooth functions hy, ..., hy,
from a neighborhood of X in MZL™ to R such that (Lhi)1<k<m,0<j S a system
local of coordinates at X. It is globally dynamic linearizable and only if there exist
m smooth functions hq, ..., hy, from MZ™ to R such that (L}hi)1<k<m,0<j iS a
global system of coordinates. These functions are called linearizing outputs.

Proof. If F is dynamic linearizable, there exists a (local/global) diffeomor-

phism ¢ from M™" to M™0 such that C = ¢, F. Define hy by hy, = v/ o with
v,(f ) the canonical coordinates on MY™ . Since v,(f ) = Lévk (the jth Lie derivative
of vy along C) and C = ¢, F, we have

L%hk :L% (v o) = (LZ;*ka> ogp:vg) o,

so that, since ¢ is a diffeomorphism and (v,gj ))1§ k<m,0<j is a system of coordinates

on M0, (v,(f) 0 p)1<k<m,0<j is a system of coordinates on M7,™. Conversely, if
there exist m functions h1, ..., h.,, enjoying this property, then one may define the
diffeomorphism ¢ mapping a point (x,U) of M™™ to the point of M%™ whose
coordinate vlgj) is Li:hg(x,U). It is clear that p, F = C. m

Of course, this is far from being a solution to dynamic feedback lineariza-
tion since one has to determine if linearizing outputs exist, which is not an easy
task; see [3] for bibliography and a discussion of this topic. Let us give a rather
convenient way of tackling this problem by transforming it into its “infinitesi-
mal” version. Recall that a pfaffian system is a family of differential forms of
degree 1 with constant rank; any family of forms generating the same module
(or co-distribution) defines the same pfaffian system. The infinitesimal version of
linearizing outputs is:

DEFINITION 4. A pfaffian system (w1, ...,wy,) is called a linearizing pfaffian
system at a point X' if and only if, for a certain neighborhood U of X, the restric-
tion to U of the forms L.wy, j > 0,1 < k < m form a basis of the C*°(U)-module
AY(U) of all differential forms on U.

We have three comments on this definition. Firstly, this is a property of the
pfaffian system (wi,...,w,,) rather than the m-uple of 1-forms since it is not
changed when changing the collection of forms wq,...,w,, into another collection
which span the same module. Secondly, one may prove than the rank of such a
pfaffian system must be m (see the proof of proposition 2). Finally, one should
not be misled by the terminology: existence of a linearizing pfaffian system does
not imply linearizability:
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THEOREM 5. A system F' on MZL™ is locally dynamic linearizable at point X
if and only if there exists, on a neighborhood of X, a linearizing pfaffian system
(W1, ..., Wm) which is locally completely integrable.

By locally completely integrable, we mean the classical Frobenius condition
dwp Awi A .. Aw,, = 0; note that the condition that (L%wkhgkgm,ogj be a basis
of AY(U) implies that the rank at all point of (wy,...,wy,) is m, and is therefore
constant.

Proof. The condition is obviously necessary from Theorem 4 by taking
wy = dhg. Conversely, one may apply the finite-dimensional Frobenius theo-
rem to (wi,...,w;,) because they depend on a finite number of variables, and,
as noticed above, they have constant rank m: there exists m functions hy ... h,,
(of the same number of variables than these appearing in wj ...w,,) such that
dhy,...,dh,, span the same co-distribution than wi,...,wy,; this implies that
(L%dhy)1<k<m,0<; is also a basis of A'(U). Define the map ¢ : U — M0 as
assigning to a point (z,U) of M™" to the point of M%™ whose coordinate vl(j) is
LYoy (x,U). Tt is clear that for all functions h € C°(MY™), (Loh)op = Ly, (hop),
so that theorem 3 implies that ¢ is a local diffeomorphism. =

This result is more interesting in the light of the fact that a controllable
system admits a linearizing pfaffian system at “almost all” points. This is further
developed in [3], which presents results similar to [2, 24] in the present geometric
framework.
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