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Abstract. This paper is devoted to describing second order conditions in the framework
of extremal problems, that is, conditions obtained by reducing the optimal control problem to
an abstract one in a suitable Banach (or Hilbert) space. The studied problem includes equality
constraints both on the end-points and on the state-control trajectory. The second goal is to
give a complete description of necessary and sufficient second order conditions for weak local
optimality by describing first the associated linear-quadratic problem and then by giving a
conjugate point theory for this linear quadratic problem with constraints.

1. Introduction. In this paper we describe some recent results on second
order necessary and sufficient conditions for weak local minima for an optimal
control problem which is characterized by the presence of two types of equality
constraints. The first one concerns the end-points of the trajectory, and it is a fi-
nite dimensional constraint, while the second one is a time dependent state-control
constraint and it can be regarded as being infinite dimensional. We consider the
following optimal control problem on the compact interval J = [to, t1]:

Minimize ag(&(to),&(t1)) + f@(t,f(t),u(t))dt
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362 G. STEFANI AND P. ZEZZA

over all £ satisfying the following control problem with constraints:

E(t) =F(t,&(t),u(t)), ae. ted,
(2) ai(§(to), £(t1)) =0, i=1,...,p,
a(t,&(t),u(t)) =0, ae.ted,
where the data
F:RxR"xR™—->R", /:RxR"xR"™—R,
a:RxR"xR™—-R", ¢:R"xXR"—=R, i1=0,...,p,

satisfy regularity assumptions to be specified afterwards.

As far as global minima are concerned, the problem is clear. However some-
times the problem does not guarantee that such a global minimum exists, therefore
we are lead to consider local minima. In this case we have to specify which is the
topology we are considering.

In the classical calculus of variations, when the control equation is given by
é = u, the following cases have been considered.

(i) Strong local minimizers (SLM) the trajectories & are considered in
C(J,R™) with the topology induced by ||¢||c = max{||£(¢)|| : t € J}.

(ii) Weak local minimizers (WLM) the trajectories & are considered in
W%e(J,R") with the topology induced by [Ellie0 = €llc + €]l = €llc +
esssup{{(t) : t € J}.

(iii) p-Weak local minimizers (p-WLM) the trajectories { are considered in
W (J,R") with the topology induced by €1, = I€llc + Il = €lo +

(fy, (E@)P diyr/e.
In this case we have (p > 1)
SIM=1-WLM =-.-=p—-—WLM = ... = WLM.

If we look at the case of the calculus of variations as a control problem, the
norm |[|{||1,, is equivalent to a norm on the couple (initial point, control) given
by [|£(to)|| + [Jullp,- In the case of a more complicate control equation the two
norms are not equivalent. On the other hand the control is a crucial ingredient,
therefore the last norm seems more appropriate to define local properties. Notice
that usually, and this is our case, the initial point £(¢g) and the control map u in
a suitable space guarantee the existence and the uniqueness of the solution &.

For general control systems it is possible to consider the following types of
local minimizers.

(i) Strong local minimizers (SLM): the variable is the curve £ in the space
C(J,R™).

(ii) Weak local minimizers (WLM): the variable is (£(t9),u) = (initial point,
control) in the Banach space

R" x L®(J,R™),
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with the topology 7o induced by ||(x,u)]|s = ||2] + ||t/ co-
(iii) p-Weak local minimizers (p-WLM): the variable is ({(to), w) in the Banach
space

R" x LP(J,R™),
with the topology 7, induced by [|(z, )|, = |z + [Jul,-

Notice that some authors consider WLM as local minimizers in the space
WHL(J,R"™) x L*(J,R™) of the couples (¢, u) satisfying (£) with the topology
induced by ||(&,uw)|| = l€]lc + I€]l1 + ||u]lso, but the minimizers are the same as
those we consider.

Remark 1.1. For a general F', the control u € LP may not guarantee the
existence of the solution of the differential equation. For example the solutions of
£(t) = uPtL(t) are not defined for every u € LP.

For a general control equation we still have that a SLM is also a WLM, but
in general it is not a p-WLM, even if we look for local minimizers in L>(J,R™)
with the 7,-topology, as the following example shows.

ExAMPLE 1.1. Let ag : R — R be a smooth map which has a local minimum
at x = 0 with ag(0) = 0 and a minimum at x = 1 with ag(1) = —1. Consider the
optimization problem

Minimize ag(§(1))

over all £ satisfying the following control problem
() =uPt(t),  £0)=0.

¢ =0is a SLM. Let us see that & = 0 is not a local minimizer w.r.t. the topology
induced by the LP-norm. In fact consider the sequence {u,,} defined by

0 ift<n™",

un () = <p + 1)”“““) t1/n

The sequence belongs to L and easy calculations give ||u,||, — 0. On the other
hand
1
_ _ p+1 _qyeer 1

—n

n
Since |luy|l, — 0 and [|ag(&,)]| — —1, @ = 0 is not a local minimizer w.r.t. the
LP-norm.

These differences between the calculus of variations and the optimal control
depend on F and on its properties. If F', for example, is polynomial of degree p
in u, then, under mild regularity assumptions on F', the flow of the system, i.e.
the map

Z:R" x LP(J,R™) — C(J,R™),
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which associates to the couple (z,u) the solution of system (=) such that (o) =
x, denoted by &(+,x,u), is continuous. Therefore we have

SLM and F polynomial in u of degree p = p-WLM.

The relations among all these minimizers in a general control problem need to be
investigated.

Our study of second order necessary and sufficient conditions for WLM is in
the framework of extremal problems and it is pursued by the following scheme.

The first step amounts to show that after the reduction to an abstract opti-
mization problem and under suitable assumptions, second order conditions can
be expressed in Hamiltonian form by the properties of a quadratic form on the set
of critical directions of the problem, which is the so called accessory minimization
problem, [21]. The second step consists in showing that these properties, namely
the nonnegativity or the coerciveness of the form, can be tested by a suitable
Jacobi theory, [20].

The study of second order conditions in the calculus of variations goes back to
the classical work of A. M. Legendre, C. G. Jacobi and K. Weierstrass who first
introduced the accessory minimization problem for the simplest problem in the
calculus of variations. Between the wars their results have been extended to more
general boundary value problems and to the optimal control setting by G. A. Bliss,
M. Hestenes et al. (see e.g. [10]). The presence of state control constraints makes
the problem more difficult and most of the literature addressing these constraints
considers the case of equality and inequality constraints, so that it is difficult to
compare their results with ours. For example some authors impose a constraint
qualification assumption that cannot be satisfied by pure equality constraints (see
e.g. [13]). A different approach is due to the Russian school which obtains powerful
abstract results (for a survey see [11]) whose application to control problems with
mixed equality and inequality constraints is stated in [17] but a precise comparison
with our results is impossible because the proofs have not been published in an
available paper. To obtain stability results for the numerical solution of optimal
control problems, in [5] sufficient conditions for weak local optimality are stated
for a time-independent problem with inequality and equality constraints only on
the control. Moreover they assume that the linearized system is controllable
and that the reference trajectory satisfies the maximum principle. The study of
second order conditions through the accessory minimization problem is a subject
of active research and the quoted papers are just a sample of different approaches
and do not represent an exhaustive bibliography.

The original Jacobi results on conjugate points are about the simplest problem
in the calculus of variations, where both end-points are fixed. Until the crucial
work by M. Hestenes and M. Morse, [9], [16], the improvements have concerned
only the regularity of the data and of the optimal solution, while in their results
an index theory for quadratic forms in Hilbert spaces is developed and the con-
nection between the index and the conjugate (or focal) points is explained. In
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optimal control problems the situation is more complicated than in the calculus
of variations because the quadratic form can be semidefinite (and non-positive)
on an interval, called focal interval in [15] or table in [4]. The quoted results and
our analysis concern the case when the strengthened Legendre-Clebsch condition
holds, while the singular case has been analyzed with details in [1]. In all these
papers the case when both end-points are variable is never considered, except the
special case of periodic boundary conditions, [14]. This problem has been first an-
alyzed in [25], [26] where, under suitable controllability assumptions, the authors
introduce the concept of coupled point and state the corresponding necessary
conditions.

In [27, 20] an abstract Jacobi theory obtained by merging some ideas of
Hestenes and Poincaré is presented and it is applied to LQ-optimal control prob-
lem with constraints. The conjugate points can be characterized by the solutions
of the Jacobi system which satisfy suitable transversality conditions. The abstract
theory points out that the different definitions of conjugate, focal and coupled
points can be seen as corresponding to the same object in different situations.
For this reason we go back to the original name of conjugate point, including in
this definition all the previous mentioned cases.

As far as strong local minima are concerned we want to mention, besides the
classical results of K. Weierstrass, the results in [24] where sufficient conditions for
weak and strong local minima are given for a problem in the calculus of variations
with separate constraints on the end-points but without other restrictions on the
control. The approach refers to the properties of the solutions of the associated
Riccati equation. In [2] sufficient conditions are given for an optimal control prob-
lem with control taking values in a given set U and with fixed end-points, the
approach uses tools from symplectic geometry and extends the notion of field of
extremals.

The main results are in the next section, while a sketch of the proofs is in
Section 3. A complete description of the problem and complete proofs are in [21,
22], previous versions of the results can be found in [18, 19, 20, 27].

2. Main results. Let us first introduce some notations and definitions needed
to describe properly the assumptions and the main results.

X, Y, Z are Banach spaces with norm || - ||. Let ¢ : X — Y be a C? map, we
write D?¢(z) for the ith-Fréchet derivative of the map ¢ evaluated at the point
r € X, by definition D% = ¢ and D¢(z) € L(X,Y), D*¢(z) € L*>(X,Y). For
I'e L2(X,Y) we will write

I'(z)? =I'(z,z).

If X =X; x---x X, with Xj,..., X, normed spaces, we denote by D;¢(x)
the Fréchet derivative of ¢ with respect to the i'"-variable and by D%(Z)(ZL‘) =
D;o D]qb(l’) € [,2(Xi X Xj,Y).
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The next definition will be used to describe the main regularity assumption
(Assumption 2.1) which is a strengthening of the usual Carathéodory-type as-
sumption. This hypothesis is related to the regularity of the dependence of the
solution of the system on the control, see [8, 21].

DEFINITION 2.1 (see [8]). Assume that X, Y are finite dimensional vector
spaces. We will say that the map G : R x X — Y is quasi-CF if it satisfies the
following;:

(i) for each t € R the map x — G(t,z) is C*,
(i) the maps DG are locally essentially bounded and measurable in their
variables, for i =0,..., k.

Moreover we will say that the map G is uniformly quasi-C* if

(iii) the map DA G is continuous in z uniformly with respect to ¢ in any compact
interval J, i.e. for all zo € X, € > 0, there exists 4 > 0 such that

|z — zo|| <6 = |DEG(t,z) — DEG(t,z0)|| <€, ae.tel

It is straightforward to prove that if a function is quasi-C* then it is uniformly
quasi-C*~1.

Since we are interested in local properties, we could assume that the domains
of all the maps are not the whole space but just open sets; we prefer the above
notation to emphasize the space where we are working.

The data are assumed to satisfy the following regularity assumptions:

ASSUMPTION 2.1. The maps F': RxR"xR™ — R" and ¢ : RxR"xXR"™ — R
are quasi-C?, the map a : R x R® x R™ — R" is uniformly quasi-C? and the
maps a; : R* xR®" =R, i=0,...,p, are C?.

In the following we will consider a given (z, %) which satisfies the constraints
and we denote by ¢ the corresponding solution of (£) and by z the value ¢ (t1).
As usual we denote by “"” the evaluation along the reference objects and by “ T ”
the transpose.

An assumption which will play a crucial role, concerns the infinite dimensional
constraint a.

ASSUMPTION 2.2. The constraint o satisfies the following rank condition at
(.%'0, ﬁ)
det (D3&(t)Dsé(t) ") > k > 0,
for some positive k € R.

This assumption allows us to give an explicit (through the data) expression
of the modified Hamiltonian associated to the constrained problem. Let

A(t) = Do F(t), B(t) = DsF(t), Bo(t) = Dsl(t),
C(t) = D2a(t), D(t) = Dsaft).
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For sake of simplicity we will denote by V the derivative with respect to the
coupled variables (z,w) € R™ x R™, so that for example Va(t) = (C(t), D(t)).

The second order conditions will hold on the space of critical directions, i.e. the
space of couples (z,u) which satisfy the following system obtained by linearizing
(£) and the constraints along the reference trajectory:

(1) E(t) = AM)EL(t) + B(t)ult),  Erlto) ==,
(2) CH)Ec(t) + D(t)u(t) =0,
(3) Dai(l‘o,xl)($,fL(t1)) :0, izl,...,p.

We denote the solutions of equation (1) by &£1(-,x,u). Assumption 2.2 assures
the existence of a right inverse of D(t) which can be taken as

D¥(t) = DT (#)(D(H)D (1)~

The next two theorems give first and second order necessary or sufficient
weak local optimality conditions for this kind of constraints, by means of the
Hamiltonian H : J x (R")* x R x R" x R™ — R modified to take into account
the infinite dimensional constraint and defined by

H(t,w,wo, z,w)
= W(F(ta z, w) - B(t)Dﬁ(t)a(tv €T, UJ)) + Wo(f(ﬂ z, ’U)) - BO(t)Dﬁ(t)a(u €, w))
The first result concerns necessary optimality conditions.

THEOREM 2.1. Let Assumptions 2.1, 2.2 hold and assume that (xg, ) is a weak
local minimizer for the optimal control problem, then there exist (Ao, ..., \p) # 0
with Ao > 0 and a solution p of the adjoint equation (4) and of the transversality
conditions (5)

P
(5) (=p(to), p(t1)) = > AiDas(wo, z1),
i=0
such that
() DSF(t) = (p()B(t) + MoBo(t)) (14 — D) D(t)) = 0.
Assume moreover that the above multiplier (Ao, . . ., /\p) is unique up to a positive

constant, then for each (x,u) satisfying the linearized system (1), (2), (3) we have

(7) ZA¢D2CL¢($07$1)((9E,§L@1,$7U)))2

=0

b [ VR (En(sr ), u(s))ds > 0.

to

The above theorem is given under the assumption that the multiplier associ-
ated with the finite dimensional part (end-points cost and constraints) is unique
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up to a positive constant. In the literature there has also been considered the
case when this assumption is dropped [7, 23]|. Their results specialized to our case
give trivial conditions in the following sense. They would say that for each critical
direction (x,u) there is a multiplier (Ao, ..., A,) such that (6) and (7) hold. It is
a consequence of Corollary 4.1 in [21] that this is true independently of the cost
and it depends only on the existence of independent multipliers.

The second result concerns second order sufficient conditions. It does not
require the uniqueness of the multiplier and it is stated under stronger regularity
assumptions on F' and /.

THEOREM 2.2. Let Assumptions 2.1, 2.2 hold. Assume moreover that F is
uniformly quasi-C? and

(i) there exist (Ng,...,\p) # 0 € (RPTH)* with A\g > 0 and a solution p of
the adjoint equation (4) and of the transversality conditions (5) for which the first
order conditions (6) are satisfied,

(ii) there is K > 0 such that for each (x,u) satisfying the linearized system

(1), (2),(3)
Z AiD%a;i(zo, 1) ((z, &L (1, 2, u)))?

1=0

+ fVQﬂ(S)((fL(&x,U)W(S)))QdS > K||(z, w)ll3

to

then (xo, 1) is a weak local minimizer for the optimal control problem.

Remark 2.1. Although Theorems 2.1 and 2.2 are stated without any nor-
mality assumption, the abnormal case, i.e. Ay = 0, has a particular meaning. Let
us first remark that the multiplier is normal and unique if and only if the point
(o, u) is regular for the constraints and if and only if the following input-output
system is controllable at time ¢; (see Lemma 5.3 in [21])

0(t) = (A(t) = B(t) D (H)C(6))n(t) + B(t)(Id — D) D(t))u(t),  n(te) = =,
yi(t) = Da;(xo, z1)(x,n(t,z,u)), i=1,...,p,

with this we mean that the input-output map (z,u) — (y1(t1),...,yp(t1)) is
surjective.

Assume that the multiplier (Ao, ..., Ap) is unique. If the point (zo,%) is not
regular for the constraints, then the multiplier is abnormal and the statements
do not involve the cost ap. Nevertheless, if (7) is not satisfied, then the reference
point may be an extremum only for a cost ag for which there are independent
multipliers satisfying the first order conditions.

The uniqueness of the multiplier does not play any role in the sufficient con-
ditions but if Theorem 2.2 holds for an abnormal multiplier then the reference
point (zg, @) is an isolated admissible point.
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Both the necessary and the sufficient conditions in Theorems 2.1, 2.2 are stated
through a linear quadratic problem which can be described in the following way.
Let

P(t) = DyH(t), Q(t) = DysH(t), R(t) = DssH(1),

P
I'= Z )\Z‘D2CL1‘(CC0, 1’1).
i=0
The above considered quadratic form can be written as

J(x,u)? = %F(:U,&(tl))z

b1 [ (POEL)? +2Q(5)(€x(s). u(s)) + Ris) (u(s))ds.

where (x,u) is a critical direction, i.e. satisfies (1), (2) and a boundary condition
as

(8) N(z,&L(t1)) =0,
with N € £L(R?*",RP). Under our regularity assumptions the quadratic form J is
defined and continuous also on the Hilbert space

R™ % L2([t0,t1], Rm)

endowed with the standard product norm. Our second goal is to give necessary
and sufficient conditions for the quadratic form J to be coercive or nonnegative
on the subspace of the couples (z,u) satisfying equation (1) with the constraints
(2) and (8).

Quadratic forms in Hilbert spaces can be identified with linear operators and
we will use the same notation, so that for example P(t) is a quadratic form, a
linear operator and a matrix. Thanks to Assumption 2.2 we can define

II, =1d—D'D, II,= D'D.
The other main assumption we are going to make is the so called “strengthened
Legendre-Clebsch condition” (see [15, 20]), which can be stated as
ASSUMPTION 2.3. There is k > 0 such that
I RIT; + 15, > k 1d.
It is not difficult to see that if the feed-back control
(9) u=—-DCEL

is used, then the constraint (2) is satisfied independently of the starting point of
the trajectory. We choose this feed-back control as the reference one and we define
the conjugate points by means of a family of problems which are parametrized
by the time ¢ € [tg,t1]. These problems are obtained by taking the admissible
couples in the subspace H. corresponding to the controls which are equal to the
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reference one on [c,¢1]. On this time interval the corresponding solution of the
control system (1) can be expressed through the solution @(t,c) of the matrix
equation

(t) = A@t)d(t), P(c) = Id,
where
(10) A= A—-BDC.

The problems of this family can be considered as problems on [tg, ] with cost
Je = Jig, and where the end-points cost and constraints are given by

(11) Nc(xay) :N(ac,@(tl,c)y),
(12) T(z,y)* = T'(z,d(t1,c)y)* + ( f @T(S,C)P(s)@(s,c)ds> (y)?,

where
(13) P=P-20T(D"TQ+CT(DH)TRDC.

In particular, when ¢ = tg, we consider the restriction of the quadratic form J to
the subspace corresponding to the control which is feed-back on the whole [tg, 1],
this subspace can be identified with the subspace of R™ given by

Hy, ={z € R": Nyy(z,x) = 0}.
Notice that H;, may be nontrivial if no end-point is fixed. The restriction of J to

H;, can be written as the finite dimensional quadratic form

1
Jiy 1 x> 51}0 (z, )%

Since our goal is to state necessary and sufficient conditions in terms of “conjugate
points” we will need the Jacobi system associated to this problem. The presence
of the functional constraint in (2) modifies the usual system.

From Assumption 2.3 we can deduce that II; RI1I, + II> has an inverse. Set

(14) S = (ILRII, + IT,)"'II;, Q=Q— RD*C
and define the Hamiltonian £ : R x (R")* x R™ — R by

Kt w,x) = %(—(QT(t)S(t)Q(t) = P()(x)* = SH)(B" ()w')?)

+w(A(t) — B(t)S(t)Q(t))x.

Notice that the presence of extra-terms in the Hamiltonian depends on the point-
wise constraints on the state, in fact they disappear if C' = 0.

By means of the solutions of the Hamiltonian system associated to K we can
characterize the extremals for our problem.

DEFINITION 2.2. An absolutely continuous function
(¢ p) + [to, 1] — R™ x (R")”
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is called an extremal if it is a solution of the Jacobi system

C(t) = DK, (1), C(1))  u(t) = =DsK(t, (), C(£))-

An extremal is said to be c-transversal if it is admissible, i.e.,

Ne(¢(to), () =0,

and it satisfies the following transversality conditions:
(—hlto), 1(e)) = (Tu(C(to), C(c)), ) + oN,,  for some o € (RF)".

A c-transversal extremal will be called nontrivial if its state component ( is not
identically zero on [tg, c].

Notice that the above definition holds also for ¢ = tg, and in this case it means
simply that there exists a critical point x of J;, restricted to Hy,.

In order to distinguish between the points ¢ where J. becomes semi-definite
and those where J. becomes indefinite we need to consider c-transversal extremals
with (-subarcs corresponding to the reference control.

DEFINITION 2.3. A c-transversal extremal ((,u) is said to be degenerate on
the interval [a, 3] containing c if

QW) + B (Wu' (1) =0, tela,p].
or, equivalently, for ¢ € [«, (]

C(t) = A@)C(E),  palt) = —u(D)A(t) = T (£ P(?).
We can now introduce the definition of conjugate and semi-conjugate point.

The two definitions coincide in the calculus of variations when the right end-point
is fixed because in this case all the degenerate c-transversal extremals are trivial.

DEFINITION 2.4. A point ¢ € [tg,t1] is called semi-conjugate to zero if there
exists a nontrivial c-transversal extremal ((, u).

A point ¢ € [to,t1) is called conjugate to zero if there exists a non trivial
c-transversal extremal (¢, u) which cannot be continued as a degenerate extremal
on [c,c1], 1 > c.

We are now able to state the results corresponding to the classical Jacobi
necessary and sufficient conditions. Under Assumptions 2.2 and 2.3 the following
hold

THEOREM 2.3. The quadratic form J is nonnegative if and only if J;, is non-
negative on Hy, and there is no point ¢ € [to,t1) conjugate to zero.

THEOREM 2.4. The quadratic form J is coercive if and only if Jy, ts positive
on Hy, and there is no point c € (to,t1] semi-conjugate to zero.

The above results include all the quoted results concerning conjugate, focal
and coupled points. Theorems 2.1, 2.2 with Theorems 2.3, 2.4 give a complete
characterization of WLM in terms of accessory minimization problem and of con-
jugate points.
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3. Abstract results. In this section we will briefly sketch the approach
used in proving the theorems stated in Section 2. In order to prove Theorems 2.1
and 2.2 in the spirit of obtaining extremality conditions for an abstract problem
we proceed in the following way.

Step 1. Reduce the problem to an abstract optimization problem on £ =
R" x L*° as follows. Let us first remark that by adding an extra coordinate with
equation #° = ¢(t,x,u) and with initial condition 2°(¢y) = 0 and by adding to
the objective function the extra cost #°(¢1), the problem can be transformed into
the Mayer form. Then, without loss of generality, we can assume that £ = 0. The
reduction can be obtained by defining for i =0,...,p, ¢; : E — R by

¢i($’u):ai(x’£(tla$vu))? i:Oa"'apa
and ¢ : E — F = L*(J,R") by

U@, u)(t) = at,&(t, 2, u),u(t)).
The transformed problem is the following

Minimize ¢q(e) subject to the constraint x(e) =0,

where x = (¢1,...,¢,) + 1. The study of the problem will be pursued through
an analysis of the range of the map

X=do+x:E—Z=RPI@F

The first component of x is the cost and it has a special role, for this reason
we indicate with zg the unit vector of the cost axis, i.e. the vector in Z which
has the first component equal to one and all the others equal to zero. A point
e = (z,u) € E satisfies the constraints if and only if it has image on the straight
line through the origin, parallel to zg, these points will be called admissible. The
point e is said to be regular for the constraints y if and only if Dx(e) is onto. An
element A € Z*, called multiplier, is said to be normal if and only if Azg # 0,
that is, its cost component is not zero.

An admissible reference couple é = (zg, @) is a weak local minimizer for the
original problem if and only if there exists a neighborhood © of é in E such that

(15) $(O) N {x(é) — azo : a > 0} = 0.

The properties of the range of y will be described by the first and second deriva-
tives of x at the reference point é € E. In particular in the normal case the second
order conditions depend only on the so called Hessian of ¥ while in the abnormal
one they depend only on the Hessian of x (see Remark 3.1). Recall that the Hes-
sian is the the restriction of the second derivative to the kernel of the first one
modulo the range of the first derivative. Set

Y =Dx(e), X'=D*xe),

the same notation will be used also for other maps.
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Step 2. Prove that under Assumptions 2.1, 2.2 we obtain that the map
satisfies

(i) x is a C? map,

(ii) ¢’ is onto and it has a continuous right inverse 1# : F — E.
The regularity of ¥ is obtained by proving that the flow of the system has a C?-
dependence on the initial state and control in the appropriate function spaces.
A crucial role is played by the assumption on the constraints. Assumption 2.2 is
equivalent to assuming that the reference point is a reqular point for the infinite
dimensional constraint v, i.e. D1(é) is onto, [19]. It allows us to reduce the con-
straint in the abstract problem to a finite dimensional one and it assures that the
multiplier associated with the state-control constraint belongs to L (see Lemma
4.1 in [21]). In fact let us consider a complement Zy of Im (¢}, ... 7¢;0)|Kerw' in
RP*1, if the properties (i) and (ii) hold, then Im Y’ is closed, E = Im X' ® Z5 and
there is X* : Z — E such that

~4 o ~
Xz, =0, X
Moreover E = Ker ¥’ & Im x*.

Step 3. Prove the following lemma (an abstract version of Theorem 2.1)
for maps which satisfy (i) and (ii).

LEMMA 3.1. Assume that

1) there exists a neighborhood © of é such that (15) holds,
2) codim Im X' =1,
then there exists a nonzero multiplier A € Z* such that
(i) AX' =0,
(i) Azo > 0,
(iii) Ax"(e)? is nonnegative on Ker x'.

To derive the sufficient conditions it is crucial to consider different norms on
L°°, because a coerciveness condition on the second derivative is needed but it
cannot be imposed on L* endowed with its norm because it is not isomorphic to
a Hilbert space. To state sufficient conditions for (15) to hold, we are now going
to consider the Banach space E endowed also with another, possibly different,
norm || - |2 and we denote by 7 the topology under which F is a Banach space
and by 7o the other. Let us underline that it is necessary that the completion of
FE under 75 is a Hilbert space otherwise no continuous positive quadratic form on
(E, T2) could be coercive.

The next lemma provides an abstract framework to prove sufficient conditions
for weak local optimality for our optimization problem. Notice that a different
kind of regularity involving both 7 and 7 topologies is needed. For this reason the
regularity Assumption 2.1 need to be strengthened to prove sufficient conditions,
and it cannot be weakened as it is shown by Example 3.2 in [21].
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LEMMA 3.2. Assume that
1) X*Dx: (E,7) — L((E,72),(E, 7)) is continuous.
Assume moreover that there exists a multiplier A € Z* such that

2) AD?*x: (E,7) — L2((E, 72),R) is continuous,

3) AY' =0,

4) AZO Z O,

5) AX" is coercive on Ker x' with respect to the norm || - ||2.

Then there exists a neighborhood © of é in (E,T) such that
X(©@)N{x(é) —azo : a >0} = 0.

Remark 3.1. It is important to stress the difference between the normal
case (Azg # 0) and the abnormal one (Azg = 0). In the normal case Kery =
Kerx' and the second order optimality conditions concern the quadratic form
Aﬁ/}'{ er 5 Which depends on the Hessian of X. In the abnormal case 4 € (R &
F)* and the quadratic form is Ax" |k, which depends only on the Hessian
of the constraints x. In this last case the optimality conditions give essentially
informations on the constraints. In fact as far as the necessary conditions are
concerned the information we have is that if codim Im x’ = 1 and Ax"” |Ker' 18
indefinite, then € may be an extremum only for a cost satisfying codim Im x' = 2.
If the sufficient conditions hold true for an abnormal multiplier, then they hold
true for any cost so that the point € is isolated among the admissible points.

Step 4. We prove the equivalence between the existence of a multiplier
A satisfying 3) and 4) of Lemma 3.2 and the existence of an adjoint covector
satisfying (4), (5) and (6). Finally we prove that Ax” coincides with the left hand
part of (7).

In order to state the necessary and sufficient conditions for the quadratic form
J to be nonnegative or coercive in terms of the Jacobi system and of conjugate
points we use the results in [27]. The abstract theory analyzes the coerciveness
of an elliptic form (for the definition see [15]) on a Hilbert space H by means of
a family of subspaces depending on a parameter c. The family must satisfy the
following “continuity” properties.

DEFINITION 3.1. We will say that a family H,., ¢ € [¢g, ¢1], of closed subspaces
of H defines a Jacobi condition if it has the following properties:

(i) for ¢ <c<d<e¢1, H-C Hy,and H., = H,

(i) for d € (co, 1], Cl(ch§c<d H.) = Hg,
(iii) for d € [co, c1)s Ny<rce, He = Ha.

Let ¢ be a weakly continuous positive quadratic form on H, the study of the
form J is pursued through the “value function” V : [cg, ¢1] — (—00, +00] defined
as

V(e) = min J) g, (e)

ecs?



MINIMA IN CONTROL PROBLEMS 375

where

R={ecH:qle)>=1}and V(c) = +o0 if 2NH,=0.
The main result in [27] is a kind of “continuation principle” which states that if
the value function V at level ¢ = ¢g is positive and it does not become zero along
the family then at the final level ¢;, which corresponds to the whole space, it is

still positive and this implies that the form is coercive. This goal can be reached
by the following

THEOREM 3.1 (see [27]). Assume that J is elliptic on H. Then the function
V' is nonincreasing and it is continuous as an extended function

Vi e, c1] = RU{+o0}.

It is now a matter of elementary arguments to establish the “continuation
principle” we need. The properties of V' yield that J is coercive on H if and only
if J is positive on H,, and there is no point ¢ € (co, ¢1] at which V' becomes zero.
Moreover J is nonnegative on H if and only if J is nonnegative on H., and there
is no point ¢ € [cg, ¢1) at which V' changes sign.

In our specific case these abstract results can be applied in the following way.

Step 1. We perform the feed-back change of control
u— U+ DﬁCf L,

which changes the reference feed-back control (9) into the zero one. In this way
we change our original LQ-control problem into a simpler one. Namely, thanks to
Assumption 2.2, our quadratic form is equivalent to another one with a functional
constraint which does not depend on the state (i.e. C' = 0). The new problem
is obtained by substituting the matrices A, P,Q of the original problem with
A, P,Q defined in (10), (13) and (14) and by substituting the infinite dimensional
constraint (2) with

Du = 0.

Step 2. After the feed-back is applied the family of subspaces H.’s is now
obtained by taking as parameter c the time and by setting the control zero after c.
By means of Assumption 2.2 we prove that H, satisfies the continuity properties,
[20]. Moreover we prove that J is elliptic if and only if the strengthened Legendre-
Clebsh condition holds.

Step 3. The zeros of V are proved to correspond to non-trivial minima of
J restricted to H.. The corresponding minimizers can be characterized by the
solutions of the Jacobi system and by the transversality conditions induced by (11)
and (12). These boundary conditions include an extra term which does not appear
when the right end-point is fixed. The Jacobi system can be obtained by using,
for example, Theorem 2.1 and the Legendre-Clebsch condition (Assumption 2.3)
which allows us to express the control in terms of the trajectory and of the adjoint
covector. The points in which V' changes sign are characterized by a result in [9]
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where it is stated that if the index changes at ¢, then there is an extremal in H.
which is not extremal after c.

4. Final comments. In order to determine the accessory minimization pro-
blem, we reduce the optimal control problem to a minimization problem in a Ba-
nach space and then we find the extremals of the corresponding C? map which are
characterized by abstract theorems on second derivatives. To follow this approach
we need some regularity results on the flow of the control system and appropriate
estimates on the remainder term. This approach allows us to obtain in an explicit
form the multiplier relative to the infinite dimensional constraint. Moreover we
can better understand the role of controllability and normality. In fact, most
of the previous works assume controllability, while in order to obtain meaningful
results normality (i.e. A\g # 0) is sufficient. Normality is implied by controllability
but it is not equivalent to it. In any case, it is interesting to underline that in the
abnormal case we obtain information on the constraints (see Remark 2.1).

We need a surjectivity assumption on the state-control constraint (Assump-
tion 2.2). If Assumption 2.2 is not satisfied, from the proof of Lemma 3.1 in [19]
it follows that the codimension of the closure of the range of }’ is infinite so that
by using the Hahn-Banach Theorem we can prove that the space of multipliers is
infinite dimensional and they belong to the dual of L°.

The described results are a partial answer to the problems one can study in
this subject. Further arguments of investigations are, for example, whether or
not the same results hold true for p-WLM if we assume that all the data are
polynomial in u of degree p. A more interesting and difficult question concerns
sufficient conditions for SLM. For this aim a generalization of the concept of field
of extremals to this setting is needed.

Here we obtain that the infinite dimensional multiplier A belongs to L°°.
It would be interesting to prove that a Maximum Principle holds for the same
multiplier. In [12] a Maximum Principle is derived but such a regularity of the
multiplier is obtained by assuming a continuous t-dependence of the data.

The description of the properties of coerciveness and nonnegativity of the
constrained quadratic form by means of (semi) conjugate points is complete. Let
us remark that for the study of the signature of the quadratic form we do not
need any kind of controllability with respect to the boundary conditions on the
end-points, differently from all the other works on the subject. In fact, due to the
linearity of the control system and of the constraints, the problem can be always
considered normal.
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