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Abstract. The purpose of this article is to introduce a method for computing the homology

groups of cellular complexes composed of cubes. We will pay attention to issues of storage and

efficiency in performing computations on large complexes which will be required in applications

to the computation of the Conley index. The algorithm used in the homology computations is

based on a local reduction procedure, and we give a subquadratic estimate of its computational

complexity. This estimate is rigorous in two dimensions, and we conjecture its validity in higher

dimensions.

1. Introduction. The computability of homology groups is well-known and is found

in most standard textbooks, e.g. [18], and the classical algorithm is based on performing

row and column operations on the boundary matrices as a whole and reducing them to

the Smith Normal Form (SNF), which is known to exist for any integer matrix, [20]. The

homology groups can then be immediately determined from this canonical form. However,
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explicit examples can be given for which this algorithm has a worst-case computational

complexity which grows exponentially in both space (i.e., storage) and time with the size

of the matrix, [11].

Many algorithms have been devised to improve this complexity bound, and we will

mention them briefly, but the reader should consult the references for details. Kannan

and Bachem [17] provide the first polynomial time algorithm for the computation of the

SNF, and Chou and Collins improve it in [1]. Further improvement is given by Iliopoulos

[14], and Storjohann [21] proposes a near optimal algorithm for computing the SNF. The

algorithm’s complexity for computing the SNF of square matrices equals that of the best

known algorithm for computing the determinant. However, the number of operations

required by all of these algorithms is superquadratic in the size of the input matrix,

which corresponds to the size of the complex in homology computations. These complexity

estimates count operations in a variety of ways, from the number of arithmetic operations

to the number of bit operations, and we discuss this issue further in Section 5.

If it is known that there is no torsion, or one is only interested in the Betti numbers,

then there are other methods which avoid the computation of the SNF for the boundary

matrices. Delfinado and Edelsbrunner [3, 4] provide an algorithm which computes the

Betti numbers of a simplicial complex in R
3 in time O(nα(n)), where n is the number

of simplices and α(n) is the extremely slowly growing inverse of the Ackermann func-

tion. Their method requires that the complex be given in a sequential form known as

a filtration. Friedman [12] exhibits an algorithm for computing the Betti numbers of a

simplicial complex with using the combinatorial Laplacian and Hodge theory. Again, the

reader should consult the references for details.

We note that in the standard development, a simplicial complex is usually assumed.

This is certainly the case in [4], [12] and [18] and is usually the case for applications

involving geometric modeling or computational geometry, cf. [8], [9], and [19]. We have

taken a different approach by using cubical complexes instead. Since the reduction al-

gorithm we develop depends only on chain complexes, cf. [16], we can guarantee that

the computations yield the correct homology groups and gain some advantages by us-

ing cubes instead of simplices. We address some of these advantages here, but we refer

the reader to [15] for a more extensive discussion on homology computations based on

cubical complexes. Also, except for Delfinado and Edelsbrunner [3, 4], all of the works

mentioned above require that the entire simplicial complex (or the entire boundary ma-

trices) be stored in memory and manipulated. Such a requirement is not necessary for

our algorithm, which we make clear in Section 2.3. Kaczynski, Mrozek, and Ślusarek [16]

analyze the computation of homology via local reduction in the context of general chain

complexes. Their Theorem 2 implies that the simplification (reduction) operations in our

procedure preserve homology.

Finally, we introduce some standard notation which we will use. Let (C, ∂) be a finitely

generated free chain complex with coefficients in Z. If {Ck}k∈Z is the gradation of C and

{∂k : Ck → Ck−1}k∈Z is the gradation of ∂, then for simplicity we will write ∂c for ∂kc

if c ∈ Ck for a given k. Of course, ∂c is a linear combination of p − 1 dimensional cells

contained in the (geometric) boundary of a p dimensional cell c. In a similar manner we
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can define the coboundary operator δ on the cochain complex. If we fix a basis Uk of

Ck for each k, then we will define the bilinear form 〈·, ·〉 : Ck × Ck → Z on generators

u, u′ ∈ Uk by

〈u, u′〉 =

{

1 if u = u′

0 otherwise.

For cells c and b ∈ ∂c, the incidence number of b in ∂c is 〈∂c, b〉.

In Section 1.1 we describe the cubical complexes on which our algorithm is based,

and in Section 2 we present outlines of the procedures used. Section 3 contains running

times for computations performed by a similar, preliminary scheme which we have coded,

but it differs slightly from the algorithm in Section 2 for which the coding has not been

completed. In Section 4 we state a subquadratic complexity bound in the two-dimensional

case. We conjecture that the computational complexity is subquadratic even in the higher-

dimensional case, but we do not yet have a complete proof. The two-dimensional case has

been proved, but for brevity the proof will be omitted and presented for the general case

in a future work. Finally, in Section 5 we also briefly describe an outline for computing

the Conley index of neighborhoods generated by a program developed by Dellnitz et al.

[6] called GAIO.

1.1. Cubical approximations. Any compact subset S ⊂ R
d can be approximated us-

ing a type of regular cubical cell complex which can be stored in a binary tree. This

approximation can be made as accurately as desired using a collection of d-cubes by

executing the procedure Subdivide which we describe heuristically below. First define

a rectangular box B in R
d as B := {(x0, x1, . . . , xd−1) ∈ R

d : ai ≤ xi ≤ bi for each i}.

We will refer to the rectangular boxes approximating S as either boxes , cubes , or d-cells .

The collection will be referred to as a cubical complex and will be encoded in a binary

tree whose levels will be numbered from 0 (at the root) to M . Level M is said to be at

the bottom of the tree and is referred to as the depth of the tree.

• Subdivide:

Input: compact subset S ⊂ R
d and the final depth M of the tree.

Output: binary tree T with M levels encoding a collection of d-cells which approximates

S.

1 Select a rectangular box B0 such that S ⊂ B0.

2 Create a node representing B0. This will be the root node in the output tree.

3 for i = 0 to i = M − 1

4 m := i mod d.

5 Denote all boxes present in the tree at level i by Bi,j (j counts these boxes).

6 for each box present in the tree at level i

7 Divide Bi,j in half in the xm coordinate direction to obtain B1 and B2.

8 if S ∩B1 6= ∅

9 then create the left child of the node representing Bi,j .

10 if S ∩B2 6= ∅

11 then create the right child of the node representing Bi,j .
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Remark. In order to simplify the subsequent analysis and computation, we will always

choose M such that M mod d = 0. It is clear that M determines the size of the boxes and

therefore also determines the accuracy of the final approximation for S. Each node in the

tree corresponds to a box in a particular location in B0, and hence we have a convenient

method for storing and finding geometric information about the complex.

In line 7 we have B1 ∪B2 = Bi,j , and B1 will be the half of Bi,j which contains those

points whose xm coordinates are smaller than the xm coordinates of the points in B2.

In lines 8-11 the new node represents B1 or B2 respectively. These final lines also imply

that it is possible for a node in the tree to have 0, 1, or 2 child nodes when Subdivide

exits. A tree is said to be dense if the only nodes which have exactly one child are at

level M − 1. A node which has two children will be referred to as a branch point and a

node which has no children will be called a leaf . Every leaf of any tree created by the

algorithm will be at level M . That is, Subdivide will not produce a tree like that in

Figure 1.1.

Not Allowed

Fig. 1.1. Subdivide will not produce such a tree

We now give several examples to illustrate the algorithm and its output.

Example 1.1. Let S be the unit square in R
2 and set B0 = S and M = 2. The

cubical complex produced by Subdivide is represented in a tree as shown in Figure 1.2.

In fact, for this B0 and for any value of M , Subdivide will create a full binary tree with

M levels.

Fig. 1.2. Square with M = 2 for Example 1.1

Example 1.2. Let B0 be the unit cube in R
3 and let S be the subset pictured in the

left part of Figure 1.3. For M = 3, the tree produced by Subdivide which encodes this

complex is also shown in the figure.
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Fig. 1.3. Subset of Unit Cube in R
3 for Example 1.2

Example 1.3. Consider the subset of R2 given by

S1 := {(x1, x2) : x
2
1 + x2

2 = 1}.

We set

B0 := {(x1, x2) : −5/4 ≤ x1 ≤ 5/4,−5/4 ≤ x2 ≤ 5/4}

which contains S1 and perform the algorithm Subdivide withM = 4. Figure 1.4 indicates

the final set of cells (shown shaded in the figure) which are retained and encoded in the

binary tree shown.

Fig. 1.4. Unit circle cubical approximation with tree for Example 1.3

Remark. The method described in this section has been extensively investigated by

Dellnitz et al. in [5], [6], [7] and [13]. It has been implemented in a computational program

called GAIO (Global Analysis of Invariant Objects), which is a tool for numerically

exploring dynamical systems by finding cubical approximations to unstable manifolds and

finding invariant measures on these complexes. See Section 5.2 for more information about

how we use GAIO to produce cubical complexes which serve as isolating neighborhoods.

2. Homology algorithm. In this section we present an algorithm for computing

the relative homology groups of cubical complexes of the type described in the previous

section. For clarity of exposition we present the homology algorithm only, and the method

for computing relative homology is a straightforward modification.

2.1. Data structures and storage. The algorithm described in this section operates

on two fundamental data types: cells and blocks. A cell is described by its dimension,

boundary list, coboundary list, and simplification status which will be denoted by its

simplify-flag. The boundary list of a p-cell, c, is the list of the (p−1)-cells in ∂c. Similarly

the coboundary list of a p-cell, c, is the list of (p + 1)-cells b ∈ δc together with their

incidence numbers 〈∂b, c〉. These incidence numbers are used to sort the coboundary lists

as follows. All cells with invertible incidence number (i.e., ±1 for computations over Z)
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are placed at the head of the list, and these cells are then stored in a priority queue whose

key is the length of the boundary list of the cell.

A block represents a node in the binary tree and is composed of lists of cells of each

dimension 0, . . . , d. These lists are also sorted so that cells possessing coboundaries with

invertible incidence numbers are at the head of the list and, additionally, are stored in

a priority queue whose key is the length of the coboundary list of the cell. A block also

contains information about the cells on its boundary, and we will use standard data struc-

tures for which list manipulation is optimized, i.e. data structures which search, insert

and delete elements in lists (or priority queues) in time proportional to the logarithm of

the length of the list (cf. [2]). Therefore, the global storage for the algorithm consists of

a binary tree whose elements are blocks containing various lists of cells.

2.2. Procedures. All while–loops used below will step through a list, and the increment

to the next element in the list will be omitted. Unless otherwise specified, we assume that

we are performing all calculations in Z.

• Create-Cube:

Input: position at the bottom level of the binary tree

Output: block containing a cubical d-cell and all its lower dimensional faces

1 Create vertices from position in binary tree

2 Create faces of dimension 1, . . . , d− 1

• Concatenate-Blocks:

Input: 2d subblocks at level l − 1

Output: one unsimplified block at level l

1 Compare block boundaries and identify common cells

2 Combine coboundary lists of common cells

Remark. The computational complexity of this procedure is determined by the num-

ber of operations to search and combine block boundary data and boundary and cobound-

ary lists. We have omitted a detailed explanation of these data structures and assume

standard algorithms are used; see Section 4.

• Simplify-Block:

Input: block whose level in binary tree is a multiple of d

Output: block containing only cells which do not have incidence numbers ±1 or which

are on the block boundary; all cells are connected to the block boundary

1 Mark simplify-flag to be true for all vertices not on the block boundary

2 Mark simplify-flag to be true for all cells containing at least one marked vertex

3 for p = 0 to p = d− 1

4 while block cell list of dimension p is non-empty do

5 b = next cell with simplify-flag = true

6 if c ∈ δb with 〈b, ∂c〉 = ±1 then

7 Define X := δb− {c}

8 Define Y := ∂c− {b}
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9 for each x ∈ X replace b in ∂x by Y

10 for each y ∈ Y add X to δy with

11 〈∂x, y〉 = 〈∂x, y〉 − 〈b, ∂x〉〈b, ∂c〉〈y, ∂c〉 for all x ∈ X

12 Delete b and c

13 while block cell list of dimension 0 is non-empty do

14 if v is interior to block

15 then delete v and star(v) from block cell lists

Remark. The cells removed at the end of Simplify-Block represent a completely

simplified connected component of the final complex. They are removed from the block,

because they do not need to be considered in any further simplification steps.

• Simplify-Branch:

Input: node at current position in the tree

Output: block at the input node containing all cells from branches below the input node

which remain after recursive simplification

1 if node at bottom level or already simplified then return

2 Simplify-Branch to the left

3 Simplify-Branch to the right

4 if both branch nodes are non-empty

5 then if current node level is a multiple of d

6 then Concatenate-Blocks

7 else Store subblocks from both branch nodes

8 if current node level is a multiple of d

9 then Simplify-Block at this node

Remark. This procedure is most easily described and implemented recursively. How-

ever, in that case the number of operations depends on the number of levels in the tree

as well as the number of cubes. This procedure can be implemented in a iterative way in

which the extra cost above that of Concatenate-Blocks and Simplify-Block does

not depend on the number of levels; see Section 4.

• Main:

Input: list of all bottom level positions in the tree describing the complex

Output: simplified complex containing no cells with incidence number = ±1

1 Create-Cube at left-most position in bottom level of the tree

2 while new positions at bottom level do

3 Compute lowest common ancestor node of current position and previous one

4 Simplify-Branch to the left at common node

5 Create-Cube at current node

6 Simplify-Block at root node with all cells marked as simplifiable

2.3. Geometric interpretation. We now elaborate on the procedures described in Sec-

tion 2.2 above, but the focus will be on Simplify-Block and Concatenate-Blocks

since these procedures require the most operations. We will also illustrate Main and
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Simplify-Branch, and all of the examples will be in two dimensions for clarity of ex-

position.

We need to define some of the terms used in Simplify-Block. Since a block represents

a node in the binary tree, it also describes a particular region in R
2 and the geometric

boundary of this region is a well-defined and easily determined set. Initially, every cell is

realizable geometrically as a cube of some dimension and all the cells which are completely

contained in this geometric boundary make up the block boundary. Any cell b which is

not completely contained in this set will be called interior since it is in the geometric

interior of the region represented by the node.

Any changes to the boundary or coboundary of such an interior cell will affect only

other cells in the block. Thus, it is a candidate for removal by Simplify-Block and

will have its simplify-flag set to true. Such cells will also be referred to as simplifiable.

Cells on the block boundary cannot be simplified because not all of their coboundary

information is stored in one block. The condition in line 6 of Simplify-Block checks

for elements c of the coboundary of a simplifiable cell, b, for which the incidence number

of b in ∂c is invertible in Z. If there exists such a coboundary element then Theorem 2

in [16] states that the homology of the new complex after removal of c and b is the same

as the homology of the original complex, provided the incidence numbers are updated as

given in line 11. Thus, each pass through lines 4-12 of Simplify-Block preserves the

homology.

We now give several examples for Simplify-Block, beginning with two cells at the

first simplification level. Suppose the input for the procedure is as shown in position 1

in Figure 2.1. The procedure first removes the central vertex from the data structures

since it is the only simplifiable cell of dimension 0. The edge labeled c in position 1 is the

coboundary element of the vertex which is also removed from the data structures in the

sequence illustrated. Note that any of the other three edges in the vertex’s coboundary

could have been chosen. Position 2 shows the new complex with all affected cells updated.

Now we no longer have a cubical complex, but rather a CW-complex (see [18]).

At this point, there are no other simplifiable vertices, but there are three possible

simplifiable edges to be removed: the central vertical one, the diagonal of the triangle

in the upper right of position 2, and the diagonal one in the upper left of position 2.

The removal of two of these is shown in positions 3 and 4 in the figure, although the

edges could have been removed in the opposite order. Position 4 is the final complex left

when Simplify-Block exits. Note that none of the edges on the block boundary were

changed, and there is only one interior edge, but it has no coboundary so it cannot be

simplified further.

As a second example, consider Figure 2.2 which illustrates the simplification of a

collection of three squares as shown in position 1. As before, the central vertex is removed,

together with one of its coboundary edges. Next, the edge labeled c is removed together

with the triangular 2-cell in the upper left corner of the diagram in position 2 resulting

in position 3. The other two edges are then removed and all coboundaries are updated to

yield the complex in position 5. The order in which the edges are removed is arbitrary,

although in Section 4.1 we address this issue in terms of the complexity analysis.
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1 2 3 4

c

Fig. 2.1. Simplify-Block Example 1

1 2 3 4 5

c

Fig. 2.2. Simplify-Block Example 2

In order to provide a third example for Simplify-Block, we will digress briefly and

examine the output from Concatenate-Blocks. Figure 2.3 shows four (simplified)

subblocks in part (a) being concatenated to yield the unsimplified block shown in part

(b). We will use the complex in part (b) as the input to Simplify-Block.

Fig. 2.3. Concatenate-Blocks example

1 2 3

Fig. 2.4. Simplify-Block Example 3

Eliminating some of the intermediate steps, we can obtain the sequence of simplifica-

tions shown in Figure 2.4. Position 1 is the initial complex and we see that there are now

five vertices which are interior. After iteratively simplifying all of these, it is possible to

obtain the complex shown in position 2 of Figure 2.4. Of course, since both the ordering



124 W. D. KALIES ET AL.

of vertices in the simplification and the choice of coboundary elements to remove in each

case can change, it is possible to obtain a homotopically equivalent (see below) complex

which looks different from the one shown in the figure. After removing the interior edge

and the 2-cell in its coboundary, we obtain the complex shown in position 3. There are

two interior edges left, but they cannot be simplified further since they each have an

empty coboundary.

Main and Simplify-Branch are illustrated on the tree from Example 1.3 with M =

4 levels shown in Figure 1.4(b). Figure 2.5 shows the sequence of trees created by Main,

where the numbers indicate the sequence in which the tree is created and then simplified.

In particular, the dashed lines indicate which portions of the tree have not yet been

created. In position 1, for example,Main creates the far left subtree and then Simplify-

Branch simplifies it to the hollow circle shown in position 2. At this point Simplify-

Block removes all simplifiable cells and updates all the data structures. Positions 3-8

show the simplification of the remaining subtrees via Simplify-Branch. The hollow

circles indicate that simplification takes place within that node using Simplify-Block.

Finally, the tree in position 8 reduces to the root node and the complex stored there is

used as input to Simplify-Block one last time. At this point every cell which is present

is labeled as simplifiable so that on exit from Main the complex cannot be reduced

further.

1 3

4 5

Root Node

2

6

7 8 9

Fig. 2.5. Main example

It is of fundamental importance to note that we never construct the entire tree, which

implies that we never construct the entire complex. Since we remove only those cells which
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are in the geometric interior of a block, we are able to exploit the fact that homology is

inherently a local computation.

As previously mentioned in the examples, throughout the Simplify-Block proce-

dure for the examples above we could get different complexes which are homotopically

equivalent. In fact, each removal of a cell and one of its coboundary elements corresponds

precisely to a simple homotopy. This implies directly that the homology is preserved by

Simplify-Block. Note also the only incidence numbers which appear are 0 and ±1 (i.e.,

invertible), which means that the resulting complex on exiting from Main is minimal in

the sense that it contains only generators of homology. In general, these facts are only

true in two dimensions.

In higher dimensions there is no guarantee that only 0 and ±1 appear as incidence

numbers. Also, the removal of the cells cannot necessarily be viewed as a simple homo-

topy. Standard examples would be objects such as the k-fold dunce caps (cf. [18]). It is

important to note that Theorem 2 in [16] relies only on the algebraic consequences of

the change in the incidence number given in line 11 of Simplify-Block. Therefore, the

homology is still preserved by the procedure although at the end we may not obtain a

minimal complex as we do in two dimensions. We discuss the case of higher dimensions

in Section 5.1.

3. Numerical experiments. The algorithm described in the previous section has

not been fully implemented, and code is currently under development. However, we have

working code which implements a similar, but less efficient, strategy in R
3. In this section

we will briefly indicate some of these numerical results on some simple complexes. See

Section 5.2 for a brief discussion an overall approach to analyzing flows using the Conley

index by combining our homology code with another program (GAIO) which outputs

cubical approximations to unstable sets.

Note that all data presented in this section was obtained by running the code on a

Pentium II 300MHz with 96Mb of RAM. The output of the code is simply the number

generators of each dimension which are left after the reduction algorithm ends and their

boundary matrices if non-zero. For two examples, the tables below show the number of

levels in the input tree, the number of cells in the complex (which is also the number

of leaves in the tree), the run time in seconds, and finally a rough estimate for the or-

der of growth based on the run times listed. The latter number is calculated as follows.

If we assume that the growth is O(np) for a complex with n cubes, then we take the

run time for n cubes to be tn ≈ Cnp. For a complex with 8n cubes, the time would be

t8n ≈ C(8n)p for the same constant C. Then p ≈ log(t8n/tn)
log(8) is an estimate for the order

of growth.

In Table 1 we give times for full trees in the sense that every leaf, and hence every

possible cube, is present. In this case the output is a single vertex (0-cell) and no cells of

any other dimension. Thus,

Hn ≈

{

Z for n = 0

0 for n ≥ 1

which is correct for this complex.
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Table 1. Run times and order of growth for full tree

Number of Levels Number of Cubes Run Time Order of Growth

9 512 0.7 secs

12 4,096 14.0 secs 1.44

15 32,768 449.0 secs 1.67

18 262,144 17,418.8 secs 1.76

In Table 2 we give times for a complex which is homotopic to S1∨S2 ∨T 2, which has

homology

Hn ≈















Z for n = 0

Z
5 for n = 1

Z
2 for n = 2

0 for n ≥ 3

.

The code yields a result of 1 vertex (0-cell), 5 edges (1-cells), 2 faces (2-cells), and 0 cubes

(3-cells).

Table 2. Run times and order of growth for S1
∨ S

2
∨ T

2

Number of Levels Number of Cubes Run Time Order of Growth

12 4,020 14.3 secs

15 32,644 454.5 secs 1.66

18 261,924 17,613.6 secs 1.76

4. Computational complexity in 2D. In this section we will use the following

notation. The even levels in the binary tree T will be indexed by l = 0, 1, . . . , L and will

be called simplification levels . Since we start at the bottom of the tree and move up, l = 0

will denote the bottom of the tree and l = L the root node. There are 2L+1 total levels

in the binary tree, and the indexed levels are where simplification of blocks is performed.

Also Nl will denote the number of nodes in the tree at level l. Hence N = N0 is the total

number of 2-cells in the initial complex.

4.1. Simplify-Block. We begin by estimating the total number of operations need-

ed to perform Simplify-Block on all nodes in a dense tree. To accomplish this we need

to estimate the sum of the number of operations to update boundary and coboundary

information taken over all simplifiable cells at a given level.

The next two lemmas describe a simplified block at level l ≥ 1 and the number of

operations on the boundary and coboundary lists required for simplification. The first

lemma determines the worst case estimates on the numbers of cells in each dimension

remaining after simplification. Each simplification step inputs four simplified blocks at

level l− 1 and outputs one simplified block at level l. In the following discussion, we will

always use B to denote a block (possibly unsimplified) at the current level l.

Lemma 4.1. After one simplification step at level l ≥ 1, the resulting block B has at

most 2l+2 vertices on the boundary and no interior vertices, B has at most 2l+2 edges on



CUBICAL APPROXIMATION 127

the boundary, and one of the following statements holds:

i) B contains no other cells, |δv ∩B| ≤ 2 for any vertex v ∈ B, and |δe ∩B| = 0 for any

edge e ∈ B.

ii) B contains no interior edges and one 2-cell c with |∂c| = 2l+2. Moreover for any vertex

v ∈ B we have |δv ∩B| = 2, and for any edge e ∈ B we have |δe ∩B| = 1.

iii) B contains no 2-cells and at most 22l−1 − 1 interior edges. Moreover for any vertex

v ∈ B we have |δv ∩B| ≤ 22l−1 + 1 and the total
∑

v |δv ∩ B| ≤ 2l+2 + 22l − 2. For any

edge e ∈ B we have |δe ∩B| = 0.

The proof of Lemma 4.1 proceeds by finite induction on l and requires consideration

of several special cases. By keeping a careful count on the number of cells left after

Simplify-Block exits, as well as on the lengths of the boundary and coboundary lists,

we can arrive at the results stated.

The following is the main lemma of the complexity result, so we will provide a sketch

of the proof.

Lemma 4.2. If T is a dense tree of N leaves, then to simplify T the total number of

operations performed by Simplify-Block over all nodes is O(N log2 N).

Sketch of Proof. Let b be a simplifiable cell in B, and c ∈ δb as in lines 5-6 of

Simplify-Block. First we analyze the number of operations performed on the boundary

and coboundary lists in lines 9-11. Let Xb and Yb be the coboundary and boundary lists

respectively which are defined in lines 7-8 of Simplify-Block. Since insertion into a

list can be done in logarithmic time, in general the number of operations is estimated

by S(b) = K(|Xb| log |Yb| + |Yb| log |Xb|), where K is a constant which can change at

each occurrence but is independent of l, the lengths of the lists, and the number of cells.

However, in two dimensions if b is a vertex the estimate is S(b) = K|Xb| and if b is

an edge the estimate is S(b) = K|Yb|, since the lengths of both the boundary list and

coboundary list of an edge are at most two in R
2.

Let Bl be the set of all blocks at level l, and for B ∈ Bl let Cp
B be the set of all

p-dimensional simplifiable cells in B. Note that Cp
B is contained in the central cross of

B since the interiors of the subblocks are completely simplified. The total number of

operations performed by Simplify-Block in lines 3-11 over all blocks at all levels is

L
∑

l=1

∑

B∈Bl

1
∑

p=0

∑

b∈C
p

B

S(b) (4.1)

It is important to notice that the terms in the first sum in (4.1) can change as each cell

b ∈ Cp
B is simplified. Thus, we will implement the list of cells in Cp

B as a priority queue

with |Xb| as the priority when p = 0 and |Yb| as the priority when p = 1. Here the highest

priority is given to the cells with the smallest boundary or coboundary lists. Inserting

and extracting from a priority queue can be done logarithmically in the length of the

queue.

Using the results of Lemma 4.1 we can then show that

max
∑

b∈C
p

B

S(b) ≤ K · 22l · l (4.2)
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where the maximum is taken over all possible unsimplified blocksB which can be obtained

from the original complex. This can then be used to obtain the estimate

L
∑

l=1

∑

B∈Bl

1
∑

p=0

∑

b∈C
p

B

S(b) ≤ K · 22L · L2 (4.3)

on the total number of operations. Since the tree is dense, N ∼ 22L and logN ∼ L.

Therefore the number of operations is at most proportional to N log2 N as desired.

By again keeping a careful accounting on the number of cells stored at each node, we

can obtain the following lemma.

Lemma 4.3. To simplify a dense tree of N leaves, the total number of operations

performed by Concatenate-Blocks over all nodes is O(N log2 N).

4.2. Overall complexity. The procedures Simplify-Block and Concatenate-

Blocks, discussed in the previous subsection, are the most costly procedures and deter-

mine the computational complexity of the entire algorithm. In this section we will briefly

discuss the other procedures described in Section 2 and give the overall complexity result.

Create-Cube is of order O(N) since it requires a constant number of operations for

each cube. As remarked in Section 2, Simplify-Branch can be implemented iteratively

so that a constant number of operations are performed at each branch node and not at

every node as in the recursive version. Since the number of branch nodes is proportional

to the number of leaves, no matter how many levels are in the tree, the cost is O(N).

We assume in this section that Simplify-Branch is implemented iteratively. We now

proceed to analyze Main and state the overall computational complexity.

Recall that in Section 1.1 we defined a dense tree to be one in which the only nodes

in the tree with exactly one child are at level M − 1, where M is the depth of the tree.

We now define a dense subtree Td of the input binary tree T to be a connected subset

which is itself a dense tree whose root and bottom levels are both at simplification levels

in T . We define a strut in T to be a connected subset of T which has no branch points

and which begins and ends at a simplification level of T . The top and bottom of the strut

are the nodes closest to the root and leaves of T respectively. A thinned subtree Tt is a

subtree which (a) connects consecutive simplification levels of T ; (b) is not dense; and

(c) contains no struts.

Lemma 4.2 immediately applies to dense subtrees which occur at the bottom of the

entire tree T . However, dense and thinned subtrees can occur anywhere in T , not just at

the bottom. Note that the number of cells of any dimension in a block at any node of T

at any step in the simplification process is at most KNs where Ns is the number of leaves

at the bottom of T below the subtree, and K = 12 for dimension two. Combining this

fact with Lemma 4.2 implies that the number of operations to simplify a dense subtree

is O(Ns log
2(Ns)) no matter where it is located in T . Also the number of leaves in a

thinned subtree is two in 2 dimensions, thus Lemma 4.2 applies to thinned as well as

dense subtrees.

Note that struts must connect two of the following: (a) a dense subtree; (b) a thinned

subtree; (c) the root node of T ; or (d) a leaf of T . With Simplify-Branch implemented
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iteratively, the cost of simplifying a strut is constant since we can assume that all sim-

plification has already taken place within the root node of the subtree attached at the

bottom of the strut. If there is a leaf at the bottom of the strut, then the number of cells

(of any dimension) moved to the top of the strut will be constant and the subtree at the

top of the strut can still be simplified with O(Ns log
2(Ns)) operations. Thus, struts don’t

change the bounds on the number of operations performed by Simplify-Block.

We now partition T into connected components which are either dense subtrees, struts,

or thinned subtrees. We identify the components in the order mentioned and we choose

each to be as deep as possible. The intersections between any two components will be

a single node in the original tree. It is possible for one or more of the components to

be empty so that, for example, there may not be any struts. Thus, we will view T as a

collection of dense or thinned subtrees which are connected by struts and step 4 ofMain

will always be simplifying either a subtree or a strut.

The following technical lemma is straightforward to prove.

Lemma 4.4. If xi ≥ 1 for i = 1 . . . P , then

P
∑

i=1

xi log
2(xi) ≤

(

P
∑

i=1

xi

)

log2
(

P
∑

i=1

xi

)

(4.4)

The final complexity bound is obtained by estimating the number of operations re-

quired to simplify all of the dense and thinned subtrees in T as a sum of terms of the form

n log2 n. Suppose T has N leaves (i.e., there are N cubes in the original complex). The

number of dense or thinned subtrees in T which lie above a given leaf B is less than the

number of simplification levels, not counting struts, which are above B. When the struts

are removed from T , the number of simplification levels from the root node down to any

leaf is at most K logN . Combining this estimate with Lemma 4.4 yields the following

theorem.

Theorem 4.5. Let C be a cubical complex in R
2 which contains N cubes and is stored

in a binary tree as described in Section 1.1. The homology type H∗(C) can be computed

in O(N log3(N)) operations.

5. Conclusion. The goal of this paper is to describe a reduction algorithm which

can be used to compute the homology of a cubical cell complex, and the main appli-

cation we have in mind is the numerical analysis of flows using the Conley index. This

type of analysis has the greatest potential benefit in dimensions greater than three where

visualization is difficult, and its practical implementation requires an efficient computa-

tion of homology in both time and space. Here we briefly comment on the important

issues in the higher-dimensional case and the overall application to Conley index compu-

tations.

5.1. Higher dimensions. There are several ways in which the two-dimensional ver-

sion of the algorithm described above is a special case, but we conjecture that similar

subquadratic complexity bounds as in Theorem 4.5 are valid in the higher-dimensional

case, as observed in some of the preliminary numerics in three dimensions shown in Sec-

tion 3. As noted in Section 2.3, the incidence numbers produced in the two-dimensional
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algorithm can only be 0 or ±1. This is due to the fact that the simplification operations

on boundary and coboundary lists can be identified topologically as simple homotopies,

and that complexes composed of rectangles in the plane are reduced to one-dimensional

graphs, i.e. Hn is trivial for n > 1. Hence, the end result of the reduction algorithm is

a chain complex containing only generators as in [16], and no other computations are

needed to obtain the homology type of the complex. It is well known of course that the

homology type of such a complex can be computed in linear time, and our complexity

estimate is superlinear (but subquadratic). However, in the above analysis, the additional

simplification which arises from collapsing cells on the boundary of the complex is not

taken into account. It is possible that a linear estimate could be obtained in this way;

this is precisely the key to the linear estimate for the two-dimensional case in [16]. How-

ever, we are interested in the two-dimensional case only as a first step in the analysis for

arbitrary dimension.

First we note that computations over Z can yield non-invertible incidence numbers

other than 0, and that the simplification operations do not correspond to simple ho-

motopies in all situations, see Section 2.3. Therefore, we cannot conclude that the end

result of the computation is a fully reduced chain complex which is isomorphic to the

homology groups unless computations are done in a field such as in Zp, as in Corollary

1 of [16]. Also the complexity bound obtained above is in general a bound on the num-

ber of operations on lists not bit operations. In the two-dimensional case or the case

of coefficients in Zp, it is also a valid estimate of bit operations, but we cannot con-

clude this for the higher-dimensional case over Z. However, it is hoped that in practice

the resulting complex is sufficiently reduced that the usual matrix operations can be

performed afterward without difficulty, and that the incidence numbers (and hence the

number of bit operations) do not grow too large. We will defer further discussion of these

issues to a later paper, and the reader is referred to the introduction for references to the

literature.

5.2. Conley index. The numerical analysis of flows generated by ODE’s using the

Conley index has basically three steps: (1) approximating the flow by multivalued map

on a finite cellular complex, (2) identifying index pairs, and (3) homology computation.

For the first step, our algorithm can accept as input the cubical complexes produced by

GAIO, but there are other strategies, cf. Eidenschink [10]. The second step is done by

generating a graph from the multivalued map whose nodes are the cells of the complex;

the recurrent sets in the graph are candidates for isolating neighborhoods and can be

computed easily using depth-first search algorithms, see Eidenschink [10]. These steps

have been coded independent of dimension, but there is still much experimentation re-

quired to determine whether this scheme produces good index pairs in practice, especially

in higher-dimensions. At this point, the homology computation is needed as a diagnostic

tool as well. Since the entire process is far from automated, the homology computa-

tion must be efficient enough to allow for experimentation with several computations for

the same problem. We are currently testing computations in three dimensions as well

as developing a dimension independent code following the procedures outlined in this

paper.
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[16] T. Kaczynski, M. Mrozek, and M. Ślusarek, Homology computation by reduction of

chain complexes, to appear in Computers & Mathematics with Appl.

[17] R.Kannan and A. Bachem, Polynomial algorithms for computing the Smith and Hermite

normal forms of an integer matrix , SIAM J. Comput., 8:499–507, 1979.

[18] J. R. Munkres, Elements of Algebraic Topology , Addison-Wesley, 1984.

[19] F. P. Preparata and M. I. Shamos, Computational Geometry: An Introduction, Springer-

Verlag, 1985.

[20] H. J. S. Smith, On systems of indeterminate equations and congruences, Philos. Trans.

Roy. Soc. London, 151:293–326, 1861.

[21] A. Storjohann, Near optimal algorithms for computing smith normal forms of integral

matrices, in: Proceedings of the 1996 International Symposium on Symbolic and Algebraic

Computation ISSAC 96, pages 267–274. ACM Press, 1996.


