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Abstract. In this paper, we consider a bidimensional autoregressive model of order 1 with
α-stable noise. Since in this case the classical measure of dependence known as the covariance
function is not defined, the spatio-temporal dependence structure is described using the alter-
native measures, namely the codifference and the covariation functions. Here, we investigate the
asymptotic relation between these two dependence measures applied to the description of the
cross-dependence of the bidimensional model. We demonstrate the case when the dependence
measures are asymptotically proportional with the coefficient of proportionality equal to the
parameter α. The theoretical results are supported by illustrating the asymptotic behavior of
the dependence measures for two exemplary bidimensional α-stable AR(1) systems.

1. Introduction. A lot of research has shown that the models based on the heavy-tailed
distributions are suitable for describing various kinds of phenomena where the assumption
about the Gaussian distribution is not reasonable, see [19, 25, 2, 7, 14, 8, 30, 1, 20].
Due to the generalized central limit theorem, the natural extension of the Gaussian
distribution is the α-stable one [31, 39, 26]. The α-stable distribution (called also stable
distribution) belongs to the heavy-tailed class of distributions (except the Gaussian case
of α = 2) and it is characterized by infinite variance. In the literature, one can find many
applications of stochastic processes and time series based on the α-stable distribution in
both one-dimensional and multidimensional case, see [18, 13, 33, 37, 15, 24, 22, 38]. In
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the multidimensional case, the classical examples are the financial data (which mostly
are non-Gaussian) related to different assets (like exchange rates and metal prices) which
are in some sense connected however their relationship is observed with the time shift
[11, 3, 12].

However, the classical dependence measure known as the covariance function is not
defined for α-stable random vectors and thus it cannot be used to describe the struc-
ture of dependence for the α-stable distribution-based processes. Therefore, alternative
dependence measures are applied to such models, like for example covariation (and auto-
covariation) [31, 24, 6], codifference (and auto-codifference) [31, 24, 29, 27, 36] or frac-
tional lower order covariance [4, 16, 32], see also [5]. The mentioned measures can be also
used to describe the spatio-temporal dependence structure for multidimensional models.
In the authors’ previous works the cross-codifference and the cross-covariation functions
were introduced for the bidimensional autoregressive model of order 1 with α-stable noise
(bidimensional α-stable AR(1) model) to describe the dependence between the compo-
nents of two-dimensional model, see [10, 9].

In the literature, one can find the research papers where the asymptotic behavior
of the dependence measures is studied. In particular, the asymptotic relation between
the auto-codifference and the auto-covariation functions of a given α-stable distribution-
based process is examined, see for example [24, 23, 21]. In this paper, we continue this
research by studying the asymptotic relationship between the cross-codifference and the
cross-covariation functions for the bidimensional α-stable autoregressive model of order 1.
The work can be seen as an extension of the results presented in [21], where the asymp-
totic behavior of the ratio of the auto-codifference function and the auto-covariation
function for one-dimensional autoregressive time series was investigated. Here we ex-
tend the approach to the two-dimensional model by studying the asymptotic relation of
the cross-dependence measures describing the relationship between the components of
the bidimensional model. We demonstrate the case when the dependence measures are
asymptotically proportional with the coefficient of proportionality equal to the parame-
ter α. This result can be a starting point for the introduction of a new estimation method
of the stability index in the considered model.

The paper is organized as follows. In Section 2 we present the definition of the bidi-
mensional autoregressive model of order 1 with the α-stable noise. In Section 3 we recall
the definitions and properties of the codifference and the covariation functions together
with the formulas for the cross-dependence measures corresponding to the bidimensional
α-stable AR(1) model. Section 4 contains the theorem concerning the asymptotic be-
havior of the ratio of the dependence measures for the bidimensional AR(1) model with
the α-stable noise. In Section 5 we illustrate the theoretical results by considering two
exemplary bidimensional α-stable AR(1) systems. In Section 6 we conclude the paper.

2. Bidimensional AR(1) model with α-stable noise. In this section, we introduce
the bidimensional autoregressive model of order 1 with α-stable noise. Let us begin by
recalling the definition of the symmetric α-stable random vectors which are the multi-
dimensional version of the symmetric α-stable random variables. We remind that the



ASYMPTOTICS OF DEPENDENCE MEASURES FOR BIVARIATE α-STABLE AR(1) MODEL 135

α-stable distribution with 0 < α ≤ 2 can be considered as the extension of the Gaussian
distribution (the case of α = 2). Let Sd = {s : ||s|| = 1} be a unit sphere in Rd. Then a
symmetric α-stable random vector can be presented via the characteristic function.

Theorem 2.1 ([31]). The vector Z = (Z1, Z2, . . . , Zd) is a symmetric α-stable vector
in Rd with 0 < α < 2 if and only if there exists a unique symmetric finite spectral
measure Γ(·) on the unit sphere Sd such that

φZ(θ) = E[exp{i〈θ,Z〉}] = exp
{
−
∫
Sd

|〈θ, s〉|α Γ(ds)
}
, (1)

where 〈·, ·〉 is the inner product.

As one can see the information about the distribution is included in the spectral
measure Γ(·) and the parameter α, also called the stability index. They fully describe
d-dimensional symmetric α-stable distribution which is denoted as

Z ∼ Sα(Γ). (2)

For more information about the multidimensional α-stable distribution see for instance
[31]. The following definition applies to the bidimensional AR(1) time series based on the
α-stable random vector.

Definition 2.2. The time series {X(t)} = {(X1(t), X2(t))} is a bidimensional autore-
gressive model of order 1 with α-stable noise if for every t ∈ Z it satisfies

X(t)−Θ X(t− 1) = Z(t), (3)

where Θ is a 2× 2 coefficient matrix given by

Θ =
[
a1 a2
a3 a4

]
, (4)

Z(t) is independent from Z(t + h) for all h 6= 0 and {Z(t)} = {(Z1(t), Z2(t))} is a
bidimensional symmetric α-stable vector in R2 with the characteristic function defined
in (1).

Moreover, we assume that for the system given by (3) the following condition is
satisfied

det(I − zΘ) 6= 0 for all z ∈ C such that |z| ≤ 1, (5)

i.e. the eigenvalues of the matrix Θ are less than 1 in the absolute value. Under this
assumption, for each t we can express X(t) in the causal representation as

X(t) =
+∞∑
j=0

ΘjZ(t− j), (6)

where the coefficients Θj are absolutely summable. In this case, X(t) is bounded (in the
sense of the so-called covariation norm in the space of the α-stable random variables,
[31]). In this paper, we consider only the case when the eigenvalues of the matrix Θ are
real numbers.
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Moreover, in [35] it was shown that for the 2× 2 matrix the coefficients of Θj can be
expressed as

Θj =


λ2λ

j
1 − λ1λ

j
2

λ2 − λ1
+ λj2 − λ

j
1

λ2 − λ1
a1

λj2 − λ
j
1

λ2 − λ1
a2

λj2 − λ
j
1

λ2 − λ1
a3

λ2λ
j
1 − λ1λ

j
2

λ2 − λ1
+ λj2 − λ

j
1

λ2 − λ1
a4

 , (7)

where λ1, λ2 are two different eigenvalues of the matrix Θ, i.e. when (a1−a4)2 > −4a2a3
(and |λ1| < 1, |λ2| < 1) or

Θj =
[
jλj−1a1 − (j − 1)λj jλj−1a2

jλj−1a3 jλj−1a4 − (j − 1)λj

]
, (8)

where the eigenvalues of the matrix Θ are equal λ1 = λ2 = λ, i.e. when (a1 − a4)2 =
−4a2a3 (and |λ| < 1).

3. Measures of dependence for bidimensional AR(1) model with α-stable
noise. In the case of the α-stable random vectors (for α < 2), the classical depen-
dence measure known as the covariance function is not defined due to the infinite second
moment and therefore other measures of dependence have to be used. The most popular
ones are the codifference and the covariation given in Definition 3.1 and Definition 3.2,
respectively.

Definition 3.1 ([31, 36]). Let us consider the random vector (Z1, Z2). Then the codif-
ference between Z1 and Z2 is given by

CD(Z1, Z2) = log E exp{i(Z1 − Z2)} − log E exp{iZ1} − log E exp{−iZ2}. (9)

Definition 3.2 ([31]). Let us consider the bidimensional symmetric α-stable random
vector (Z1, Z2) with 1 < α < 2 and let Γ(·) be the spectral measure of (Z1, Z2). The
covariation of Z1 on Z2 is the real number defined as

CV(Z1, Z2) =
∫
S2

s1s
〈α−1〉
2 Γ(ds), (10)

where a〈p〉 is called the signed power and is equal to

a〈p〉 = |a|p sign(a).

Let us note that the covariation is defined only for the symmetric α-stable random
vectors. Moreover, the covariation function is not symmetric in its arguments, in contrast
to the codifference function which is symmetric for the symmetric random vectors. It is
worth mentioning that in the case of two independent random variables Z1 and Z2 both
measures are equal to 0, i.e. CD(Z1, Z2) = CV(Z1, Z2) = 0. Moreover, for the Gaussian
random vectors (Z1, Z2) both measures reduce to the classical covariance function, namely

Cov(Z1, Z2) = CD(Z1, Z2) = 2CV(Z1, Z2),

where Cov(Z1, Z2) denotes the covariance function. More properties of the codifference
and the covariation can be found in [31].
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The functions defined in (9) and (10) can be used to describe the interdependence
of a stochastic process {X(t)} as the auto-codifference or the auto-covariation, see [21,
23, 24, 27, 28, 36]. In the authors’ previous papers the measures were also applied to
describe the spatio-temporal dependence structure of the bidimensional AR(1) model
{(X1(t), X2(t))} as the cross-codifference and the cross-covariation, see [10, 9].

Now, for the bidimensional AR(1) model with α-stable noise defined in (6) we can
rewrite the formulas for the cross-dependence measures given in [10] taking into account
the expressions for the j-th power of the coefficient matrix Θ given in (7) or (8). The
formulas for the cross-codifference and the cross-covariation are presented in Lemma 3.3
and Lemma 3.4, respectively.

Lemma 3.3. Let {X(t)} = {X1(t), X2(t)} be the bounded solution of (3) given by (6). If
t ∈ Z and h ∈ N0 = N ∪ {0}, then

1. in the case of two different eigenvalues of the coefficient matrix Θ denoted as λ1 and λ2,
where |λ1| < 1, |λ2| < 1, and 0 < α < 2 we have

CD(X1(t), X2(t− h)) =
+∞∑
j=0

∫
S2

|λ2 − λ1|−α

·
(∣∣λh1 (λ2λ

j
1s1 − λj1a1s1 − λj1a2s2) + λh2 (−λ1λ

j
2s1 + λj2a1s1 + λj2a2s2)

∣∣α
+
∣∣λj2a3s1 − λj1a3s1 + λ2λ

j
1s2 − λ1λ

j
2s2 + λj2a4s2 − λj1a4s2

∣∣α
−
∣∣λj2a3s1 − λj1a3s1 + λ2λ

j
1s2 − λ1λ

j
2s2 + λj2a4s2 − λj1a4s2

+ λh1 (−λ2λ
j
1s1+λj1a1s1+λj1a2s2) + λh2 (λ1λ

j
2s1−λj2a1s1−λj2a2s2)

∣∣α)Γ(ds),

(11)

CD(X1(t), X2(t+ h)) =
+∞∑
j=0

∫
S2

|λ2 − λ1|−α

·
(∣∣λh1 (−λj1a3s1 + λ2λ

j
1s2 − λj1a4s2) + λh2 (λj2a3s1 − λ1λ

j
2s2 + λj2a4s2)

∣∣α
+
∣∣λ2λ

j
1s1 − λ1λ

j
2s1 + λj2a1s1 − λj1a1s1 + λj2a2s2 − λj1a2s2

∣∣α
−
∣∣λ2λ

j
1s1 − λ1λ

j
2s1 + λj2a1s1 − λj1a1s1 + λj2a2s2 − λj1a2s2

+ λh1 (λj1a3s1−λ2λ
j
1s2+λj1a4s2) + λh2 (−λj2a3s1+λ1λ

j
2s2−λj2a4s2)

∣∣α)Γ(ds);

(12)

2. in the case of equal eigenvalues of the coefficient matrix Θ denoted as λ1 = λ2 = λ,
where |λ| < 1, and 0 < α < 2 we have

CD(X1(t), X2(t− h)) =
+∞∑
j=0

∫
S2

(∣∣λh(jλj−1a1s1−(j − 1)λjs1+jλj−1a2s2)

+ hλh(λj−1a1s1 − λjs1 + λj−1a2s2)
∣∣α

+
∣∣jλj−1a3s1 − (j − 1)λjs2 + jλj−1a4s2

∣∣α − ∣∣jλj−1a3s1 − (j − 1)λjs2

+ jλj−1a4s2 − λh(jλj−1a1s1 − (j − 1)λjs1 + jλj−1a2s2)

− hλh(λj−1a1s1 − λjs1 + λj−1a2s2)
∣∣α)Γ(ds),

(13)
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CD(X1(t), X2(t+ h)) =
+∞∑
j=0

∫
S2

(∣∣λh(jλj−1a3s1 − (j − 1)λjs2 + jλj−1a4s2)

+ hλh(λj−1a3s1 + λj−1a4s2 − λjs2)
∣∣α

+
∣∣jλj−1a1s1 − (j − 1)λjs1 + jλj−1a2s2

∣∣α − ∣∣jλj−1a1s1 − (j − 1)λjs1

+ jλj−1a2s2 − λh(jλj−1a3s1 − (j − 1)λjs2 + jλj−1a4s2)

− hλh(λj−1a3s1 + λj−1a4s2 − λjs2)
∣∣α)Γ(ds).

(14)

Proof. The above equations follow from the formulas presented in the authors’ previous
paper, see [10], and the expressions for the j-th power of the coefficient matrix Θ given
in (7) or (8).

Lemma 3.4. Let {X(t)} = {X1(t), X2(t)} be the bounded solution of (3) given by (6).
Let t ∈ Z and h ∈ N0 = N ∪ {0}, then

1. in the case of two different eigenvalues of the coefficient matrix Θ denoted as λ1 and λ2,
where |λ1| < 1, |λ2| < 1, and 1 < α < 2 we have

CV(X1(t), X2(t− h))

=
+∞∑
j=0

∫
S2

(
λj2a3s1 − λj1a3s1 + λ2λ

j
1s2 − λ1λ

j
2s2 + λj2a4s2 − λj1a4s2

λ2 − λ1

)〈α−1〉

(
λh1 (λ2λ

j
1s1−λj1a1s1−λj1a2s2) + λh2 (−λ1λ

j
2s1+λj2a1s1+λj2a2s2)

λ2 − λ1

)
Γ(ds),

(15)

CV(X1(t), X2(t+ h))

=
+∞∑
j=0

∫
S2

(
λ2λ

j
1s1 − λ1λ

j
2s1 + λj2a1s1 − λj1a1s1 + λj2a2s2 − λj1a2s2

λ2 − λ1

)
(
λh1 (−λj1a3s1+λ2λ

j
1s2−λj1a4s2) + λh2 (λj2a3s1−λ1λ

j
2s2+λj2a4s2)

λ2 − λ1

)〈α−1〉
Γ(ds);

(16)

2. in the case of equal eigenvalues of the coefficient matrix Θ denoted as λ1 = λ2 = λ,
where |λ| < 1, and 1 < α < 2 we have

CV(X1(t), X2(t− h)) =
+∞∑
j=0

∫
S2

(
jλj−1a3s1 − (j − 1)λjs2 + jλj−1a4s2

)〈α−1〉

(
λh(jλj−1a1s1 − (j − 1)λjs1 + jλj−1a2s2)

+ hλh(λj−1a1s1 − λjs1 + λj−1a2s2)
)

Γ(ds),

(17)

CV(X1(t), X2(t+ h)) =
+∞∑
j=0

∫
S2

(
jλj−1a1s1 − (j − 1)λjs1 + jλj−1a2s2

)
(
λh(jλj−1a3s1 − (j − 1)λjs2 + jλj−1a4s2)

+ hλh(λj−1a3s1 + λj−1a4s2 − λjs2)
)〈α−1〉

Γ(ds).

(18)
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Proof. The above equations follow from the formulas presented in [10], and the expres-
sions for the j-th power of the coefficient matrix Θ given in (7) or (8).

4. The asymptotic behavior for the ratio of codifference and covariation for
bidimensional AR(1) model with α-stable noise. In this section, we examine the
asymptotic relation of the cross-codifference function and the cross-covariation function
for the bidimensional AR(1) model with α-stable noise presented in Section 2. Before
formulating the relevant theorem, we separately consider the asymptotic behavior of both
measures for h → +∞ in Lemma 4.1 and Lemma 4.2, respectively. For both functions,
we distinguish five separate cases, see Table 1.

|λ1| > |λ2| |λ1| < |λ2| λ1 = λ2 = λ
λ1 = −λ2
and h even

λ1 = −λ2
and h odd

Case I Case II Case III Case IV Case V
Table 1. The cases considered for the asymptotic behavior of the cross-dependence measures

Lemma 4.1. If {X(t)} = {X1(t), X2(t)} for t ∈ Z is the bounded solution of (3) given
by (6) with 1 < α < 2, then for the cross-codifference function the following asymptotic
formulas are true when h→ +∞

a) CD(X1(t), X2(t− h)) ∼



αD1 λ
h
1 Case I,

αD2 λ
h
2 Case II,

αD3 hλ
h Case III,

α(D1 +D2)λh1 Case IV,
α(D1 −D2)λh1 Case V,

where the constants D1, D2 and D3 are given in (31), (33) and (43), respectively.

b) CD(X1(t), X2(t+ h)) ∼



αD4 λ
h
1 Case I,

αD5 λ
h
2 Case II,

αD6 hλ
h Case III,

α(D4 +D5)λh1 Case IV,
α(D4 −D5)λh1 Case V,

where the constants D4, D5 and D6 are given in (47), (50) and (56), respectively.

Proof. The proof is given in Appendix A.

Lemma 4.2. If {X(t)} = {X1(t), X2(t)} for t ∈ Z is the bounded solution of (3) given
by (6) with 1 < α < 2, then for the cross-covariation function we have

a) the following asymptotic formulas when h→ +∞

CV(X1(t), X2(t− h)) ∼


D1 λ

h
1 Case I,

D2 λ
h
2 Case II,

D3 hλ
h Case III,

or the following exact formulas

CV(X1(t), X2(t− h)) =
{

(D1 +D2)λh1 Case IV,
(D1 −D2)λh1 Case V,
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where the constants D1, D2 and D3 are given in (31), (33) and (43), respectively.
b) the following asymptotic formulas when h→ +∞

CV(X1(t), X2(t+ h)) ∼


D7 (λh1 )〈α−1〉 Case I,
D8 (λh2 )〈α−1〉 Case II,
D9 (hλh)〈α−1〉 Case III

or the following exact formulas

CV(X1(t), X2(t+ h)) =
{
D10 (λh1 )〈α−1〉 Case IV,
D11 (λh1 )〈α−1〉 Case V,

where the constants D7, D8, D9, D10 and D11 are given in (67), (69), (80), (71)
and (73), respectively.

Proof. The proof is given in Appendix B.

Theorem 4.3. If {X(t)} = {X1(t), X2(t)} is the bounded solution of (3) given by (6),
then for 1 < α < 2 and t ∈ Z:

a) if CV(X1(t), X2(t− h)) 6= 0, then

lim
h→+∞

CD(X1(t), X2(t− h))
CV(X1(t), X2(t− h)) = α, (19)

b) if CV(X1(t), X2(t+ h)) 6= 0, then

lim
h→+∞

CD(X1(t), X2(t+ h))
CV(X1(t), X2(t+ h)) = 0. (20)

Proof. The limits given in Theorem 4.3 follow directly from the formulas describing the
asymptotic behavior of the cross-dependence measures given in Lemmas 4.1, 4.2.

5. Example. To illustrate the theoretical results showing the asymptotic behavior of the
dependence measures for the bidimensional autoregressive model of order 1 with general
symmetric α-stable noise, we consider two exemplary bidimensional AR(1) time series
with the following coefficient matrices

Θ1 =
[
−0.2 0.1
−0.3 0.6

]
and Θ2 =

[
0.5 0.1
−0.1 0.7

]
.

Since the eigenvalues of the matrix Θ1 (λ1 ≈ −0.16, λ2 ≈ 0.56) and Θ2 (λ1 = λ2 =
λ = 0.6) are less than 1 in absolute value, for both time series there exists the bounded
solution given in (6). Moreover, let us assume that the spectral measure of the symmetric
α-stable random vector is concentrated on four points on the unit sphere S2, namely it
has the following form

Γ( · ) = 0.5δ
((

1
2 ,
√

3
2

))
+ 0.5 δ

((
−1

2 ,−
√

3
2

))
+ 0.2 δ

((
−1

2 ,
√

3
2

))
+ 0.2 δ

((
1
2 ,−
√

3
2

))
. (21)
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Fig. 1. The terms r1,2(−h)
α

(panel (a)) and r1,2(h) (panel (b)) presenting the asymptotic behavior
of the cross-dependence measures for the bidimensional AR(1) model with coefficients given in
matrix Θ1 and the α-stable noise with the symmetric spectral measure specified in (21) for
α = 1.2 (dashed line), α = 1.5 (solid line with dots) and α = 1.8 (solid line)
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Fig. 2. The terms r1,2(−h)
α

(panel (a)) and r1,2(h) (panel (b)) presenting the asymptotic behavior
of the dependence measures for the bidimensional AR(1) model with coefficients given in matrix
Θ2 and the α-stable noise with the symmetric spectral measure specified in (21) for α = 1.2
(dashed line), α = 1.5 (solid line with dots) and α = 1.8 (solid line)

This specific model was considered in the authors’ previous paper, see Example
3.3 in [10], where the formulas for the corresponding cross-dependence measures are
presented. Now, in order to demonstrate the asymptotic relation between the cross-
codifference and the cross-covariation we plot the functions

r1,2(−h)
α

= CD(X1(t), X2(t− h))
αCV(X1(t), X2(t− h)) and r1,2(h) = CD(X1(t), X2(t+ h))

CV(X1(t), X2(t+ h))
for h = 0, 1, . . . , 40 and α = 1.2, α = 1.5 and α = 1.8. The graphs are presented in
Figure 1 (the model with coefficients given in matrix Θ1) and in Figure 2 (the model
with coefficients given in matrix Θ2). According to the results presented in Section 4,
the term r1,2(−h)

α tends to 1 (panel (a) of Figures 1–2) and the term r1,2(h) tends to 0
(panel (b) of Figures 1–2). Moreover, we can see that the rate of the convergence depends
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on the value of the parameter α. The quotient denoted as r1,2(−h) converges faster for
larger values of the stability index, on the contrary to the quotient denoted as r1,2(h) for
which the larger value the parameter α takes, the slower is the convergence.

6. Conclusions. In this paper, we considered a bidimensional autoregressive model of
order 1 with α-stable noise. For this process, the structure of dependence can be described
using the codifference function and the covariation function. Here, we examined the
asymptotic relation between these two measures applied to the description of the cross-
dependence between the components of the bidimensional model (the cross-codifference
function and the cross-covariation function). The main results concerning the asymptotic
relationship between the considered dependence measures are presented in Theorem 4.3
where we identified the case when the measures are asymptotically proportional with the
coefficient of proportionality equal to the parameter α. The conclusions obtained here
constitute an extension of the results presented in [21] for the one-dimensional autore-
gressive models and may be useful in the context of the parameter α estimation. This can
be a starting point for the introduction of a new estimation algorithm for the stability
index for the bidimensional autoregressive model of order 1 with the α-stable noise.

Appendix A: Proof of Lemma 4.1
a) First, we examine the asymptotic behavior of CD(X1(t), X2(t− h)) for h→ +∞.

• Let us consider the case of two different real eigenvalues of the coefficient matrix Θ,
λ1 6= λ2, and |λ1| < 1, |λ2| < 1. For the cross-codifference function CD(X1(t), X2(t− h))
given in Lemma 3.3 (see (11)) we introduce the notation

A1(s1, s2, a1, a2, λ1, λ2, j) = A1 = λ2λ
j
1s1 − λj1a1s1 − λj1a2s2

λ2 − λ1
,

B1(s1, s2, a1, a2, λ1, λ2, j) = B1 = −λ1λ
j
2s1 + λj2a1s1 + λj2a2s2

λ2 − λ1
,

C1(s1, s2, a3, a4, λ1, λ2, j) = C1

= λj1(−a3s1 + λ2s2 − a4s2) + λj2(a3s1 − λ1s2 + a4s2)
λ2 − λ1

.

(22)

In the following part of the proof, the above expressions will be referred as A1, B1 and C1
to simplify the notation. However, it is important to notice that although they do not
depend on h, they are dependent on j, s1, s2 and the coefficients a1, a2, a3, a4 and thus on
the eigenvalues of matrix Θ. Now, the cross-codifference function CD(X1(t), X2(t − h))
given in (11) takes the form

CD(X1(t), X2(t− h))

=
+∞∑
j=0

∫
S2

(
|λh1A1 + λh2B|α + |C1|α − |C1 − (λh1A1 + λh2B1)|α

)
Γ(ds). (23)
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I) Consider the case of |λ1| > |λ2|. Now, we split the proof into two parts. Namely,
we show that

i) lim
h→+∞

+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds)

=
+∞∑
j=0

lim
h→+∞

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds), (24)

ii) lim
h→+∞

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds)

=
∫
S2

lim
h→+∞

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds). (25)

Let us focus on part i). According to the dominated convergence theorem [34, Ch. 5],
the equality given in (24) is true if the infinite sum over j converges uniformly. Let us
notice that using the following inequalities true for all n,m ∈ R, 1 < α < 2 [17]∣∣|n|α + |m|α − |n+m|α

∣∣ ≤ (α+ 1)|n|α + α|n| |m|α−1

|n+m|α ≤ 2α−1(|n|α + |m|α),
(26)

one can show that for all j ∈ N we have∣∣∣∣∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds)
∣∣∣∣

≤
∫
S2

∣∣∣∣ |λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

∣∣∣∣Γ(ds)

≤
∫
S2

(α+ 1)|λh1A1 + λh2B1|α + α|λh1A1 + λh2B1| |C1|α−1

|λh1 |
Γ(ds)

= (α+ 1)|λh1 |α−1
∫
S2

∣∣∣∣A1 +
(λ2

λ1

)h
B1

∣∣∣∣α Γ(ds)

+ α

∫
S2

∣∣∣∣A1 +
(λ2

λ1

)h
B1

∣∣∣∣|C1|α−1 Γ(ds)

≤ (α+ 1)|λh1 |α−12α−1
∫
S2

(
|A1|α +

∣∣∣∣(λ2

λ1

)h
B1

∣∣∣∣α)Γ(ds)

+ α

∫
S2

(
|A1|+

∣∣∣∣(λ2

λ1

)h
B1

∣∣∣∣)|C1|α−1 Γ(ds)

≤ 2α−1(α+ 1)
(∫

S2

|A1|α Γ(ds) +
∫
S2

|B1|α Γ(ds)
)

+ α
(∫

S2

|A1| |C1|α−1 Γ(ds) +
∫
S2

|B1| |C1|α−1 Γ(ds)
)

= Mj ,

and Mj is independent of h. Now, the infinite sum under the limit in (24) converges
uniformly if the infinite sum of Mj over j ∈ N converges, which is equivalent to the



144 A. GRZESIEK AND A. WYŁOMAŃSKA

following set of conditions
+∞∑
j=0

∫
S2

|A1|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|A1| |C1|α−1 Γ(ds) < +∞,

+∞∑
j=0

∫
S2

|B1|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|B1| |C1|α−1 Γ(ds) < +∞,

(27)

which are always satisfied (see Remark C.1) and consequently the equality given in (24)
is true.

Let us now focus on part ii). Similarly, according to the dominated convergence theo-
rem, the equality given in (25) is satisfied if the integrand is dominated by an integrable
function independent of h. Let us notice that using the formulas given in (26) for a fixed
s = (s1, s2) ∈ S2 we have∣∣∣∣ |λh1A1 + λh2B1|α + |C1|α −

∣∣C1 − (λh1A1 + λh2B1)
∣∣α

λh1

∣∣∣∣
≤ (α+ 1)|λh1A1 + λh2B1|α + α|λh1A1 + λh2B1| |C1|α−1

|λh1 |

= (α+ 1)|λh1 |α−1
∣∣∣∣A1 +

(λ2

λ1

)h
B1

∣∣∣∣α + α

∣∣∣∣A1 +
(λ2

λ1

)h
B1

∣∣∣∣|C1|α−1

≤ (α+ 1)|λh1 |α−12α−1
(
|A1|α +

∣∣∣∣(λ2

λ1

)h
B1

∣∣∣∣α)+ α

(
|A1|+

∣∣∣∣∣
(
λ2

λ1

)h
B1

∣∣∣∣∣
)
|C1|α−1

≤ 2α−1(α+ 1)(|A1|α + |B1|α) + α
(
|A1| |C1|α−1 + |B1| |C1|α−1),

which is independent of h. Since the dominating function should be integrable we deduce
that for all j ∈ N the following set of conditions has to be satisfied:∫

S2

|A1|α Γ(ds) < +∞,
∫
S2

|A1| |C1|α−1 Γ(ds) < +∞,∫
S2

|B1|α Γ(ds) < +∞,
∫
S2

|B1| |C1|α−1 Γ(ds) < +∞.

Let us notice that the above conditions are satisfied since the conditions given in (27) hold.
Now, we calculate the limit of the integrand given in (25) for a fixed s = (s1, s2) ∈ S2,
namely

lim
h→+∞

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

.

Let us notice that for h→ +∞
|λh1A1 + λh2B1|α + |C1|α −

∣∣C1 − (λh1A1 + λh2B1)
∣∣α

=
∣∣λh1(A1 + (λ2/λ1)hB1

)∣∣α + |C1|α −
∣∣C1 − λh1

(
A1 + (λ2/λ1)hB1

)∣∣α
∼ |λh1 |α|A1|α + |C1|α − |C1 − λh1A1|α

and since
lim
x→0

|ax|α + |c|α − |c− ax|α

x
= αac〈α−1〉 (28)
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for 1 < α < 2 and a, c ∈ R, and λh1 → 0 for h→ +∞, we obtain

lim
h→+∞

|λh1A1|α + |C1|α − |C1 − λh1A1|α

λh1
= αA1C

〈α−1〉
1

for a fixed s = (s1, s2) ∈ S2. Now since the equalities presented in i) and ii) are true, we
obtain

lim
h→+∞

+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α
λh1

Γ(ds) = αD1, (29)

which is equivalent to the fact that
+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α Γ(ds)

∼ αD1λ
h
1 for h→ +∞, (30)

where

D1 :=
+∞∑
j=0

∫
S2

A1C
〈α−1〉
1 Γ(ds). (31)

Let us notice that the conditions given in (27) guarantee that D1 < +∞.
II) Consider the case when |λ1| < |λ2|. Similarly as above we have

+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α Γ(ds)

∼ αD2 λ
h
2 for h→ +∞, (32)

where

D2 :=
+∞∑
j=0

∫
S2

B1C
〈α−1〉
1 Γ(ds) < +∞. (33)

III) Consider the case when λ1 = −λ2 and h is even. Proceeding in the same way
as above, we obtain

+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α Γ(ds)

∼ α(D1 +D2)λh1 for h→ +∞, (34)
where

D1 +D2 =
+∞∑
j=0

∫
S2

(A1 +B1)C〈α−1〉
1 Γ(ds) < +∞.

IV) Consider the case when λ1 = −λ2 and h is odd. Similarly to the previous cases,
we have

+∞∑
j=0

∫
S2

|λh1A1 + λh2B1|α + |C1|α −
∣∣C1 − (λh1A1 + λh2B1)

∣∣α Γ(ds)

∼ α(D1 −D2)λh1 for h→ +∞, (35)
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where

D1 −D2 =
+∞∑
j=0

∫
S2

(A1 −B1)C〈α−1〉
1 Γ(ds) < +∞.

• Consider the case of the real and equal eigenvalues of the coefficient matrix Θ,
λ1 = λ2 = λ, and |λ| < 1. For the codifference CD(X1(t), X2(t− h)) given in Lemma 3.3
(see (13)) we introduce the notation

A2(s1, s2, a1, a2, λ, j) = A2 = jλj−1a1s1 − jλjs1 + λjs1 + jλj−1a2s2,

B2(s1, s2, a1, a2, λ, j) = B2 = λj−1a1s2 − λjs1 + λj−1a2s2,

C2(s1, s2, a3, a4, λ, j) = C2 = jλj−1a3s1 + jλj−1a4s2 − jλjs2 + λjs2.

(36)

Again, the above expressions will be referred to as A2, B2 and C2 to simplify the notation.
Now, the cross-codifference function CD(X1(t), X2(t− h)) given in (13) takes the form

CD(X1(t), X2(t− h))

=
+∞∑
j=0

∫
S2

(
|λhA2 + hλhB2|α + |C2|α −

∣∣C2 − (λhA2 + hλhB2)
∣∣α)Γ(ds). (37)

Now, similarly to the case of two different eigenvalues, we split the proof into two parts.
Namely, we want to show that

i) lim
h→+∞

+∞∑
j=0

∫
S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds)

=
+∞∑
j=0

lim
h→+∞

∫
S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds), (38)

ii) lim
h→+∞

∫
S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds)

=
∫
S2

lim
h→+∞

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds). (39)

To justify the equality in part i), according to the dominated convergence theorem, the
infinite sum over j has to converge uniformly. Using the inequalities given in (26) we can
show that for all j ∈ N we have∣∣∣∣∫

S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds)
∣∣∣∣

≤
∫
S2

∣∣∣∣ |λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

∣∣∣∣Γ(ds)

≤
∫
S2

(α+ 1)|λhA2 + hλhB2|α + α|λhA2 + hλhB2| |C2|α−1

|hλh|
Γ(ds)

= (α+ 1)|hλh|α−1
∫
S2

∣∣∣∣A2

h
+B2

∣∣∣∣α Γ(ds) + α

∫
S2

∣∣∣∣A2

h
+B2

∣∣∣∣ |C2|α−1 Γ(ds)
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≤ (α+ 1)|hλh|α−12α−1
∫
S2

(∣∣∣A2

h

∣∣∣α + |B2|α
)

Γ(ds) + α

∫
S2

(∣∣∣A2

h

∣∣∣+ |B2|
)
|C|α−1 Γ(ds)

≤ 2α−1(α+ 1)M
(∫

S2

|A2|α Γ(ds) +
∫
S2

|B2|α Γ(ds)
)

+ α
(∫

S2

|A2| |C2|α−1 Γ(ds) +
∫
S2

|B2| |C2|α−1 Γ(ds)
)

= Nj ,

whereM denotes the boundary of the sequence {hλh} for h ∈ N (the sequence converges).
Let us notice that Nj is independent of h. Now, the infinite sum under the limit in (38)
converges uniformly if the infinite sum of Nj over j ∈ N converges, which is equivalent
to the following set of conditions

+∞∑
j=0

∫
S2

|A2|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|A2| |C2|α−1 Γ(ds) < +∞,

+∞∑
j=0

∫
S2

|B2|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|B2| |C2|α−1 Γ(ds) < +∞.

(40)

The above conditions are always satisfied (see Remark C.1) and consequently the equality
given in (38) is true.

Let us focus on part ii). Similarly, according to the dominated convergence theorem,
the equality given in (39) is satisfied if the integrand is dominated by an integrable
function independent of h. Let us notice that using the inequalities given in (26) for a
fixed s = (s1, s2) ∈ S2 we have∣∣∣∣ |λhA2 + hλhB2|α + |C2|α −

∣∣C2 − (λhA2 + hλhB2)
∣∣α

hλh

∣∣∣∣
≤ (α+ 1)|λhA2 + hλhB2|α + α|λhA2 + hλhB2| |C2|α−1

|hλh|

= (α+ 1)|hλh|α−1
∣∣∣A2

h
+B2

∣∣∣α + α
∣∣∣A2

h
+B2

∣∣∣|C|α−1

≤ (α+ 1)|hλh|α−12α−1
(∣∣∣A2

h

∣∣∣α + |B2|α
)

+ α
(∣∣∣A2

h

∣∣∣+ |B2|
)
|C2|α−1

≤ 2α−1(α+ 1)M(|A2|α + |B2|α) + α
(
|A2| |C2|α−1 + |B2| |C2|α−1),

which is independent of h. Since the dominating function should be integrable we obtain
that for all j ∈ N the following set of conditions has to be satisfied∫

S2

|A2|α Γ(ds) < +∞,
∫
S2

|A2| |C2|α−1 Γ(ds) < +∞,∫
S2

|B2|α Γ(ds) < +∞,
∫
S2

|B2| |C2|α−1 Γ(ds) < +∞.

Let us notice that the above conditions are satisfied since the conditions given in (40) hold.
Now, we calculate the limit of the integrand given in (39) for a fixed s = (s1, s2) ∈ S2,
namely

lim
h→+∞

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

.
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Let us notice that for h→ +∞ we have
|λhA2 + hλhB2|α + |C2|α −

∣∣C2 − (λhA2 + hλhB2)
∣∣α

=
∣∣hλh(A2/h+B2)

∣∣α + |C2|α −
∣∣C2 − hλh(A2/h+B2)

∣∣α
∼ |hλh|α|B2|α + |C2|α − |C2 − hλhB2|α.

Now, using the limit given in (28) and since hλh → 0 for h→ +∞, we obtain

lim
h→+∞

|hλhB2|α + |C2|α − |C2 − hλhB2|α

hλh
= αB2C

〈α−1〉
2

for a fixed s = (s1, s2) ∈ S2. Now since the equalities in i) and ii) are true, we have

lim
h→+∞

+∞∑
j=0

∫
S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α
hλh

Γ(ds) = αD3, (41)

which is equivalent to the fact that
+∞∑
j=0

∫
S2

|λhA2 + hλhB2|α + |C2|α −
∣∣C2 − (λhA2 + hλhB2)

∣∣α Γ(ds)

∼ αD3 hλ
h for h→ +∞, (42)

where

D3 :=
+∞∑
j=0

∫
S2

B2C
〈α−1〉
2 Γ(ds). (43)

Let us notice that the conditions given in (40) guarantee that D3 < +∞.

b) Now, we examine the asymptotic behavior of CD(X1(t), X2(t+ h)) for h→ +∞.
• Let us consider the case of two different real eigenvalues of the coefficient matrix Θ,

λ1 6= λ2, and |λ1| < 1, |λ2| < 1. For the cross-codifference function CD(X1(t), X2(t+ h))
given in Lemma 3.3 (see (12)) we introduce the notation

A3(s1, s2, a3, a4, λ1, λ2, j) = A3 = −λ
j
1a3s1 + λ2λ

j
1s2 − λj1a4s2

λ2 − λ1
,

B3(s1, s2, a3, a4, λ1, λ2, j) = B3 = λj2a3s1 − λ1λ
j
2s2 + λj2a4s2

λ2 − λ1
,

C3(s1, s2, a1, a2, λ1, λ2, j) = C3

= λj1(λ2s1 − a1s1 − a2s2) + λj2(−λ1s1 + a1s1 + a2s2)
λ2 − λ1

.

(44)

Again, the above expressions will be referred to as A3, B3 and C3 to simplify the notation.
Now, we can write the formula (12) for CD(X1(t), X2(t+ h)) in the form

CD(X1(t), X2(t+ h))

=
+∞∑
j=0

∫
S2

(
|λh1A3 + λh2B3|α + |C3|α − |C3 − (λh1A3 + λh2B3)|α

)
Γ(ds). (45)
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I) Consider the case of |λ1| > |λ2|. Proceeding exactly as in a) we obtain
+∞∑
j=0

∫
S2

|λh1A3 + λh2B3|α + |C3|α −
∣∣C3 − (λh1A3 + λh2B3)

∣∣α Γ(ds)

∼ αD4 λ
h
1 for h→ +∞, (46)

where

D4 :=
+∞∑
j=0

∫
S2

A3C
〈α−1〉
3 Γ(ds) < +∞. (47)

Let us mention that to apply the dominated convergence theorem the following conditions
have to hold

+∞∑
j=0

∫
S2

|A3|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|A3| |C3|α−1 Γ(ds) < +∞,

+∞∑
j=0

∫
S2

|B3|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|B3| |C3|α−1 Γ(ds) < +∞,

(48)

which is always true (see Remark C.1).
II) Consider the case of |λ1| < |λ2|. Again, proceeding exactly as above we obtain

+∞∑
j=0

∫
S2

|λh1A3 + λh2B3|α + |C3|α −
∣∣C3 − (λh1A3 + λh2B3)

∣∣α Γ(ds)

∼ αD5 λ
h
2 for h→ +∞, (49)

where

D5 :=
+∞∑
j=0

∫
S2

B3C
〈α−1〉
3 Γ(ds) < +∞. (50)

III) Consider the case where λ1 = −λ2 and h is even. Proceeding as above we have
+∞∑
j=0

∫
S2

|λh1A3 + λh2B3|α + |C3|α −
∣∣C3 − (λh1A3 + λh2B3)

∣∣α Γ(ds)

∼ α(D4 +D5)λh1 for h→ +∞, (51)

where D4 and D5 are the constants defined in (47) and (50).
IV) Consider the case where λ1 = −λ2 and h is odd. Proceeding as above we have

+∞∑
j=0

∫
S2

|λh1A3 + λh2B3|α + |C3|α −
∣∣C3 − (λh1A3 + λh2B3)

∣∣α Γ(ds)

∼ α(D4 −D5)λh1 for h→ +∞, (52)

where D4 and D5 are defined in (47) and (50).
• Consider the case of real and equal eigenvalues of the coefficient matrix Θ,

λ1 = λ2 = λ, and |λ| < 1. For the cross-codifference function CD(X1(t), X2(t+ h)) given
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in Lemma 3.3 (see (14)) we take the notation

A4(s1, s2, a3, a4, λ, j) = A4 = jλj−1a3s1 + jλj−1a4s2 − jλjs2 + λjs2,

B4(s1, s2, a1, a2, λ, j) = B4 = λj−1a3s1 + λj−1a4s2 − λjs2,

C4(s1, s2, a3, a4, λ, j) = C4 = jλj−1a1s1 − jλjs1 + λjs1 + jλj−1a2s2.

(53)

Referring to the above expressions as A4, B4 and C4 to simplify the notation, we can
write the cross-codifference function CD(X1(t), X2(t+ h)) given in (14) in the form

CD(X1(t), X2(t+ h))

=
+∞∑
j=0

∫
S2

(
|λhA4 + hλhB4|α + |C4|α −

∣∣C4 − (λhA4 + hλhB4)
∣∣α)Γ(ds). (54)

Now, proceeding as in a) we obtain

+∞∑
j=0

∫
S2

|λhA4 + hλhB4|α + |C4|α −
∣∣C4 − (λhA4 + hλhB4)

∣∣α Γ(ds)

∼ αD6 hλ
h for h→ +∞, (55)

where

D6 :=
+∞∑
j=0

∫
S2

B4C
〈α−1〉
4 Γ(ds) < +∞. (56)

Similarly as above, to apply the dominated convergence theorem the following conditions
have to hold

+∞∑
j=0

∫
S2

|A4|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|A4| |C4|α−1 Γ(ds) < +∞,

+∞∑
j=0

∫
S2

|B4|α Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|B4| |C4|α−1 Γ(ds) < +∞,

(57)

which is always satisfied (see Remark C.1).

Appendix B: Proof of Lemma 4.2
a) First, we examine the asymptotic behavior of CV(X1(t), X2(t− h)) for h→ +∞.
• Consider the case of two different real eigenvalues of the coefficient matrix Θ,

λ1 6= λ2, and |λ1| < 1, |λ2| < 1. By using the notation introduced in (22) the cross-
covariation function CV(X1(t), X2(t− h)) given in Lemma 3.4 (see (15)) can be written
in the form

CV(X1(t), X2(t− h)) = λh1D1 + λh2D2, (58)

where D1 and D2 are specified in (31) and (33), respectively. The formula given in (58)
directly leads to the expressions given in Lemma 4.2.
• Consider the case of the real and equal eigenvalues of the coefficient matrix Θ,

λ1 = λ2 = λ, and |λ| < 1. By using the notation introduced in (36) the cross-covariation
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function CV(X1(t), X2(t − h)) given in Lemma 3.4 (see (17)) can be written in the
following form

CV(X1(t), X2(t− h)) = λhE3 + hλhD3, (59)

where D3 is given in (43) and

E3 =
+∞∑
j=0

∫
S2

A2C
〈α−1〉
2 Γ(ds).

Similarly to the previous case, the formula given in (59) directly leads to the expression
given in Lemma 4.2.

b) Now, we examine the asymptotic behavior of CV(X1(t), X2(t+ h)) for h→ +∞.
• Let us consider the case of two different real eigenvalues of the coefficient matrix Θ,

λ1 6= λ2, and |λ1| < 1, |λ2| < 1. Taking the notation introduced in (44) the cross-
covariation function CV(X1(t), X2(t+ h)) given in Lemma 3.4 (see (16)) can be written
in the form

CV(X1(t), X2(t+ h)) =
+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉 Γ(ds). (60)

I) Let us consider the case of |λ1| > |λ2|. Now, similarly as in Lemma 4.1, we split
the proof into two parts. Namely, we show that

i) lim
h→+∞

+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds)

=
+∞∑
j=0

lim
h→+∞

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds), (61)

ii) lim
h→+∞

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds)

=
∫
S2

lim
h→+∞

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds). (62)

At first, let us focus on part i). According to the dominated convergence theorem, the
equality given in (61) is true if the infinite sum over j converges uniformly. Let us notice
that using the following inequality true for all n,m ∈ R, 1 < α < 2

|n+m|α−1 ≤ |n|α−1 + |m|α−1 (63)

one can show that for all j ∈ N we have∣∣∣∣∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds)
∣∣∣∣ ≤ ∫

S2

∣∣∣∣C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉

∣∣∣∣Γ(ds)

≤
∫
S2

|C3| |A3λ
h
1 +B3λ

h
2 |α−1

|λh1 |α−1 Γ(ds) =
∫
S2

|C3| |λh1 |α−1
∣∣A3 +B3(λ2/λ1)h

∣∣α−1

|λh1 |α−1 Γ(ds)

=
∫
S2

|C3|
∣∣A3 +B3(λ2/λ1)h

∣∣α−1 Γ(ds)
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≤
∫
S2

|C3|
(
|A3|α−1 + |B3|α−1∣∣(λ2/λ1)h

∣∣α−1)Γ(ds)

≤
∫
S2

|C3| |A3|α−1 Γ(ds) +
∫
S2

|C3| |B3|α−1 Γ(ds) = Kj

and Kj is independent of h. Now, the infinite sum under the limit in (61) converges
uniformly if the infinite sum of Mj over j ∈ N converges, which is equivalent to the
following conditions

+∞∑
j=0

∫
S2

|C3| |A3|α−1 Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|C3| |B3|α−1 Γ(ds) < +∞, (64)

which are always satisfied (see Remark C.1) and thus the equality given in (61) is true. Let
us focus on part ii). According to the dominated convergence theorem, the equality given
in (62) is satisfied if the integrand is dominated by an integrable function independent
of h. Using the formula given in (63) for a fixed s = (s1, s2) ∈ S2 we obtain∣∣∣∣C3(A3λ

h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉

∣∣∣∣ ≤ |C3| |A3λ
h
1 +B3λ

h
2 |α−1

|λh1 |α−1

=
|C3| |λh1 |α−1

∣∣A3 +B3(λ2/λ1)h
∣∣α−1

|λh1 |α−1 ≤ |C3|
(
|A3|α−1 + |B3|α−1∣∣(λ2/λ1)h

∣∣α−1)
≤ |C3| |A3|α−1 + |C3| |B3|α−1

which is independent of h. Now, since the dominating function should be integrable we
obtain the following conditions for all j ∈ N∫

S2

|C3| |A3|α−1 Γ(ds) < +∞,
∫
S2

|C3| |B3|α−1 Γ(ds) < +∞.

Let us notice that the above conditions are satisfied since the conditions given in (64) hold.
Now, we calculate the limit of the integrand given in (62) for a fixed s = (s1, s2) ∈ S2,
namely

lim
h→+∞

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 = lim
h→+∞

C3
(
A3 +B3(λ2/λ1)h

)〈α−1〉 = C3A
〈α−1〉
3 .

Now, since the equalities presented in i) and ii) are true, we obtain

lim
h→+∞

+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉

(λh1 )〈α−1〉 Γ(ds) = D7. (65)

which is equivalent to the fact that
+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉 Γ(ds) ∼ D7 (λh1 )〈α−1〉 for h→ +∞, (66)

where

D7 :=
+∞∑
j=0

∫
S2

C3A
〈α−1〉
3 Γ(ds). (67)

Let us notice that the conditions given in (64) guarantee that D7 < +∞.
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II) Consider the case of |λ1| < |λ2|. Proceeding in the same way as above, we have
+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉 Γ(ds) ∼ D8 (λh2 )〈α−1〉 for h→ +∞, (68)

where

D8 :=
+∞∑
j=0

∫
S2

C3B
〈α−1〉
3 Γ(ds) < +∞. (69)

III) Consider λ1 = −λ2 and even h. In this case we obtain
+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉 Γ(ds) = D10 (λh1 )〈α−1〉, (70)

where

D10 =
+∞∑
j=0

∫
S2

C3(A3 +B3)〈α−1〉 Γ(ds) < +∞. (71)

IV) Consider λ1 = −λ2 and odd h. Similarly to the previous case, we have
+∞∑
j=0

∫
S2

C3(A3λ
h
1 +B3λ

h
2 )〈α−1〉 Γ(ds) = D11 (λh1 )〈α−1〉, (72)

where

D11 =
+∞∑
j=0

∫
S2

C3(A3 −B3)〈α−1〉 Γ(ds). (73)

• Consider the case of the real and equal eigenvalues of the coefficient matrix Θ,
λ1 = λ2 = λ, and |λ| < 1. Using the notation introduced in (53) the cross-covariation
function CV(X1(t), X2(t+ h)) given in Lemma 3.4 (see (18)) can be expressed as follows

CV(X1(t), X2(t+ h)) =
+∞∑
j=0

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉 Γ(ds). (74)

Now, similarly to the previous case we split the proof into two parts, namely we show
that

i) lim
h→+∞

+∞∑
j=0

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds)

=
+∞∑
j=0

lim
h→+∞

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds), (75)

ii) lim
h→+∞

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds)

=
∫
S2

lim
h→+∞

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds). (76)
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Now, according to the dominated convergence theorem, the equality corresponding to the
part i), given in (75), is satisfied if the infinite sum over j ∈ N converges uniformly. Using
inequality (63) one can show that for all j ∈ N∣∣∣∣∫

S2

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds)
∣∣∣∣ ≤ ∫

S2

∣∣∣∣C4
(
A4λ

h +B4hλ
h
)〈α−1〉

(hλh)〈α−1〉

∣∣∣∣Γ(ds)

≤
∫
S2

|C4||A4λ
h +B4hλ

h|α−1

|hλh|α−1 Γ(ds) =
∫
S2

|C4| |hλh|α−1|A4/h+B4|α−1

|hλh|α−1 Γ(ds)

=
∫
S2

|C4| |A4/h+B4|α−1 Γ(ds) ≤
∫
S2

|C4|
(
|A4/h|α−1 + |B4|α−1)Γ(ds)

≤
∫
S2

|C4| |A4|α−1 Γ(ds) +
∫
S2

|C4||B4|α−1 Γ(ds) = Lj

and Lj is independent of h. Therefore, the infinite sum under the limit in (75) converges
uniformly if the infinite sum of Lj over j ∈ N converges, which is equivalent to the
following conditions

+∞∑
j=0

∫
S2

|C4| |A4|α−1 Γ(ds) < +∞,
+∞∑
j=0

∫
S2

|C4| |B4|α−1 Γ(ds) < +∞, (77)

which are always satisfied (see Remark C.1). Now, since the equality given in (75) is true,
we consider part ii). Similarly, according to the dominated convergence theorem, the
equality given in (76) is satisfied if the integrand is dominated by an integrable function
independent of h. Again, by using the formula given in (63) for a fixed s = (s1, s2) ∈ S2
we have ∣∣∣∣C4(A4λ

h +B4hλ
h)〈α−1〉

(hλh)〈α−1〉

∣∣∣∣ ≤ |C4| |A4λ
h +B4hλ

h|α−1

|hλh|α−1

= |C4| |hλh|α−1|A4/h+B4|α−1

|hλh|α−1 ≤ |C4|
(
|A4/h|α−1 + |B4|α−1)

≤ |C4| |A4|α−1 + |C4| |B4|α−1,

which is independent of h. Now, the fact that the dominating function should be integrable
leads to the following conditions for all j ∈ N∫

S2

|C4| |A4|α−1 Γ(ds) < +∞,
∫
S2

|C4| |B4|α−1 Γ(ds) < +∞,

which are satisfied since conditions (77) hold. Now, we calculate the limit of the integrand
given in (76) for a fixed s = (s1, s2) ∈ S2, namely

lim
h→+∞

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 = lim
h→+∞

C4(A4/h+B4)〈α−1〉 = C4B
〈α−1〉
4 .

Finally, since the equalities presented in i) and ii) are true, we have

lim
h→+∞

+∞∑
j=0

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉

(hλh)〈α−1〉 Γ(ds) = D9, (78)
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which is equivalent to the fact that
+∞∑
j=0

∫
S2

C4(A4λ
h +B4hλ

h)〈α−1〉 Γ(ds) ∼ D9 (hλh)〈α−1〉 for h→ +∞, (79)

where

D9 :=
+∞∑
j=0

∫
S2

C4B
〈α−1〉
4 Γ(ds). (80)

Let us notice that conditions (77) guarantee that D9 < +∞.

Appendix C

Remark C.1. Let us notice that since the moduli of Ai, Bi, Ci for i = 1, 2, 3, 4 can be
bounded above either byM max(|λ1|, |λ2|)j or byM max j(|λ1|, |λ2|)j , where the constant
M is independent of j and max(|λ1|, |λ2|) < 1, and since the spectral measure is finite,
i.e. Γ(S2) < +∞, all conditions given in the proofs of Lemmas 4.1 and 4.2, see (27), (48),
(64), (40), (57) and (77), are satisfied for any spectral measure Γ(·).
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