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Abstract. We obtain an algebraic interpretation by means of the Picard-Vessiot theory of a
result by Ziglin about the self-intersection of complex separatrices of time-periodically perturbed
one-degree of freedom complex analytical Hamiltonian systems.

1. Introduction. Let there be given a one-degree of freedom real-analytic Hamil-
tonian system XH0 with Hamiltonian H0(x, y), a hyperbolic equilibrium point and a
particular integral curve Γ0 : (x0(t), y0(t)) asymptotic to the equilibrium point. For
instance, Γ0 can be a homoclinic integral curve. The problem considered is to study
the integrability of this system under small periodic perturbations. More concretely, we
consider a real-analytic Hamiltonian H(x, y, t, ε) = H0(x, y) + εH1(x, y, t) + h.o.t.(ε),
where ε is a small parameter and H depends periodically on t. A very effective tool to
study the integrability of the perturbed system for sufficiently small ε is the so-called
Poincaré-Arnold-Melnikov integral ([14, 1, 11])

µ(t0) :=
∫ ∞

−∞
{H0, H1} (x0(t), y0(t), t+ t0) dt,

where {, } denotes the Poisson bracket, i.e., {f, g} = ∂f
∂x

∂g
∂y −

∂f
∂y

∂g
∂x . When the function

µ(t0) has simple zeros, the stable and unstable separatrices of the perturbed Hamiltonian
system intersect transversally and this is an obstruction to the complete integrability of
the system by means of analytical first integrals.

Now we consider the extension of system XH to the complex domain by extending all
the variables (including time) to the complex plane. It was observed that there are some
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relation between the Poincaré-Arnold-Melnikov method and the branching of the solution
of the perturbed system in complex time [15, 6]. In particular, Ziglin roughly proved
that, for perturbations of a 1-degree of freedom Hamiltonian systems, if the Poincaré-
Arnold-Melnikov integral computed along some closed loop in the complex time plane
has simple zeros, then the separatrix self-intersects transversally (see next section for a
precise statement). The objective of this note is to give an algebraic interpretation of
this result in the context of the Picard-Vessiot theory of linear differential equations. We
essentially prove that, under some assumptions, the above condition about the Poincaré-
Arnold-Melnikov integral given by Ziglin can be interpreted by the fact that the Galois
group of the perturbed variational equation along the integral curve Γ0 is non-abelian.
This result is similar to a joint result of the author with Ramis [13] stating that a
necessary condition for integrability is that the identity component of the Galois group
of the variational equation (along a particular integral curve) must be abelian (see section
5 below).

2. Ziglin’s theorem about the splitting of separatrices. Let M0 be a two-
dimensional complex analytic symplectic manifold and XH0 a complex holomorphic
Hamiltonian field on M0 with Hamiltonian H0. Locally, in symplectic coordinates, H0 is
a function of x, y ∈ C2. Assume that the corresponding Hamiltonian system

ẋ =
∂H0

∂y
, ẏ = −∂H0

∂x
(1)

has a hyperbolic equilibrium point (x0, y0), i.e., the eigenvalues ±λ of the linear part of
XH0 at (x0, y0) have non-zero real parts. Then system (1) has a separatrix

Γ0 : (x0(t), y0(t)), lim
t→∞

x0(t) = x0, lim
t→∞

y0(t) = y0.(2)

We assume that the functions x0(t), y0(t) are meromorphic in t ∈ C. Let

H(x, y, t, ε) = H0(x, y) + εH1(x, y, t) + h.o.t.(ε)

be a meromorphic small (complex) perturbation of H0. Furthermore we assume that H
is periodic in t with real period 2π. This function H is defined over M = M0 × F2π,
where F2π = C/2πZ is the Riemann surface defined by the period. In general, we write
Fω = C/ωZ for the Riemann surface defined by a period ω ∈ C. The Hamiltonian system
defined by H = H(x, y, θ) over M is given by

ẋ =
∂H

∂y
, ẏ =

−∂H
∂x

, θ̇ = 1, (x, y, θ) ∈M.(3)

It is convenient to consider the unperturbed system (1) as defined over M , i.e., given
by the direct product of (1) and θ̇ = 1:

ẋ =
∂H0

∂y
, ẏ =

−∂H0

∂x
, θ̇ = 1, (x, y, θ) ∈M.(4)

For ε = 0, system (3) reduces to system (4) and it has a hyperbolic 2π-periodic orbit
Π0 : (x0, y0, θ = t (mod 2π)). It is well-known that, for small |ε|, system (3) has also a 2π-
periodic solution Πε : (xp(t, ε), yp(t, ε), θ = θ0 +t(mod 2π)), such that (xp(t, 0), yp(t, 0)) =
(x0, y0). Then we define the (stable) complex separatrix Λ+

ε of system (3) as the set of
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integral curves of (3) asymptotic to Πε as t → ∞. For fixed ε, it is a two-dimensional
complex surface. This separatrix can have transverse self-intersections.

We recall that in the real case the separatrices can not have transverse self-inter-
sections, transverse intersections can only occur between the stable and unstable sep-
aratrices. For real Hamiltonian systems, the existence of such transverse orbits is one
of the typical ingredients of chaotic behavior and is an obstruction to the existence of
an additional analytical first integral. Ziglin proved that, for complex Hamiltonian sys-
tems, the existence of transverse self-intersections for separatrices is also an obstruction
to the integrability of system (3); a sufficient condition for this behavior is given by the
Poincaré-Arnold-Melnikov integral computed along closed paths.

The unperturbed separatrix is given by Λ+
0 = Γ0 × F2π. It is foliated by the 1-

parameter family of integral curves

Γθ0 : (x0(t), y0(t), t+ θ0),(5)

θ0 ∈ F2π (the parameter is θ0).
Let γ : [0, 1]→ C be a closed path in the complex plane, with γ(0) = γ(1) ∈ R ⊂ C.

We define the function on F2π

µ(θ0) :=
∫

γ

{H0, H1} (x0(t), y0(t), t+ θ0) dt.(6)

This is the Poincaré-Arnold-Melnikov integral in this context. Then

Theorem 1 ([15]). If the function µ(θ0) has a simple zero, then for sufficiently small
|ε| 6= 0, the separatrix Λ+

ε has a transversal self-intersection and system (3) has no
additional holomorphic first integral.

If we consider system (3) as a family of two-degrees of freedom Hamiltonian systems
(the conjugated canonical variable to t is the energy), then the conclusion of Ziglin’s
theorem is that, for |ε| 6= 0 small, these systems are not completely integrable with
holomorphic first integrals.

3. Galois differential approach. We assume that the reader is familiar with the
main facts about the Picard-Vessiot theory of linear differential equations [5, 8, 9, 10].

Along the rest of this note we assume that the meromorphic functions x0(t), y0(t)
are periodic in the imaginary direction with period iω. Then x0(t), y0(t) ∈ M(Fiω) the
field of meromorphic functions over the Riemann surface defined by the period iω. We
remark that this assumption is always satisfied if Γ0 is an homoclinic orbit. It is so
because essentially, as t → ±∞ along the real line, the dominant part of x0(t), y0(t) is
given by exponentials and the period is ω = Re( 2π

|λ| ), where ±λ are the eigenvalues of the
hyperbolic equilibrium point (x0, y0) (see [16] for details).

The Poincaré-Arnold-Melnikov method is usually based on the variation of constants
formula applied to the perturbed variational equation, along the unperturbed 1-parameter
family of integral curves Γθ0 (see [7]). We are going to study the differential Galois group
of this equation.
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The perturbed variational equation (PV E) of (3) along Γθ0 is given by

d

dt




ξ

η

ν


 =




H0xy H0yy H1y

−H0xx −H0xy −H1x

0 0 0






ξ

η

ν


 ,(7)

where for simplicity we write H0xy , H0yy, H0xx, H1y, H1x for the restrictions of these
functions to Γθ0 , i.e., H0xy = H0xy(x0(t), y0(t)), H0yy = H0yy(x0(t), y0(t)), H0xx =
H0xx(x0(t), y0(t)), H1y = H1y(x0(t), y0(t), t), H1x = H1x(x0(t), y0(t), t+ θ0).

We remark that equation (7) is a homogeneous linear differential equation equivalent
to the more classical (PV E) written as an order-two linear inhomogeneous equation

d

dt

(
ξ

η

)
=
(

H0xy H0yy

−H0xx −H0xy

)(
ξ

η

)
+
(

H1y

−H1x

)
,(8)

see [7, 1]. The homogeneous part of (8) is the variational equation of the integrable
unperturbed system (1) along Γ0.

A key point in any application of the Picard-Vessiot theory is the choice of the coef-
ficient field K. In order to simplify this choice we assume that the functions x0(t), y0(t)
belong to the differential field C(e2πt/ω) and also that the perturbation H1 depends on
x, y as a rational function and on t as a rational function in eit. In general, the above
assumptions are sufficient for the applications. Under these assumptions we can take K
as C(e2πt/ω, eit). Then it is clear that K is a differential field and that the coefficients
of equation (7) belong to this field.

For a given θ0, the Picard-Vessiot extension of (7) is given by K ⊂ Lθ0 := K(u11, . . .

. . . , u33), where U(t) := (uij(t)), i, j = 1, 2, 3, is a fundamental matrix of (7). We write
Gal(PV E) for the Galois group of this extension, i.e., Gal(PV E) = Gal(Lθ0/K).

A fundamental matrix of (7) is given by

U =




U0 U0
∫
U−1

0

(
H1y

−H1x

)
dt

0 0 1


 ,(9)

where U0 is a fundamental matrix of the homogeneous part of equation (8)

d

dt

(
ξ

η

)
=
(

H0xy H0yy

−H0xx −H0xy

)(
ξ

η

)
:= A

(
ξ

η

)
.(10)

The coefficients of this equation are in C(e2πt/ω) ⊂ C(e2πt/ω, eit) = K.
A fundamental matrix of (10) is

U0 =
(

H0y a

−H0x b

)
,(11)

where a and b are given by quadratures of functions in C(e2πt/ω). Indeed, equation (10)
is the variational equation of the integrable system (1) along Γ0. It is well-known that a
particular solution of (10) is the Hamiltonian field along Γ0, (H0y,−H0x), then we can
find the other independent solution by quadratures. Furthermore, the matrix U0 can be
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chosen as a symplectic matrix, i.e., det(U0) = 1, by the Hamiltonian structure of equation
(10) (see [13, 12]).

We remark that this is a very particular case of the process of reduction of the varia-
tional equation to the normal variational equation [13, 12]. Let us make the computations
explicit. We consider a canonical change of variables (change of the symplectic frame)
U0 = PV0, where V0 is another fundamental system of (10)), with

P :=

(
H0y 0
−H0x

1
H0y

)
.

We observe that P is a symplectic matrix with coefficients in K; hence the new
differential system will be equivalent to (10); in particular, their Picard-Vessiot extensions
are the same and their Galois groups are isomorphic.

The new matrix of the system is given by

P−1(AP − Ṗ ) =

(
0 H0yy

H2
0y

0 0

)
.

Then we obtain

U0 = PV0 =

(
H0y 0
−H0x

1
H0y

)(
1 δ

0 1

)
=

(
H0y H0yδ

−H0x
1
H0y
−H0xδ

)
,(12)

where δ = δ(t) :=
∫
H0yy
H2

0y
(x0(t), y0(t))dt. As usual in differential algebra, we write

∫
H0yy
H2

0y
(x0(t), y0(t))dt for any primitive of the function H0yy

H2
0y

(x0(t), y0(t)).

The Picard-Vessiot extension of (10) is given by a quadrature

K ⊂ L1 = K (δ) .

We need two more assumptions. First, we assume that the general solution of equation
(10) is uniform in t. By the above analysis this is equivalent to the uniformity of the
function δ = δ(t). That means that the residues of the function H0yy

H2
0y

(x0(t), y0(t) are
zero. Generically this is always satisfied. For instance, in the case when the general
solution of system (1) is uniform (because the solution of (10) are derivatives of solutions
of (1)) or in the case when the Hamiltonian H0 is a natural mechanical system H0 =
1
2y

2 + V (x) (because H0yy
H2

0y
(x0(t), y0(t)) = 1

y2
0

has poles of multiplicity at least two at

points of zero velocity). We remark that in this case L1 ⊂ M(C), where M(C) is the
field of meromorphic functions over C.

Furthermore, we assume that L1 6= K, i.e., δ 6∈ K. As H0yy
H2

0y
(x0(t), y0(t)) ∈ C(e2πt/ω),

this condition can be checked by the fact that the integral along the period iω must be
non-zero. Then, by the standard exponential change, it turns into a non-zero residue of
a rational function at the origin.

Under these assumptions we have that the Galois group of (10) is the additive group
Gal(L1/K) = Ga = (C,+). In the representation given by the fundamental matrix (12)
we write it as {(

1 λ

0 1

)
: λ ∈ C

}
.(13)
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Now we observe that (for a fixed θ0), using (11) and det U0 = 1, the quadratures of
the third column in the fundamental matrix (9) are given by

∫
U−1

0




H1y

−H1x


 dt =




∫
(H1y

H0y
− δ{H0, H1})(x0(t), y0(t), t+ θ0)dt

∫
{H0, H1}(x0(t), y0(t), t+ θ0)dt


 .

We denote µθ0 = µθ0(t) :=
∫
{H0x, H0y}(x0(t), y0(t), t + θ0)dt and κθ0 = κθ0(t) =∫

(H1y

H0y
− δ{H0, H1})(x0(t), y0(t), t + θ0)dt. Then we observe that the Poincaré-Arnold-

Melnikov integral µ(θ0), as defined in section 2, is given by the monodromy of the function
µθ0 around the closed loop γ, i.e., the difference between two determinations of the
function µθ0 .

The Picard-Vessiot extension given by the above quadratures is

L1 ⊂ L1(µθ0) := L2 ⊂ L2(κθ0) = Lθ0 .

The Galois groupGal(L2/L1) is non-trivial if and only if µθ0 6∈L1 and thenGal(L2/L1)
= Ga = (C,+).

Now we need an elementary result about unipotent groups of complex matrices in
dimension 3 which we state as a lemma for future reference.

Lemma 1. Let

G =








1 λ α

0 1 µ

0 0 1


 : λ ∈ C, pj(λ, µ, α) = 0, for some pj ∈ C[X,Y, Z]





be an algebraic subgroup of the group U3 of upper triangular complex unipotent 3 × 3
matrices. Let G1 be the quotient group of G given by the classes of matrices

G1 =








1 λ ∗
0 1 µ

0 0 1





 .

Then the following conditions are equivalent:

a) G is not abelian.
b) λ and µ are algebraically independent.
c) dim G1 = 2.

Proof. As usual, we denote by Ga the additive group (C,+). We define the morphism
of algebraic groups

ψ : G→ G2
a,




1 λ α

0 1 µ

0 0 1


 7→ (λ, µ).

We observe that this morphism is well-defined because it is given by the restriction to G
of the corresponding morphism on U3. If µ depends on λ, µ = µ(λ), then µ(λ) = aλ, for
a fixed a ∈ C, because µ(λ1 + λ2) = µ(λ1) + µ(λ2). In this case the group G is abelian.
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Conversely, if µ and λ are independent then we can find matrices

g =




1 λ α

0 1 µ

0 0 1


 , g′ =




1 λ′ α′

0 1 µ′

0 0 1




in G such that λµ′ 6= λ′µ, i.e., the matrices g and g′ do not commute. We have proved
that a) and b) are equivalent.

The equivalence of b) and c) follows easily from the isomorphism G1 = G/ker ψ ≈
ψ(G), because the algebraic independence of λ and µ is equivalent to ψ(G) = G2

a.

We remark that from the proof of Lemma 1 it also follows that if any of the conditions
a)–c) is satisfied then G = U3, because if ker ψ is trivial then G ≈ G2

a, in contradiction
with the fact that G is non-abelian.

Now we apply the above lemma to equation (7). In the representation given by (9),
the Galois group of (7) is given by a group Gal(PV E) = G and G1 = Gal(L2/K) =
Gal(PV E)/Gal(Lθ0/L1), with the same notations of Lemma 1. Then L1 = L2 (i.e.,
µθ0 ∈ L1) if and only if the Galois group Gal(PV E) of equation (7) is abelian, because
the dimension of the group G1 is equal to the degree of transcendence of the purely
transcendental extension L2/L1; and this degree is 1 or 2, if and only if, L2 = L1 or
L2 6= L1, respectively.

The connection with the Poincaré-Arnold-Melnikov integral along a closed loop as
studied by Ziglin, formula (6), follows from a simple remark: for any fixed θ0, a necessary
condition for µθ0 ∈ L1 ⊂ M(C) (i.e., for Gal(PV E) to be abelian) is that the function
µθ0 must be uniform in t ∈ C. So the function µ(θ0) must be identically zero.

Problem. Is the above necessary condition a sufficient condition for Gal(PV E) to
be abelian? If the answer to this question is positive, then the function µ(θ0) gives a
characterization for the Galois group of the (PV E) to be abelian.

We have proved the following theorem:

Theorem 2. Let K := C(e2πt/ω, eit) be the differential field of coefficients of the
(PV E) (equation (7)), δ :=

∫
H0yy
H2

0y
(x0(t), y0(t))dt and

L1 := K(δ), µθ0 :=
∫
{H0, H1}(x0(t), y0(t), t+ θ0)dt.

Then, under the assumptions (1)–(3) below, a necessary and sufficient condition for the
Galois group of the (PV E) to be abelian, for a given θ0 ∈ F2π, is that µθ0 ∈ L1. Moreover,
a necessary condition for the abelianity of the above Galois group is that the Poincaré-
Arnold-Melnikov integral µ(θ0) must be identically zero over F2π.

For the sake of convenience we summarize here the assumptions imposed on system
(3) along this section:

Assumption (1). The functions x0(t), y0(t) belong to the field C(e2πt/ω) and the per-
turbation Hamiltonian H1 depends on x, y as a rational function with complex coefficients
and on t as a rational function in eit.
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Assumption (2). The general solution of equation (10) is single-valued in t, i.e.,
δ ∈M(C).

Assumption (3). δ 6∈ K.

4. Example. The undamped Duffing equation is defined by the Hamiltonian ([7],
p. 191)

H = H0 + εH1 =
y2

2
− x2

2
+
x4

4
− εx cos θ.(14)

The Hamiltonian H0 has the homoclinic orbit y2 = x2 − x4/2, i.e.,

Γ0 : (x0(t), y0(t)) =
( √

2
cosh t

,−
√

2 sinh t

cosh2 t

)
.(15)

We observe that Assumption (1) is satisfied.
The variational equation of the unperturbed system (10) is given here by

ξ̈ +
(
−1 +

6

cosh2 t

)
ξ = 0.(16)

Now we study the Picard-Vessiot extension K ⊂ L1 of (16):

δ =
∫
H0yy

H2
0y

(x0(t), y0(t))dt =
∫

1
y0(t)2 dt =

cosh3 t

4 sinh t
+

3
4
t− 3

4
cosh t.

As δ is meromorphic in the complex plane, but δ 6∈ K = C(et, eit), Assumptions (2) and
(3) are satisfied and L1 = C(et, eit, t).

The Poincaré-Arnold-Melnikov integral is given here by

µ(θ0) = −
√

2
∫

γ

sinh t

cosh2 t
cos(θ0 + t)dt = 2

√
2π sin

(
πi

2
+ θ0

)
,(17)

where γ is a loop around the pole t = iπ/2.
As µ(θ0) is not identically zero, the Galois group of the perturbed variational equation

of this system is not abelian.
We remark that µ(θ0) has simple zeros and by Theorem 1, the perturbed separatrix

self-intersects transversally.

5. Final remarks

5.1. The motivation for Lemma 1 comes from some discussions with Bertrand. In
the paper [3] he studies the radical unipotent of the Galois group of linear differential op-
erators given as products of t completely reducible operators. A generalization of Lemma
1 for arbitrary t is implicit in this reference (see Lemma 1.1 and the proof of Theorem
3.2 in [3]) and, for a special case with t = 3, a criterion of abelianity is explicitly given
in Theorem 3 of this reference (our Lemma 1 corresponds to cases i) and ii) of Theorem
3 in [3]). See also [4].

5.2. We remark the possibility of generalizing our approach to the Poincaré-Arnold-
Melnikov integral to more degrees of freedom using some results of Goriely and Tabor
[6]. These authors studied the relation between the splitting of real separatrices of the
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perturbed system, given by the usual real Poincaré-Arnold-Melnikov integral along a
homoclinic orbit, and the branching of solutions in complex time.

5.3. It is clear that in the context of Theorem 2, if the function µ(θ0) has simple
zeros, then it is not identically zero. Hence, the condition for non-abelianity is stronger
that the condition for the self-intersection of separatrices as given by Ziglin in Theorem
1. However, if the function µ(θ0) has simple zeros, then the unperturbed system is not
integrable by holomorphic first integrals. We conjectured that the more general condition
of non-abelianity of the Galois group of (7) is also a sufficient condition for the non-
integrability of system (3).

The above conjecture should be considered in the context of some kind of generaliza-
tion of the following joint result of Ramis and the author.

Consider a complex analytic symplectic manifold M of dimension 2n and let XH be an
analytic Hamiltonian system defined on M . Let Γ be the Riemann surface corresponding
to an integral curve C defined by z = z(t) (which is not an equilibrium point) of XH .
Then we can obtain the variational equation (VE)

η̇ = X ′H(z(t))η

along Γ. The coefficient field of this system is defined as the field of meromorphic functions
M(Γ) over some completion Γ of Γ: essentially we add the singular points and (perhaps)
points at the infinity (for more details see [13] or [12]).

Then, in the above situation, we have proved in [13] the following result:

Theorem 3. Assume that there are n meromorphic first integrals of XH in involution
and independent in a neighborhood of the curve C in M , not necessarily on C itself. Then
the identity component G0 of the Galois group G of the (VE) is an abelian subgroup of
the symplectic group.

We observe that up to now in all the applications of the above theorem only the normal
variational equation (NVE) is used. The (NVE) is obtained from the (VE) by a reduction
process ([13] and [12]). Here, we have to consider the complete (VE). Furthermore, in the
proof of the above theorem, it was proved that when the identity component of the Galois
group of (VE) along Γ is not abelian then the Hamiltonian system has not a complete
set of meromorphic integrals in involution a neighborhood of Γ.

The (possible) connection of Theorem 3 with the Poincaré-Arnold-Melnikov method
is as follows. First, we observe that the Galois group of equation (7) is connected, i.e., G =
G0. Now we can embed system (3) in an autonomous 3-degrees of freedom Hamiltonian
system XH , by considering the energy e and the parameter ε as new variables (they are
two first integrals in involution of this new system), i.e., H(x, y, θ, e, ε, p) := H(x, y, θ, ε)−
e, where p is the canonical conjugate variable of ε (a cyclic variable). This system is very
degenerate: it splits in a two degrees of freedom Hamiltonian system which contains
system (3) and a trivial 1-degree of freedom Hamiltonian system in the variables (ε, p).
Then the PVE is contained in the VE along the integral curve (5).

If we apply Theorem 3 to the Hamiltonian H(x, y, θ, e, ε, p) along the integral curve
(5), in general, we do not obtain a non-integrability criterion as in Theorem 1. This is
due to the fact that, for general systems, the Riemann surface associated to Γθ0 , for a
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fixed θ0, is the complex plane. Then the coefficient field is M(Γθ0) = M(C), and the
only contribution to the Galois group comes from the monodromy given by the Poincaré-
Arnold-Melnikov integral. In other words, with the notation of section 3, L1 is contained
in the coefficient field of the variational equation. This happens, for instance, in the
example of section 4. In order to bring Theorem 1 into this picture, it seems necessary to
generalize Theorem 3 to larger dynamical objects than integral curves, i.e., to singular
Lagrangian manifolds.

For some particular systems it is possible to prove the equivalence of Theorems 2
and 3 (and, hence, the link between Theorems 1 and 3). For instance, in the case when
the perturbation H1 depends on time as an elliptic function with real period 2π and
with the same imaginary period iω as the unperturbed separatrix Γ0. Then the Riemann
surface of the integral curve is given by the cylinder Fiω, and the monodromy group of
the variational equation is generated by two kinds of monodromies: one of them given by
the monodromy along the imaginary period and the other one by the Poincaré-Arnold-
Melnikov integral µ(θ0). For example, the Hamiltonian system defined by H = 1

2y
2 −

2π2

ω2 x
2 + 1

2x
3 + εy ℘′(t)℘(t) , where ℘ is the Weierstrass elliptic function of periods 2π and iω,

satisfy this condition; we leave the details to the reader.
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