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Abstract. We present recent existence results of small amplitude periodic and quasi-periodic

solutions of completely resonant nonlinear wave equations. Both infinite-dimensional bifurcation

phenomena and small divisors difficulties occur. The proofs rely on bifurcation theory, Nash–

Moser implicit function theorems, dynamical systems techniques and variational methods.

1. Free vibrations. We consider first completely resonant autonomous wave equations

like
{

utt − uxx + f(x, u) = 0

u(t, 0) = u(t, π) = 0
(1)

where the nonlinearity

f(x, u) = ap(x)up + O(up+1), p ≥ 2, (2)

vanishes at least quadratically at u = 0.

Equation (1) is an infinite-dimensional Hamiltonian system possessing an elliptic equi-

librium at u = 0. Any solution v =
∑

j≥1 aj cos(jt+ θj) sin(jx) of the linearized equation
{

utt − uxx = 0

u(t, 0) = u(t, π) = 0
(3)

is 2π-periodic in time. For this reason, equation (1)–(2) is called a completely resonant

PDE.

Question. Does there exist periodic solutions of the nonlinear equation (1)–(2) close to

u = 0?
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For finite-dimensional Hamiltonian systems, existence of periodic solutions close to

a completely resonant elliptic equilibrium has been proved by Weinstein, Moser and

Fadell–Rabinowitz. The proofs are based on the classical Lyapunov–Schmidt decompo-

sition which splits the problem into (i) the range equation, solved through the standard

implicit function theorem, (ii) the bifurcation equation, solved via variational arguments.

To extend these results for completely resonant Hamiltonian PDEs like (1)–(2), the

main difficulties to be overcome are (i) a “small divisors problem” which prevents, in gen-

eral, to use the implicit function theorem to solve the range equation; (ii) the presence of

an infinite-dimensional bifurcation equation: which solutions v of the linear equation (3)

can be continued to solutions of the nonlinear equation (1)?

The “small divisors problem” (i) arises as follows. Since equation (1) is autonomous,

the frequency ω of the periodic solution is not a priori fixed. We introduce ω as a free

parameter looking for 2π-periodic solutions of
{

ω2utt − uxx + f(x, u) = 0

u(t, 0) = u(t, π) = 0.

The eigenvalues of the linear operator

Lω := ω2∂tt − ∂xx

in a space of functions u(t, x), 2π-periodic in time and valued in H1
0 (0, π) (because of

Dirichlet boundary conditions) are

σ(Lω) ≡
{

−ω2l2 + j2, l ∈ Z, j ≥ 1
}

. (4)

Therefore, for almost every ω ∈ R, the spectrum σ(Lω) accumulates to 0, implying

that the inverse L−1
ω is unbounded and the standard implicit function theorem is not

applicable.

The first existence results of small amplitude periodic solutions of (1)–(2) have been

obtained in [5] and in [20] (with periodic boundary conditions) for a zero measure set of

frequencies such that σ(Lω) does not accumulate to zero and so the small divisor problem

(i) does not appear. The bifurcation equation (problem (ii)) is solved for f = u3 + O(u5)

finding periodic solutions which are non-degenerate (i.e. the linearized equation has not

non-trivial periodic solutions with the same period, see also Step 3 below).

In [8]–[9], for the same zero measure set of frequencies, existence and multiplicity

of periodic solutions has been proved for any nonlinearity f(u). The novelty of [8]–[9]

was to solve the infinite-dimensional bifurcation equation via a variational principle at

fixed frequency which, jointly with min-max arguments (the mountain pass theorem of

Ambrosetti–Rabinowitz), enables to find solutions of (1) as critical points of the La-

grangian action functional.

We now want to consider the small divisors problem (i) to find periodic solutions of

(1)–(2) for asymptotically full measure sets of frequencies. Previous results in this direc-

tion have been obtained in [14] (for periodic spatial boundary conditions) and in [18] with

the Lindsted series method, for f = u3 + h.o.t.. Again the dominant term u3 guarantees

a non-degeneracy property.
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With the rescaling u → δu, δ > 0, we obtain
{

ω2utt − uxx + εg(δ, x, u) = 0

u(t, 0) = u(t, π) = 0
(5)

where

ε := δp−1 and g(δ, x, u) :=
f(x, δu)

δp
= ap(x)up + δap+1(x)up+1 + . . . .

We look for solutions of (5) in the Hilbert algebra (σ > 0, s > 1/2)

Xσ,s :=
{

u =
∑

l≥0

cos(lt)ul(x) : ul ∈ H1
0 (0, π), ‖u‖2

σ,s :=
∑

l≥0

e2σ|l|(l2s + 1)‖ul‖2
H1 < +∞

}

of 2π-periodic, even, σ-analytic in time functions valued in H1
0 (0, π) (we can look for even

solutions because equation (1) is reversible).

The solutions of the linear equation (3) that belong to H1
0 (T× (0, π),R) and are even

in time form the infinite-dimensional linear space

V :=
{

v =
∑

l≥1

cos(lt)ul sin(lx) :
∑

l≥1

l2|ul|2 < +∞
}

. (6)

We implement the Lyapunov–Schmidt reduction according to the orthogonal decompo-

sition

Xσ,s = (V ∩ Xσ,s) ⊕ (W ∩ Xσ,s)

where

W :=
{

w =
∑

l≥0

cos(lt)wl(x) ∈ X0,s such that

∫ π

0

wl(x) sin(lx) = 0
}

.

Projecting (1), setting u = v+w, v ∈ V , w ∈ W , and imposing the “frequency-amplitude”

relation
ω2 − 1

2
= s∗ε

with s∗ = ±1 to be chosen later (see (10)), yields






−∆v = s∗ΠV g(δ, x, v + w) bifurcation equation

Lωw + εΠW g(δ, x, v + w) = 0 range equation
(7)

where ∆v := vxx + vtt and ΠV , ΠW denote the projectors respectively on V and W .

Since V is infinite-dimensional a serious difficulty arises in the application of the

method of [17]: if v ∈ V ∩ Xσ,s then the solution w(δ, v) of the range equation, obtained

with any Nash–Moser iteration scheme will have a lower regularity, e.g. w(δ, v) ∈ Xσ/2,s.

Therefore, in solving next the bifurcation equation substituting w = w(δ, v), the best

estimate we can obtain is v ∈ V ∩Xσ/2,s+2 which makes the scheme incoherent. In [17] this

problem does not arise since, if we deal with non-resonant PDEs like utt−uxx +a1(x)u =

f(x, u), the bifurcation equation is finite-dimensional.

We overcome this difficulty thanks to a reduction to a finite-dimensional bifurcation

equation on a subspace of V of dimension N independent of ω. Let us decompose

V = V1 ⊕ V2
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where






V1 :=
{

v ∈ V : v(t, x) =
∑N

l=1 cos(lt)ul sin(lx)
}

“low Fourier modes′′

V2 :=
{

v ∈ V : v(t, x) =
∑

l>N cos(lt)ul sin(lx)
}

“high Fourier modes′′.

By setting v := v1 + v2, v1 ∈ V1, v2 ∈ V2, system (7) is equivalent to














−∆v1 = s∗ΠV1
g(δ, x, v1 + v2 + w) (Q1)

−∆v2 = s∗ΠV2
g(δ, x, v1 + v2 + w) (Q2)

Lωw + εΠW g(δ, x, v1 + v2 + w) = 0 range equation

(8)

where ΠVi
: Xσ,s → Vi (i = 1, 2) denote the projectors on Vi.

Step 1: Solution of the (Q2)-equation. Thanks to the compactness of (−∆)−1, the

solution v2(δ, v1, w) ∈ V2∩Xσ,s+2 of the (Q2)-equation is found by a contraction mapping

argument provided N is large enough and 0 < σ ≤ σ̄ is small enough, depending only on

the nonlinearity f . To clarify this point note that the 0th order bifurcation equation

−∆v = s∗ΠV

(

ap(x)vp
)

(9)

(obtained by setting δ = 0 in the bifurcation equation) is the Euler Lagrange equation of

Φ0(v) :=
‖v‖2

H1

2
− s∗

∫

Ω

ap(x)
vp+1

p + 1
, Ω := T × (0, π),

where ‖v‖2
H1 =

∫

Ω
v2

t + v2
x. If we take

s∗ =











1 if ∃v ∈ V such that

∫

Ω

ap(x)vp+1 > 0

−1 if ∃v ∈ V such that

∫

Ω

ap(x)vp+1 < 0
(10)

Φ0 possesses a non-trivial mountain pass critical set K which is compact for the

H1-topology [8]. N must be chosen large enough depending only on K: heuristically

N must be taken large enough so that the majority of the H1-norm of the elements of K
is “concentrated” on the first N Fourier modes.

Step 2: Solution of the range equation. We find next a solution w(δ, v1) ∈ W ∩Xσ̄/2,s

of the range equation by means of a Nash–Moser Implicit Function Theorem for (δ, v1)

belonging to some Cantor-like set B∞ of parameters. To understand how the Cantor set

B∞ arises, we recall that the core of any Nash–Moser convergence method (based on

Newton’s iteration scheme) is the proof of the invertibility of the linearized operators

obtained at a given stage of the Nash–Moser iteration. Restrictions on (δ, v1) arise im-

posing that their eigenvalues (which are dense on R as the spectrum σ(Lω) in (4)) are

sufficiently different from zero to control the norm of their inverses and to obtain the

convergence of the iterative scheme.

Our approach to invert the linearized operators is different than in [17] and works

also for not odd nonlinearities f with low spatial regularity, unlike [17] works only for f

odd and analytic in (x, u).

Step 3: solution of the (Q1)-equation. Every solution v ∈ V of the 0th order bifur-

cation equation (9) which is non-degenerate, i.e. KerΦ′′
0(v) = {0}, can be continued to
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a solution of (1) for an asymptotically full measure set of frequencies. Indeed, under

this non-degeneracy condition, there is a C∞-curve δ 7→ v1(δ) ∈ V1, v1(0) = ΠV1
v, of

solutions of the finite-dimensional (Q1)-equation which intersects transversally—and so

in a asymptotically full measure set—the Cantor set B∞ where also the range equation

was solved. This non-degeneracy condition (analogue to the KAM-Arnold condition) has

been verified in [10], [2] for nonlinearities like in (11) and it is difficult to check, if ever

true, for a general nonlinear term ap(x)up for any p.

Finally we prove

Theorem 1.1 ([10]). Assume that

f(x, u) =















a2u
2 +

∑

k≥4 ak(x)uk, a2 6= 0

a3(x)u3 +
∑

k≥4 ak(x)uk, 〈a3〉 := π−1
∫ π

0
a3(x) 6= 0

a4u
4 +

∑

k≥8 ak(x)uk, a4 6= 0

(11)

where ak(x) ∈ H1(0, π) satisfy
∑

k ‖ak‖H1ρk < ∞ for some ρ > 0. Then, s > 1/2 being

given, there exist δ0 > 0, σ̄ > 0 and a C∞-curve [0, δ0) ∋ δ 7→ u(δ) ∈ Xσ̄/2,s with the

following properties :

(i)
∥

∥u(δ) − δv
∥

∥

σ̄/2,s
= O(δ2) for some v ∈ V ∩ Xσ̄,s, v 6= 0;

(ii) there exists a Cantor set C ⊂ [0, δ0) of asymptotically full measure, i.e.

lim
η→0+

meas(C ∩ (0, η))

η
= 1,

such that, for each δ ∈ C, u(δ)(ω(δ)t, x) is a 2π/ω(δ)-periodic solution of (1) with

ω(δ) =















√
1 − 2δ2

√

1 + 2δ2sign〈a3〉
√

1 − 2δ6.

We want next to relax the non-degeneracy condition finding solutions of the finite-

dimensional bifurcation equation through variational methods. This allows to deal with

more general nonlinearities.

The big difficulty is that, in the degenerate case, v1(δ) could vary in a highly irregular

way as δ → 0, and could belong, for each δ, to the complementary of the Cantor set B∞

where the range equation was solved (actually Bc
∞ is even arcwise connected!). This is

the common difficulty in applying variational methods in a problem with small divisors.

To have a sufficiently good control on how v1(δ) varies with δ (we prove in [11] that it

is sufficient that δ 7→ δmv1(δ) is a BV function for some m > 0) we use ideas related to the

Struwe “monotonicity method” [25] for families of functionals possessing the mountain

pass geometry and we get the BV dependence for parameter depending nonlinearities

(arbitrarily close to ap(x)up)

f(x, u, λ) = ap(x)up +

M
∑

i=1

λibi(x)uqi + r(x, u), qi > p, (12)

where r(x, u) :=
∑

k>p ak(x)uk satisfies ‖r‖ρ :=
∑

k>p ‖ak‖H1ρk < ∞ for some ρ > 0.
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Theorem 1.2 ([11]). For any q > p there exist M integer exponents(1) q ≤ q1 ≤ . . . ≤
qM and coefficients b1, . . . , bM ∈ H1(0, π) such that, for any r(x, u) =

∑

k>p rk(x)uk

with ‖r‖ρ < 1, for almost every parameter λ = (λ1, . . . , λM ), |λ| ≤ 1, equation (1) with

nonlinearity f(λ, x, u) like in (12) possesses small amplitude periodic solutions for an

asymptotically full measure Cantor set of frequencies ω close to 1.

We remark that, since qi > p, the nonlinearities λibi(x)uqi (as well as r(x, u) =

O(up+1)) do not change the 0th-order bifurcation equation (9), which keeps being possibly

degenerate. Actually, since qi > q can be arbitrarily large, we are adding arbitrarily small

corrections bi(x)uqi = o(up) for u → 0. Moreover, given ap(x)up, bi(x)uqi , Theorem

1.2 holds for any nonlinear term ‖r‖ρ < 1, only with a change of the full measure set

of parameters λ. Furthermore the finite set of bi(x), qi can be taken the same for ap

in a neighbourhood of a given āp in H1(0, π). For these reasons Theorem 1.2 can be

interpreted as a genericity result in the sense of “Lebesgue measure” (it is much stronger

than a density result), in the vector space of nonlinearities

F :=
{

f(x, u) := ap(x)up +
∑

k>p

fk(x)uk, fk(x) ∈ H1(0, π), ‖f‖ρ :=
∑

k≥p

‖fk‖H1ρk < ∞
}

,

see [11] for details.

2. Forced vibrations. We consider now the existence problem of periodic solutions for

completely resonant forced wave equations like
{

utt − uxx = εf(t, x, u)

u(t, 0) = u(t, π) = 0
(13)

where the nonlinear forcing term

f(t + T, x, u) = f(t, x, u)

is T -periodic in time and ε is a small parameter. Hence we have to look for T -periodic

solutions of (13).

Clearly it makes a big difference if the forcing frequency ω := T/2π satisfies

(i) ω ∈ Q or (ii) ω ∈ R \ Q.

The second case (ii) leads to a small divisor problem similar to the one considered in

the previous section, see e.g. [21], [3] and references therein. On the contrary, here we

investigate the case (i) which leads to completely different phenomena, for example when

T = 2π. (14)

The main difficulty for proving existence of solutions of (13)–(14) for ε 6= 0 is now to

solve the infinite-dimensional bifurcation equation which exhibits an intrinsic lack of

compactness (while the range equation is now easily solved).

The first breakthrough regarding problem (13)–(14) was achieved by Rabinowitz

in [23] where existence and regularity of solutions was proved for strongly monotone

(1) M depends in general on q. Furthermore we could choose q < q1 < . . . < qM with strict

inequality.
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nonlinearities (∂uf)(t, x, u) ≥ β > 0. Subsequently, Rabinowitz [24] was able to prove

existence of weak solutions of (13) for weakly monotone nonlinearities like f(t, x, u) =

u2k+1 +G(t, x, u) where G(t, x, u2) ≥ G(t, x, u1) if u2 ≥ u1. Concerning regularity, Brézis

and Nirenberg [15] proved—but only for strongly monotone nonlinearities—that any L∞-

solution of (13) is smooth, even in the non-perturbative case ε = 1, whenever f is smooth.

Without monotonicity, Willem [26], Hofer [19] and Coron [16] have considered

f = g(u) + h(t, x), ε = 1, with g(u) satisfying suitable linear growth conditions. Ex-

istence of weak solutions is proved, in [26], [19], for a set of h dense in L2, although

without explicit criteria that characterize such h. The infinite-dimensional bifurcation

problem is overcome by assuming non-resonance hypothesis between the asymptotic be-

haviour of g(u) and the spectrum of the D’Alembertian. On the other side, Coron [16]

finds weak solutions assuming additional symmetries and restricting to subspaces where

the kernel of the d’Alembertian reduces to 0.

In [6]–[7] existence and regularity of solutions of (13) have been proved for a large

class of non-monotone forcing terms f(t, x, u). Let us present these results. We look for

solutions u of (13) in the Banach space

E := H1(Ω) ∩ C
1/2
0 (Ω), Ω := T × (0, π) (15)

where C
1/2
0 (Ω) is the space of the 1/2-Hölder continuous functions which are zero at

x = 0, x = π, endowed with its natural norm ‖u‖E := ‖u‖H1(Ω) + ‖u‖C1/2(Ω).

Critical points of the Lagrangian action functional Ψ ∈ C1(E,R)

Ψ(u) :=

∫

Ω

[u2
t

2
− u2

x

2
+ εF (t, x, u)

]

dt dx

where F (t, x, u) :=
∫ u

0
f(t, x, ξ) dξ are weak solutions of (13).

For ε = 0, the critical points of Ψ in E form the subspace V = N ∩ H1(Ω) where

N :=
{

v = v̂(t + x) − v̂(t − x) : v̂ ∈ L2(T) and

∫ 2π

0

v̂(s) ds = 0
}

.

Here we represent the solutions of (3) in D’Alembertian form as a linear superposition of

two waves travelling in opposite directions with the same speed (it is equivalent to the

Fourier representation in (6)).

Define N⊥ := {h ∈ L2(Ω) :
∫

Ω
hv = 0 ∀v ∈ N}.

Theorem 2.1 ([6]–[7]). Let f(t, x, u) = βu2k + h(t, x) with h ∈ N⊥ and h(t, x) > 0 (or

h(t, x) < 0) a.e. in Ω. Then

(i) (Existence) For ε small enough, there is at least one weak solution u ∈ E of (13)

with ‖u‖E ≤ C|ε|.
(ii) (Regularity) If h ∈ Hj(Ω) ∩ Cj−1(Ω) then u ∈ Hj+1(Ω) ∩ Cj

0(Ω).

We deal with more general nonlinearities in Theorems 2, 3 of [6]. We remark, however,

that the assumption h ∈ N⊥ is not of technical nature: if h /∈ N⊥, periodic solutions

of (13) do not exist in any fixed ball {‖u‖L∞ ≤ R} for ε small.

Remark 2.1 (Multiplicity [6]). There exist infinitely many h ∈ N⊥ for which equa-

tion (13) with f = βu2k + h(t, x) has at least 3 solutions.
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To find critical points of Ψ : E → R we perform a Lyapunov–Schmidt reduction,

decomposing

E = V ⊕ W

where W := E ∩ N⊥. Setting u = v + w, v ∈ V , w ∈ W , and denoting by ΠN and ΠN⊥

the projectors onto N and N⊥ respectively, we see that problem (13) is equivalent to
{

ΠNf(v + w) = 0 bifurcation equation

w = εL−1ΠN⊥f(v + w) range equation

where L−1 : N⊥ → N⊥ denotes the inverse of the D’Alembertian operator.

We find a solution w := w(v, ε) ∈ W of the range equation satisfying ‖w(v, ε)‖E

= O(ε) by the standard implicit function theorem since L−1 acting on W is a compact

operator for the assumption T = 2π (actually ‖L−1f‖E ≤ C‖f‖L2 , ∀f ∈ L2, and this

motivates the choice of the space E in (15)).

There remains the infinite-dimensional bifurcation equation

ΠNf(v + w(v, ε)) = 0

which is the Euler–Lagrange equation of the reduced Lagrangian action functional

Φ : V 7→ R Φ(v) := Ψ(v + w(v, ε)) .

Since Φ lacks compactness properties, we cannot rely on critical point theory, unlike the

autonomous case considered in the previous section (where the term ‖v‖2
H1 is present).

We attempt to minimize Φ, but we do not try to apply the direct methods of the calculus

of variations because Φ will not be convex (being f non-monotone). We minimize Φ

constrained in B̄R :=
{

‖v‖H1 ≤ R
}

. By standard compactness arguments Φ attains

minimum at, say, v̄ ∈ B̄R and we can only conclude the variational inequality

DvΦ(v̄)[ϕ] =

∫

Ω

f(v̄ + w(v̄, ε))ϕ ≤ 0 (16)

for any admissible variation ϕ ∈ V , i.e. such that v̄ + θϕ ∈ BR, ∀θ < 0 sufficiently small.

The heart of the existence proof of Theorem 2.1 is to obtain, choosing suitable ad-

missible variations the a priori estimate ‖v̄‖H1 < R∗ for some R∗ > 0, i.e. to show

that v̄ is an inner minimum point of Φ in BR∗ (the strong monotonicity assumption

(∂uf)(t, x, u) ≥ β > 0 would allow here to get such a priori estimate by arguments

similar to [23]).

To understand the difficulty, let consider the particular nonlinearity f = u2 + h(t, x).

The even term u2 does not give any contribution into the variational inequality (16) for

ε = 0 because
∫

Ω

(

v̄2 + h(t, x)
)

ϕ = 0, ∀ϕ ∈ V

since h ∈ N⊥ and
∫

Ω
v̄2ϕ ≡ 0. Therefore we have to develop (16) at higher orders in ε,

obtaining

0 ≥
∫

Ω

2v̄ϕ w(v̄, ε) + O(w2(v̄, ε)) =

∫

Ω

ε 2v̄ϕL−1(h + v̄2) + O(ε2) (17)

because w(v̄, ε) = εL−1(v̄2 + h) + o(ε) (by v̄2, h ∈ N⊥).
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We now sketch how (17) allows to prove an L2-estimate for v̄. Inserting ϕ := v̄ in (17)

we get
∫

Ω

Hv̄2 + v̄2L−1v̄2 ≤ O(ε) (18)

where H is a weak solution of (∂tt − ∂xx)H = h which verifies H(t, x) > 0 in Ω

(H exists by the “maximum principle” proposition of [6]). The first term in (18) sat-

isfies the coercivity inequality
∫

Ω

Hv2 ≥ c(H)

∫

Ω

v2, ∀ v ∈ V (19)

for some c(H) > 0, which is not trivial because H vanishes at the boundary. Indeed,

(19) holds for the travelling wave form v = v̂(t + x)− v̂(t − x) of the functions of V .

The second term
∫

Ω
v̄2L−1v̄2 ≥ 0 (by the “maximum principle”) and (18)–(19) provide

‖v̄‖L2 = O(ε). Next, the L∞ and H1-estimate (independent of R) for v̄ are obtained

inserting admissible variations ϕ inspired to [23] into (17) and using inequalities similar

to (19).

The regularity of the solution u in Theorem 2.1-(ii)—not obvious for non-monotone

nonlinearities—is proved using similar techniques (inspired, as in [23], to elliptic regularity

theory).

3. Quasi-periodic solutions. We consider now the existence problem of small ampli-

tude quasi-periodic solutions for completely resonant forced wave equations like
{

utt − uxx + f(ω1t, u) = 0

u(t, x) = u(t, x + 2π)
(20)

where the nonlinear forcing term

f(ω1t, u) = a(ω1t)u
2d−1 + O(u2d), d > 1,

is 2π/ω1-periodic in time. The main difficulty is (jointly to a small divisor problem) to un-

derstand from which solutions of the linear equation (3) quasi-periodic solutions branch-

off, since all the solutions of (3) are 2π-periodic. For completely resonant autonomous

PDEs, existence of quasi-periodic solutions with 2-frequencies has been recently obtained

in [22], [1] for f = u3 + O(u5).

In [12]–[13] existence of quasi-periodic solutions with two frequencies ω1, ω2 has been

proved for the completely resonant forced equation (20) in both the cases

(i) ω1 ∈ Q (ii) ω1 ∈ R \ Q.

We present below only the case (i) when ω1 enters in resonance with the linear frequency 1.

We look for quasi-periodic solutions of (20) of the form

u(t, x) = U(ω1t, ω2t + x) (21)

with frequencies (ω1, ω2) = (ω1, 1 + ε) and U in the Banach algebra

Hσ,s :=
{

U(ϕ) =
∑

l∈Z2

Ûle
il·ϕ : Û∗

l = Û−l and |U |σ,s :=
∑

l∈Z2

|Ûl|e|l2|σ[l1]
s < +∞

}
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where [l1] := max{|l1|, 1}, σ > 0, s ≥ 0. We assume that

(H)

f(ϕ1, u) =
∞
∑

k=2d−1

ak(ϕ1)u
k, d ∈ N+, d > 1 and ak(ϕ1) ∈ H1(T) verify,

for some r > 0,
∞
∑

k=2d−1

|ak|H1rk < ∞. The function f(ϕ1, u) is not

identically constant in ϕ1.

Theorem 3.1 ([12]–[13]). Let ω1 = n/m ∈ Q. Assume (H) and a2d−1(ϕ1) 6= 0 for each

ϕ1 ∈ T. Let Bγ be the uncountable zero-measure Cantor set

Bγ :=
{

ε ∈ (−ε0, ε0) : |l1 + εl2| >
γ

|l2|
∀l1, l2 ∈ Z \ {0}

}

where 0 < γ < 1/6. There exist σ̄ > 0, s̄ > 2, ε̄ > 0, such that |ε|γ−1 ≤ ε̄/m2 for

all ε ∈ Bγ, equation (20) admits a small amplitude quasi-periodic solution u(t, x) =

U(ω1t, x + ω2t), U(ϕ) ∈ Hσ̄,s̄, with two frequencies (ω1, ω2) = (n/m, 1 + ε), of the form

u(t, x) = |ε|1/(2(d−1))
[

q+(x + (1 + ε)t) + q−((1 − ε)nt − nx)
]

+ O
( m2

γω3
1

|ε|(2d−1)/(2(d−1))
)

where q+, q− are suitable 2π-periodic σ̄-analytic functions.

At the first order the quasi-periodic solution u is the linear superposition of two waves

travelling in opposite directions (in general, both q+, q− are non-trivial) with speeds 1+ε

and −1 + ε.

As we said, the main difficulty to prove Theorem 3.1 is to find out from which solutions

of the linear equation (3) quasi-periodic solutions of (20) branch-off, i.e. to find q+, q−.

This requires to solve an infinite-dimensional bifurcation equation which cannot be solved

in general by o.d.e. techniques (it is a system of integro-differential equations). However,

exploiting the variational nature of (20) the bifurcation problem reduces—like in the

previous sections—to find critical points of a reduced Lagrangian action functional. In

this case such a functional possesses the infinite-dimensional linking geometry of the

theorem of Benci–Rabinowitz. A suitable variation of this theorem (required by the fact

that the reduced functional is defined only in a neighbourhood of the origin) enables to

find out the (analytic) bifurcation solutions q+, q−.

If ω1 is irrational (case (ii)) the bifurcation of quasi-periodic solutions looks quite

different, see Theorem B of [12]. Finally we remark that, imposing ω1/ω2 =

ω1/(1 + ε) ∈ Q, we obtain also periodic solutions with large minimal period which are

reminiscent, in this completely resonant context, of the Birkhoff–Lewis periodic orbits

accumulating at the origin, see [4].
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