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1. Introduction. In this paper we consider the extensively studied problem

(Pε,k)







−∆u = up + εk(x)u in Ω,

u > 0 in Ω,

u|∂Ω = 0

where Ω is a smooth bounded domain in RN , N ≥ 4, p = (N + 2)/(N − 2) is the critical

Sobolev exponent, ε > 0 and k ∈ C2(Ω) is a given function.

We are interested in the asymptotic behavior of blowing up solutions to (Pε,k) as

ε→ 0.

Note that when Ω is star-shaped (with respect to 0), the Pohozaev identity yields the

nonexistence of solutions to (Pε,k) if k(x) + 1
2x · ∇k(x) ≤ 0 for any x ∈ Ω.

On the other hand, solutions to (Pε,k) on a general domain can be obtained by solving

the constrained minimization problem

Sε,k = inf
u∈H1

0 (Ω)
‖u‖Lp+1(Ω)=1

{
∫

Ω

|∇u|2dx− ε

∫

Ω

k(x)u2dx

}

. (1.1)

Let S denote the best Sobolev constant. Let ε > 0 be sufficiently small so that the operator

−∆−εk(x) is coercive onH1
0 (Ω) (for example, it would be enough that 0 < ε < (1−C)λ1(Ω)

‖k‖L∞(Ω)

for some constant 0 < C < 1, here λ1(Ω) denotes the first eigenvalue of −∆ acting on

H1
0 (Ω)). Then, Brezis and Nirenberg proved that the conditions

(1) k(x) > 0 somewhere on Ω,

(2) Sε,k < S,
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(3) Sε,k is achieved

are equivalent ([2], see also [1]).

From now on, we assume the condition (1), thus the existence of a minimizer u0
ε of

Sε,k is assured. We may assume u0
ε > 0 by considering |u0

ε| if necessary. Sε,k is positive

when ε > 0 small, thus the Lagrange multiplier rule and elliptic regularity assure that

uε = (Sε,k)
N−2

4 u0
ε (1.2)

is a smooth solution to (Pε,k). We call (uε) the least energy solutions to the problem

(Pε,k).

In the following we consider only least energy solutions obtained by the method of

Brezis and Nirenberg.

Note that the least energy solutions (uε) is also a minimizing sequence for the Sobolev

best constant S, by the fact that Sε,k = S + o(1) as ε → 0. Thus, by [3] Lemma I.1

and [7], it is known that (uε) concentrate at one point of Ω: There exist λε > 0 with

λε → 0 (ε → 0) and aε ∈ Ω with λε/dist(aε, ∂Ω) → 0 (ε → 0) such that, by choosing a

subsequence if necessary, aε → a∞ ∈ Ω and

‖∇(uε − αNPUλε,aε
)‖L2(Ω) → 0, where αN = (N(N − 2))

N−2
4 , (1.3)

|∇uε|
2 ∗
⇀ S

N
2 δa∞

(1.4)

in the sense of Radon measures of Ω as ε → 0, where δa∞
is a Dirac mass at a∞ ∈ Ω.

Here for λ > 0 and a ∈ Ω, PUλ,a(x) denotes the projection of Uλ,a to H1
0 (Ω) defined by

PUλ,a = Uλ,a − ϕλ,a ∈ H1
0 (Ω) where ϕλ,a is the harmonic extension of Uλ,a|∂Ω to Ω,

Uλ,a(x) =

(

λ

λ2 + |x− a|2

)

N−2
2

, x ∈ RN ,

is the unique (up to translation and dilation) positive solution of −∆U = N(N − 2)Up

in RN .

Concentration phenomena in elliptic problems involving critical Sobolev exponents

like (Pε,k) are now widely studied. For the special case of k ≡ 1, see [4], [7], [8] and [9].

The Robin function of the domain plays an important role in these studies. Han and Rey

showed that if (uε) is a family of solutions of (Pε,1) which concentrate at a point a∞ ∈ Ω

in the sense of (1.4), then a∞ is interior of Ω and is a critical point of the (positive) Robin

function

R(a) = H(a, a), a ∈ Ω,

where H(x, a) is the regular part of the Green’s function G(x, a),

H(x, a) =
1

(N − 2)ωN
|x− a|2−N −G(x, a),

here ωN is the (N − 1) dimensional volume of SN−1. By the maximum principle and the

Harnack inequality, we have

C1 ≤ R(a)(dist(a, ∂Ω))N−2 ≤ C2 (1.5)
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for some C1, C2 > 0 independent of a ∈ Ω. Thus R(a) → ∞ as a → ∂Ω. More precisely,

we know

R(an) =
1

(N − 2)ωN

(

1

2dn

)N−2

+ o

(

1

dN−2
n

)

as dn = dist(an, ∂Ω) → 0 by ([8, (2.8)]).

Later in [9], it is proved that any blow up point of least energy solutions is a minimum

point of the Robin function on general bounded domains in RN, N ≥ 4.

Recently, Molle and Pistoia [6] studied a more general problem,

(P q
ε,k)







−∆u = up + εk(x)uq in Ω,

u > 0 in Ω,

u|∂Ω = 0

where q ≥ 1 if N ≥ 5, q > 1 if N = 4 and q 6= p.

They showed that if (uε) is a family of solutions of (P q
ε,k) which concentrate at a point

a∞ ∈ Ω (interior point) in the sense of (1.3), then a∞ is a critical point of the function

ψq(a) = k(a){R(a)}
q−p
2 , a ∈ Ω.

In addition,

• k(a∞) > 0 if q < p (subcritical perturbation), and

• k(a∞) < 0 if q > p (supercritical perturbation).

Furthermore, they showed the existence of a family of solutions of (P q
ε,k) which con-

centrates at some point in Ω as ε → 0. Especially, if q < p and maxΩ k > 0, then there

exists a family of solutions which concentrates at a maximum point of the function ψq.

Now, our main result in this note is the following

Theorem 1.1. Let N ≥ 4. Assume that Ω+ := {a ∈ Ω : k(a) > 0} 6= φ. Let (uε) be a

family of least energy solutions obtained by the method of Brezis-Nirenberg and a∞ ∈ Ω

be a blow-up point of (uε) in the sense of (1.3). Then

(1) a∞ ∈ Ω+, and

(2) a∞ maximizes the function ψ1(a) = k(a){R(a)}
−2

N−2 , a ∈ Ω+:

ψ1(a∞) = max
a∈Ω+

ψ1(a).

Mainly, our proof is almost the same as in [9] in which we treated the case when

k ≡ 1, and the argument there originates from [5]. But there is also some improvement

compared to the former calculations in [9].

2. Asymptotic behavior of Sε,k. In this section, we will obtain an asymptotic formula

of Sε,k as ε→ 0.

For a given sequence εn → 0, let u0
εn

be a positive minimizer for (1.1) and define

vn = S
N−2

4 u0
εn
.

Then we see that vn and uεn
have the same concentration point a∞ and |∇vn|

2dx
∗
⇀

S
N
2 δa∞

in the sense of measures on Ω.
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Now, by a result of Rey ([8, Proposition 2]), we know there exists (αn, λn, an) ∈

R+ × R+ × Ω such that

vn = αnPUλn,an
+ wn (2.1)

holds true for n large, where

αn → αN = (N(N − 2))
N−2

4 ,

an → a∞,

λn

dn
→ 0 where dn = dist(an, ∂Ω),

wn ∈ Eλn,an
,

wn → 0 in H1
0 (Ω)

as n→ ∞. Here for λ > 0 and a ∈ Ω, we set PUλ,a = Uλ,a −ϕλ,a ∈ H1
0 (Ω) where ϕλ,a is

the harmonic extension of Uλ,a|∂Ω to Ω, and

Eλ,a =

{

w ∈ H1
0 (Ω) : 0 =

∫

Ω

∇w · ∇PUλ,a dx

=

∫

Ω

∇w · ∇

(

∂

∂ai
PUλ,a

)

dx (i = 1, · · · , N)

=

∫

Ω

∇w · ∇

(

∂

∂λ
PUλ,a

)

dx

}

.

Note that the estimate

‖ϕλn,an
‖L∞(Ω) = O

(

λ
N−2

2
n

dN−2
n

)

(2.2)

holds by the maximum principle for harmonic functions and

ϕλn,an
(an) = (N − 2)ωNλ

N−2
2

n R(an) +O

(

λ
N+2

2
n

dN
n

)

(2.3)

by [8, Proposition 1].

Let

Jn,k =

∫

Ω

|∇vn|
2dx− εn

∫

Ω

k(x)v2
ndx. (2.4)

Then Sεn,k = S1−N
2 Jn,k, so in the following we calculate Jn,k by using the expression

(2.1).

The first lemma concerns the H1
0 norm of the main part and is well known, see [9].

Lemma 2.1. Let N ≥ 4. We have
∫

Ω

|∇PUλn,an
|2 dx = N(N − 2)A− (N − 2)2ω2

NR(an)λN−2
n +O

(

λN
n

dN
n

∣

∣

∣

∣

log

(

λn

dn

)∣

∣

∣

∣

)

as n→ ∞, where

A =

∫

RN

Up+1
1,0 dx =

Γ(N/2)

Γ(N)
πN/2.

Next we will prove
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Lemma 2.2 (Asymptotic behavior of L2 norm of the main part). When N ≥ 5, we

have
∫

Ω

k(x)PU2
λn,an

dx = k(an)ωNCNλ
2
n + o(λ2

n) as n→ ∞,

where

CN =

∫ ∞

0

sN−1

(1 + s2)N−2
ds =

Γ(N
2 )Γ(N−4

2 )

2Γ(N − 2)
.

When N = 4, we have
∫

Ω

k(x)PU2
λn,an

dx = k(an)ω4λ
2
n| log λn| +O

(

λ2
n

dn
| log λn|

1/2

)

+O

(

λ2
n

d2
n

)

as n→ ∞.

Proof. We extend PUλn,an
and ϕλn,an

to RN by setting PUλn,an
= 0 and ϕλn,an

=

Uλn,an
, respectively, in RN \ Ω.

First we treat the case N ≥ 5. We have
∫

Ω

k(x)PU2
λn,an

dx =

∫

Ω

k(x)U2
λn,an

dx+

∫

Ω

k(x)ϕ2
λn,an

dx

+ O

((
∫

Ω

U2
λn,an

dx

)1/2( ∫

Ω

ϕ2
λn,an

dx

)1/2)

. (2.5)

We easily see
∫

Ω

U2
λn,an

dx = O

(
∫

RN

U2
λn,an

dx

)

= O(λ2
n). (2.6)

When N ≥ 5, we can check that
∫

Ω

ϕ2
λn,an

dx = O

(

λN−2
n

dN−4
n

)

. (2.7)

Indeed, we represent the integral as
∫

Ω

ϕ2
λn,an

dx =

∫

Bdn (an)

ϕ2
λn,an

dx+

∫

Ω\Bdn (an)

ϕ2
λn,an

dx.

Now,
∫

Bdn (an)

ϕ2
λn,an

dx = O(‖ϕλn,an
‖2

L∞(Ω) · vol(Bdn
(an)))

= O

((

λ
N−2

2
n

dN−2
n

)2

· dN
n

)

= O

(

λN−2
n

dN−4
n

)

by (2.2), and
∫

Ω\Bdn (an)

ϕ2
λn,an

dx = O

(
∫

RN\Bdn (an)

U2
λn,an

dx

)

= O

(
∫ ∞

dn

(

λn

λ2
n + r2

)N−2

rN−1 dr

)

= O

(

λN−2
n

dN−4
n

)

,

since 0 < ϕλn,an
< Uλn,an

in Ω and ϕλn,an
= Uλn,an

on RN \ Ω. Thus we obtain (2.7).
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By (2.6) and (2.7), we have

∫

Ω

k(x)ϕ2
λn,an

dx+O

((
∫

Ω

U2
λn,an

dx

)1/2( ∫

Ω

ϕ2
λn,an

dx

)1/2)

= o(λ2
n).

Now, we estimate the term
∫

Ω
k(x)U2

λn,an
dx. We split the integral as

∫

Ω

k(x)U2
λn,an

dx =

∫

Bdn (an)

k(x)U2
λn,an

dx+

∫

Ω\Bdn (an)

k(x)U2
λn,an

dx.

Making a Taylor expansion of k(x) on Bdn
(an), we have

∫

Bdn (an)

k(x)U2
λn,an

dx = k(an)

∫

Bdn (an)

U2
λn,an

dx+ ∇k(an) ·

∫

Bdn (an)

U2
λn,an

(x− an) dx

+

∫

Bdn (an)

U2
λn,an

O(‖∇2k‖L∞(Bdn (an))|x− an|
2) dx.

A calculation shows
∫

Bdn (an)

U2
λn,an

dx = ωN

∫ dn

0

(

λn

λ2
n + r2

)N−2

rN−1 dr

= ωNλ
2
n

∫ dn/λn

0

sN−1

(1 + s2)N−2
ds = ωNλ

2
n

(
∫ ∞

0

−

∫ ∞

dn/λn

)

= ωNλ
2
n

(

CN +O

(
∣

∣

∣

∣

∫ ∞

dn/λn

sN−1

(1 + s2)N−2
ds

∣

∣

∣

∣

))

= ωNCNλ
2
n +O

(

λN−2
n

dN−4
n

)

,

here we have used the assumption N ≥ 5. Since the integrand is odd, we also have
∫

Bdn (an)

U2
λn,an

(x− an) dx = ~0.

Now, a direct calculation shows

∫

Bdn (an)

|x− an|
2U2

λn,an
dx = ωN

∫ dn

0

(

λn

λ2
n + r2

)N−2

rN+1 dr

= ωNλ
4
n

∫ dn/λn

0

sN+1

(1 + s2)N−2
ds

and

∫ dn/λn

0

sN+1

(1 + s2)N−2
ds =







O(1), N > 7,

O(| log(λn/dn)|), N = 6,

O(λN−6
n /dN−6

n ), N < 6.

Thus we obtain
∫

Bdn (an)

k(x)U2
λn,an

dx = k(an)ωNCNλ
2
n + o(λ2

n)
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as n→ ∞. On the other hand, we estimate
∣

∣

∣

∣

∫

Ω\Bdn (an)

k(x)U2
λn,an

dx

∣

∣

∣

∣

= O

(

‖k‖L∞

∫

RN\Bdn (an)

U2
λn,an

dx

)

,

= O

(
∫ ∞

dn

(

λn

λ2
n + r2

)N−2

rN−1 dr

)

= O

(

λN−2
n

dN−4
n

)

as before when N ≥ 5. Thus returning to (2.5), we have
∫

Ω

k(x)PU2
λn,an

dx = k(an)ωNCNλ
2
n + o(λ2

n)

as n→ ∞.

When N = 4, we argue as follows.

We fix a bounded domain Ω̃ ⊃⊃ Ω. Note that ∃C1 ≥ d̃n := dist(an, ∂Ω̃) ≥ C2 > 0

for all n since an ∈ Ω. Denote R̃ = diam(Ω̃). We extend k ∈ C2(Ω) to Ω̃ (which we also

denote by k) so that k ∈ C2(Ω̃).

A calculation shows
∫

BL(an)

U2
λn,an

dx = ω4

∫ r=L

r=0

λ2
n

(λ2
n + r2)2

r3 dr = ω4λ
2
n

∫ s=L/λn

s=0

s3

(1 + s2)2
ds

= ω4λ
2
n

[

1

2
log(1 + s2) +

1

2
(1 + s2)−1

]s=L/λn

s=0

= ω4λ
2
n

[

1

2
log(λ2

n + L2) + | log λn| +
1

2

(

λ2
n

λ2
n + L2

)

−
1

2

]

= ω4λ
2
n| log λn| +O(λ2

n)

for n sufficiently large. Thus
∫

Bd̃n
(an)

U2
λn,an

dx = ω4λ
2
n| log λn| +O(λ2

n) (2.8)

since log(λ2
n + d̃2

n) = O(1) as n→ ∞ and
∫

Ω̃

U2
λn,an

dx =

(
∫

BR̃(an)

U2
λn,an

dx

)

= O
(

λ2
n| log λn|

)

. (2.9)

Next, splitting the integral
∫

Ω̃

ϕ2
λn,an

dx =

∫

Bd̃n
(an)

ϕ2
λn,an

dx+

∫

Ω̃\Bd̃n
(an)

ϕ2
λn,an

dx,

and estimating
∫

Bd̃n
(an)

ϕ2
λn,an

dx = O

(

‖ϕλn,an
‖L∞(Ω̃) ·

∫

Bd̃n
(an)

ϕλn,an
dx

)

= O

((

λn

d2
n

)
∫ d̃n

0

λn

λ2
n + r2

r3 dr

)

= O

(

λ2
n

d2
n

)

,
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∫

Ω̃\Bd̃n
(an)

ϕ2
λn,an

dx = O

(
∫

BR̃(an)\Bd̃n
(an)

U2
λn,an

dx

)

= O

(
∫ R̃

d̃n

(

λn

λ2
n + r2

)2

r3 dr

)

= O(λ2
n [log r]

r=R̃
r=d̃n

) = O(λ2
n),

we have
∫

Ω̃

ϕ2
λn,an

dx = O

(

λ2
n

d2
n

)

. (2.10)

Now, by (2.9) and (2.10), we have
∫

Ω

k(x)PU2
λn,an

dx =

∫

Ω̃

k(x)PU2
λn,an

dx (2.11)

=

∫

Ω̃

k(x)U2
λn,an

dx+O

((
∫

Ω̃

U2
λn,an

dx

)1/2( ∫

Ω̃

ϕ2
λn,an

dx

)1/2)

+

∫

Ω̃

k(x)ϕ2
λn,an

dx

=

∫

Ω̃

k(x)U2
λn,an

dx+O

(

λ2
n

d2
n

)

+O

(

λ2
n

dn
| log λn|

1/2

)

.

Finally, as before we split the integral
∫

Ω̃

k(x)U2
λn,an

dx =

∫

Bd̃n
(an)

k(x)U2
λn,an

dx+

∫

Ω̃\Bd̃n
(an)

k(x)U2
λn,an

dx.

Taylor expansion of k(x) leads to
∫

Bd̃n
(an)

k(x)U2
λn,an

dx = k(an)

∫

Bd̃n
(an)

U2
λn,an

dx+ ∇k(an) ·

∫

Bd̃n
(an)

U2
λn,an

(x− an) dx

+ O

(
∫

Bd̃n
(an)

|x− an|
2U2

λn,an
dx

)

= k(an)

∫

Bd̃n
(an)

U2
λn,an

dx+ 0 +O

(

λ2
n

d2
n

)

= k(an)ω4λ
2
n| log λn| +O

(

λ2
n

d2
n

)

,

since
∫

Bd̃n
(an)

|x− an|
2U2

λn,an
dx = ω4λ

4
n

∫ d̃n/λn

0

s5

(1 + s2)2
ds = O

(

λ4
n ·

(

d̃n

λn

)2)

and (2.8). On the other hand, we see that
∫

Ω̃\Bd̃n
(an)

k(x)U2
λn,an

dx = O

(
∫ R̃

d̃n

(

λn

λ2
n + r2

)2

r3 dr

)

= O(λ2
n) = O

(

λ2
n

d2
n

)

since C1 ≥ d̃n ≥ C2. Going back to (2.11), we obtain Lemma 2.2 when N = 4.

Since wn ∈ Eλn,an
(see (2.2)), we have

∫

Ω

|∇vn|
2 dx = α2

n

∫

Ω

|∇PUλn,an
|2 dx+

∫

Ω

|∇wn|
2 dx.
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Also we can estimate
∫

Ω

k(x)v2
n dx = α2

n

∫

Ω

k(x)PU2
λn,an

dx+O(‖PUλn,an
‖L2‖wn‖L2) +

∫

Ω

k(x)w2
n dx

and

εnO(‖wn‖
2
L2(Ω)) = o(‖∇wn‖

2
L2(Ω)),

O

(

λN
n

dN
n

∣

∣

∣

∣

log

(

λn

dn

)
∣

∣

∣

∣

)

= o

(

λN−2
n

dN−2
n

)

,

εnO(‖PUλn,an
‖L2‖wn‖L2) = O(ε3/2

n ‖PUλn,an
‖2

L2) +O(ε1/2
n ‖∇wn‖

2
L2)

= o(εn‖PUλn,an
‖2

L2) + o(‖∇wn‖
2
L2)

by the Poincaré inequality. Combining these with Lemma 2.1 and Lemma 2.2, we have

the following lemma concerning Jn,k defined by (2.4):

Lemma 2.3 (Asymptotic behavior of Jn,k). We have

Jn,k =

∫

Ω

|∇vn|
2 dx− εn

∫

Ω

k(x)v2
n dx

= α2
n

{

N(N − 2)A− (N − 2)2ω2
NR(an)λN−2

n − εnk(an)ωNCNλ
2
n

}

+ ‖∇wn‖
2
L2(Ω)

+ o

(

λN−2
n

dN−2
n

)

+ o(εnλ
2
n) as n→ ∞

when N ≥ 5, and

Jn,k = α2
n

{

8A− 4ω2
4R(an)λ2

n − εnk(an)ω4λ
2
n| logλn|

}

+ ‖∇wn‖
2
L2(Ω)

+ o

(

λ2
n

d2
n

)

+ o(‖∇wn‖
2
L2(Ω)) + o(εnλ

2
n| log λn|) as n→ ∞

when N = 4.

To proceed further, we need to know the precise asymptotic behavior of αn as n→ ∞.

This is the subject of the next lemma.

Lemma 2.4 (Asymptotic behavior of αn). As n→ ∞, we have

α2
n = α2

N + 2α2
N

(

N − 2

N

)(

ω2
N

A

)

R(an)λN−2
n −

N + 2

A(N − 2)

∫

RN

Up−1
λn,an

w2
n dx

+o(‖∇wn‖
2
L2(Ω)) + o

(

λN−2
n

dN−2
n

)

for N ≥ 4, where αN = (N(N − 2))
N−2

4 .

Proof. After extending vn, PUλn,an
, and wn by 0 outside Ω, we have

SN/2 =

∫

Ω

vp+1
n dx =

∫

RN

|αnPUλn,an
+ wn|

p+1 dx. (2.12)

We set Wn := −αnϕλn,an
+ wn, here we extend ϕλn,an

to RN as Uλn,an
on RN \ Ω.
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By expanding the right hand side of (2.12), we have

SN/2 =

∫

RN

(αnUλn,an
+Wn)p+1 dx

= αp+1
n

∫

RN

Up+1
λn,an

dx+ (p+ 1)αp
n

∫

RN

Up
λn,an

Wn dx

+
(p+ 1)p

2
αp−1

n

∫

RN

Up−1
λn,an

W 2
n dx

+















O

(
∫

RN

|Wn|
p+1 dx

)

(N ≥ 6).

O

(
∫

RN

Up−2
λn,an

|Wn|
3 dx+

∫

RN

|Wn|
p+1 dx

)

(N = 4, 5).
(2.13)

First, we know
αp+1

n

∫

RN

Up+1
λn,an

dx = αp+1
n A. (2.14)

Next, by using the equation −∆Uλn,an
= N(N − 2)Up

λn,an
in RN , we calculate

(p+ 1)αp
n

∫

RN

Up
λn,an

Wn dx =
2αp

n

(N − 2)2

∫

RN

(−∆Uλn,an
)Wn dx

=
2αp

n

(N − 2)2

∫

RN

∇Uλn,an
· ∇Wn dx

=
2αp

n

(N − 2)2

∫

RN

(∇PUλn,an
+ ∇ϕλn,an

) · (−αn∇ϕλn,an
+ ∇wn) dx

=
−2αp+1

n

(N − 2)2

∫

RN

|∇ϕλn,an
|2 dx

= −2αp+1
n ω2

NR(an)λN−2
n +O

(

λN
n

dN
n

∣

∣

∣

∣

log

(

λn

dn

)
∣

∣

∣

∣

)

. (2.15)

Here we have used the fact that ϕλn,an
is a harmonic function on Ω, wn ∈ Eλn,an

and
∫

RN

|∇ϕλn,an
|2 dx =

∫

RN

|∇Uλn,an
|2 dx−

∫

RN

|∇PUλn,an
|2 dx

= (N − 2)2ω2
NR(an)λN−2

n +O

(

λN
n

dN
n

∣

∣

∣

∣

log

(

λn

dn

)
∣

∣

∣

∣

)

(2.16)

by Lemma 2.1.

The third term of (2.13) is calculated as follows: we split
∫

RN

Up−1
λn,an

W 2
n dx =

∫

RN\Ω

Up−1
λn,an

W 2
n dx+

∫

Ω

Up−1
λn,an

W 2
n dx := I1 + I2.

Since Wn = −αnUλn,an
on RN \ Ω, the first term is estimated as

I1 =

∫

RN\Ω

Up−1
λn,an

W 2
n dx = α2

n

∫

RN\Ω

Up+1
λn,an

dx = O

(
∫

RN\Bdn (an)

Up+1
λn,an

dx

)

.

Now we compute
∫

RN\Bdn (an)

Up+1
λn,an

dx = ωN

∫ ∞

dn

(

λn

λ2
n + r2

)N

rN−1 dr = O

(

λN
n

dN
n

)

, (2.17)
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so we have

I1 =

∫

RN\Ω

Up−1
λn,an

W 2
n dx = O

(

λN
n

dN
n

)

. (2.18)

Next, substituting Wn by −αnϕλn,an
+ wn in I2, we have

I2 =

∫

Ω

Up−1
λn,an

W 2
n dx = α2

n

∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx+

∫

RN

Up−1
λn,an

w2
n dx

+ O

((
∫

Ω

Up−1
λn,an

w2
n dx

)1/2( ∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx

)1/2)

. (2.19)

The Hölder and the Sobolev inequalities imply
∫

Ω

Up−1
λn,an

w2
n dx = O

((
∫

RN

Up+1
λn,an

dx

)

p−1
p+1

(
∫

Ω

wp+1
n dx

)
2

p+1
)

= O(‖∇wn‖
2
L2(Ω)). (2.20)

When we estimate the first term on the right hand side of (2.19), we consider the

cases according to the dimension. First we assume N ≥ 5. We split the integral
∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx =

∫

Bdn (an)

Up−1
λn,an

ϕ2
λn,an

dx+

∫

Ω\Bdn (an)

Up−1
λn,an

ϕ2
λn,an

dx. (2.21)

Then,
∫

Bdn (an)

Up−1
λn,an

ϕ2
λn,an

dx = O

(

‖ϕλn,an
‖2

L∞(Ω) ·

∫

Bdn (an)

Up−1
λn,an

dx

)

= O

((

λ
N−2

2
n

dN−2
n

)2

· λ2
nd

N−4
n

)

= O

(

λN
n

dN
n

)

(2.22)

since
∫

Bdn (an)

Up−1
λn,an

dx = ωN

∫ dn

0

(

λn

λ2
n + r2

)2

rN−1 dr = O(λ2
nd

N−4
n )

for N ≥ 5. On the other hand, by (2.17),
∫

Ω\Bdn (an)

Up−1
λn,an

ϕ2
λn,an

dx = O

(
∫

RN\Bdn (an)

Up+1
λn,an

dx

)

= O

(

λN
n

dN
n

)

.

Thus we have
∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx = O

(

λN
n

dN
n

)

(2.23)

when N ≥ 5.

When N = 4, we have
∫

Bdn (an)

Up−1
λn,an

ϕ2
λn,an

dx = O

(

‖ϕλn,an
‖2

L∞(Ω) ·

∫

Bdn (an)

Up−1
λn,an

dx

)

= O

((

λn

d2
n

)2

· λ2
n

(

log

(

1 +

(

dn

λn

)2)

+O(1)

))

= o

(

λ3
n

d3
n

)

since
∫

Bdn (an)

Up−1
λn,an

dx = ω4λ
2
n

[

1

2
log(1 + s2) +

1

2
(1 + s2)−1

]s= dn
λn

s=0

.
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So arguing as above, we have
∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx = o

(

λ3
n

d3
n

)

(2.24)

when N = 4. Combining (2.23) and (2.24), we conclude
∫

Ω

Up−1
λn,an

ϕ2
λn,an

dx = o

(

λN−1
n

dN−1
n

)

(2.25)

when N ≥ 4.

Returning to (2.19) with (2.20) and (2.25), and using the Young inequality
(

λn

dn

)

N−1
2

‖∇w‖L2 = O

((

λn

dn

)

2N−3
2

)

+O

((

λn

dn

)
1
2

‖∇w‖2
L2

)

,

we have
∫

RN

Up−1
λn,an

W 2
n dx =

∫

RN

Up−1
λn,an

w2
n dx+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇w‖2
L2). (2.26)

Finally, by the Sobolev inequality and the inequality (a+b)t ≤ C(at+bt) for C = 2t−1

(a, b > 0, t > 1), we have

∫

RN

|Wn|
p+1 dx = O

((
∫

RN

|∇Wn|
2 dx

)

p+1
2

)

= O

((
∫

RN

|∇ϕλn,an
|2 dx+

∫

RN

|∇wn|
2 dx

)

p+1
2

)

= O

((
∫

RN

|∇ϕλn,an
|2 dx

)

p+1
2

)

+O

((
∫

RN

|∇wn|
2 dx

)

p+1
2

)

.

So by (2.16) and the estimate of the Robin function (1.5),
∫

RN

|Wn|
p+1 dx = O

((

λN−2
n

dN−2
n

)
N

N−2
)

+O(‖∇wn‖
2N

N−2

L2(Ω))

= O

(

λN
n

dN
n

)

+ o(‖∇wn‖
2
L2(Ω)). (2.27)

When N = 4, 5, we also need to estimate the term
∫

RN U
p−2
λn,an

W 3
n dx. But the calcu-

lation is almost the same. Indeed, by the Hölder inequality and (2.27), we have

∫

RN

Up−2
λn,an

|Wn|
3 dx = O

((
∫

RN

|Wn|
p+1 dx

)
3

p+1
)

×O

((
∫

RN

Up+1
λn,an

dx

)

p−2
p+1

)

=

(

O

(

λN
n

dN
n

)

+O(‖∇wn‖
p+1
L2(Ω))

)
3

p+1

×O(1)

= O

((

λN
n

dN
n

))

3(N−2)
2N

+O(‖∇wn‖
2N

N−2

L2(Ω))
3(N−2)

2N

= o

(

λN−2
n

dN−2
n

)

+ o(‖∇wn‖
2
L2(Ω)). (2.28)

Here we have used the inequality (a+ b)t ≤ (at + bt) for a, b ≥ and 0 < t < 1.
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Inserting (2.14), (2.15), (2.26), (2.27) (and (2.28) when N = 4, 5) to (2.13), we obtain

SN/2 = αp+1
n A− 2αp+1

n · ω2
NR(an)λN−2

n

+
(p+ 1)p

2
αp−1

n

∫

RN

Up−1
λn,an

w2
n dx+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇w‖2
L2).

Dividing both sides by A and noting that SN/2

A = αp+1
N , we have

αp+1
N = αp+1

n − αp+1
n

(

2ω2
N

A

)

R(an)λN−2
n

+
p(p+ 1)

2

αp−1
n

A

∫

RN

Up−1
λn,an

w2
n dx+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇w‖2
L2). (2.29)

Since αp+1
n = αp+1

N + o(1) and R(an) = O( 1
dN−2

n
), we know

αp+1
n R(an)λN−2

n = αp+1
N R(an)λN−2

n + o

(

λN−2
n

dN−2
n

)

.

Similarly, we have

αp−1
n

∫

RN

Up−1
λn,an

w2
n dx = αp−1

N

∫

RN

Up−1
λn,an

w2
n dx+ o(‖∇w‖2

L2).

Substituting these in (2.29), we have

αp+1
n = αp+1

N + αp+1
N

(

2ω2
N

A

)

R(an)λN−2
n

−
p(p+ 1)

2

αp−1
N

A

∫

RN

Up−1
λn,an

w2
n dx+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇w‖2
L2),

which implies

αp+1
n = αp+1

N

{

1 +

(

2ω2
N

A

)

R(an)λN−2
n −

(p+ 1)p

2Aα2
N

∫

RN

Up−1
λn,an

w2
n dx

}

+ o(‖∇wn‖
2
L2(Ω)) + o

(

λN−2
n

dN−2
n

)

.

By Taylor expansion (1 + x)
2

p+1 = 1 + 2
p+1x+ o(x) as x→ 0, we conclude that

α2
n = α2

N

{

1 +

(

2

p+ 1

)(

2ω2
N

A

)

R(an)λN−2
n −

p

Aα2
N

∫

RN

Up−1
λn,an

w2
n dx

}

+ o(‖∇wn‖
2
L2(Ω)) + o

(

λN−2
n

dN−2
n

)

as n→ ∞.

This completes the proof of Lemma 2.4.

Combining Lemma 2.3 and Lemma 2.4, and noting α2
NN(N−2)A = SN/2, we obtain:
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Proposition 2.5 (Asymptotic behavior of Sεn,k). As n→ ∞, we have

Sεn,k = inf
v∈H1

0 (Ω)
‖v‖Lp+1(Ω)=1

{
∫

Ω

|∇v|2 dx− εn

∫

Ω

k(x)v2 dx

}

= S · S−N
2 Jn,k = S + S

(

N − 2

N

)(

ω2
N

A

)

R(an)λN−2
n

− εnk(an)

(

SωNCN

N(N − 2)A

)

λ2
n

+ S(2−N)/2

{

‖∇wn‖
2
L2 −N(N + 2)

∫

RN

Up−1
λn,an

w2
n dx

}

+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇wn‖
2
L2(Ω)) + o(εnλ

2
n)

when N ≥ 5, and

Sεn,k = S +
S

2

(

ω2
4

A

)

R(an)λ2
n − εnk(an)

(

Sω4

8A

)

λ2
n| log λn|

+ S−1

{

‖∇wn‖
2
L2 − 24

∫

RN

U2
λn,an

w2
n dx

}

+ o

(

λ2
n

d2
n

)

+ o(‖∇wn‖
2
L2(Ω)) + o(εnλ

2
n| log λn|)

when N = 4.

To proceed further, we need the nondegeneracy result first shown by Rey ([8, Ap-

pendix D]).

Lemma 2.6 (Nondegeneracy inequality). There exists a constant C > 0 which depends

only on the dimension N such that for any wn ∈ Eλn,an
,

∫

RN

|∇wn|
2 dx−N(N + 2)

∫

RN

Up−1
λn,an

w2
n dx ≥ C

∫

RN

|∇wn|
2 dx.

Furthermore, we need the appropriate bound of the value Sεn,k from the above. The

following Lemma is proved by the same argument of Lemma 2.7 in [9], so we omit the

proof.

Lemma 2.7 (Upper bound of Sε,k). For any a ∈ Ω+ = {a ∈ Ω : k(a) > 0} and ρ > 0,

there exists an ε0 = ε0(a, ρ) such that if ε ∈ (0, ε0), then

Sε,k ≤ S −

(

N − 4

N − 2

)

εk(a)

{

SωNCN

N(N − 2)A
− ρ

}[

2CNεk(a)

(N − 2)3ωNR(a)

]
2

N−4

when N ≥ 5, and

Sε,k ≤ S −
Sεk(a)ω4

16Ae
exp

(

−
8ω4R(a) + εk(a)/e+ 2ρ

εk(a)

)

when N = 4.
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3. Proof of Theorem. In this section, we prove Theorem 1.1.

The following elementary facts are important in the argument: for constants CA, CB

> 0, the function

fN (λ) = S + CAλ
N−2 − CBλ

2

has the unique global minimum value

min
λ>0

fN (λ) = S −

(

N − 4

N − 2

)

CB

(

2CB

(N − 2)CA

)
2

N−4

(3.1)

when N ≥ 5, and

f4(λ) = S + CAλ
2 − CBλ

2| log λ|, 0 < λ < 1,

has the unique global minimum value

min
λ>0

f4(λ) = S −

(

CB

2e

)

exp

(

−
2CA

CB

)

(3.2)

when N = 4.

Now, we treat the case N ≥ 5. Set

K1 = S

(

N − 2

N

)(

ω2
N

A

)

, K2 =
SωNCN

N(N − 2)A
.

First, we prove that k(an) > 0 for n sufficiently large. Assume the contrary that there

exists a subsequence such that k(an) ≤ 0. In addition if k(an) ≤ −C < 0 for some C > 0

independent of n, then Proposition 2.5 and Lemma 2.6 yield the inequality Sεn,k ≥ S.

This is a contradiction to the fact S > Sεn,k by Brezis and Nirenberg, see Introduction.

Thus k(an) → 0 for every sequence with k(an) ≤ 0.

On the other hand, by the result of Brezis and Nirenberg, Proposition 2.5, Lemma

2.6 and (1.5), we have C1 > 0 independent of n such that

S > Sεn,k ≥ S + C1λ
N−2
n − (k(an)K2 + pn)εnλ

2
n

for some pn > 0, pn → 0. Therefore we have

CB(n) := K2k(an) + pn > 0

for n large. Thus by (3.1), we obtain

Sεn,k ≥ S −

(

N − 4

N − 2

)

CB(n)εn

(

2CB(n)εn

(N − 2)C1

)
2

N−4

.

Connecting this with the upper bound

Sεn,k ≤ S − C2ε
1+ 2

N−4
n

for some C2 > 0, which is assured by Lemma 2.7, we have a contradiction since we have

seen that CB(n) → 0 as n→ 0. Thus we have proved k(an) > 0 for n sufficiently large.

The same argument shows that when k(an) > 0 for n sufficiently large, it cannot

happen that k(a∞) = limn→∞ k(an) = 0.

Next, we will show that the blow up point a∞ is in the interior of Ω. Suppose the

contrary. Then a∞ ∈ ∂Ω and dn = d(an, ∂Ω) → 0 as n → ∞. Then by Proposition 2.5,
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Lemma 2.6, (1.5) and the fact that k(an) ≥ C > 0 for large n, we can find constants

C1, C2, C3 > 0 such that when N ≥ 5,

Sεn,k = S + S

(

N − 2

N

)(

ω2
N

A

)

R(an)λN−2
n

− εnk(an)

(

SωNCN

N(N − 2)A

)

λ2
n

+ S(2−N)/2

{

‖∇wn‖
2
L2 −N(N + 2)

∫

RN

Up−1
λn,an

w2
n dx

}

+ o

(

λN−2
n

dN−2
n

)

+ o(‖∇wn‖
2
L2(Ω)) + o(εnλ

2
n)

≥ S + C1

(

λN−2
n

dN−2
n

)

− C2εnλ
2
n

≥ S −

(

N − 4

N − 2

)

C2εn

{

2C2εn

(N − 2)C1(
1

dN−2
n

)

}
2

N−4

= S − C3ε
N−2
N−4
n d

2(N−2)
N−4

n = S + o(ε
N−2
N−4
n ),

since we assumed dn → 0. Here we used (3.1) in deriving the second inequality.

On the other hand, we know that Sεn,k ≤ S −Cε
N−2
N−4
n for some C > 0 by Lemma 2.7.

This contradicts the above estimate, so we conclude that a∞ is in the interior of Ω.

Now, since we have proved that dn ≥ C for some constant C > 0 uniformly in n, we

may drop dn in the asymptotic formula of Proposition 2.5. Then we can find pn, qn > 0,

pn, qn → 0 such that

Sεn,k = S +K1R(an)λN−2
n − εnk(an)K2λ

2
n

+ S(2−N)/2

{

‖∇wn‖
2
L2 −N(N + 2)

∫

RN

Up−1
λn,an

w2
n dx

}

+ o(λN−2
n ) + o(‖∇wn‖

2
L2(Ω)) + o(εnλ

2
n)

≥ S + (K1R(an) − pn)λN−2
n − (K2k(an) + qn)εnλ

2
n

≥ S −

(

N − 4

N − 2

)

εn(K2k(an) + qn)

[

2εn(K2k(an) + qn)

(N − 2)(K1R(an) − pn)

]
2

N−4

. (3.3)

The last inequality of (3.3) follows again by (3.1) and the fact that K2k(an) + qn > 0 for

n large.

On the other hand, Lemma 2.7 gives an upper bound

Sεn,k ≤ S − (K2 − ρ)εnk(a)

[

2K2εnk(a)

(N − 2)K1R(a)

]
2

N−4

for any a ∈ Ω+ and ρ > 0 sufficiently small. Therefore by combining these, we have

(K2k(an) + qn)εn

[

2εn(K2k(an) + qn)

(N − 2)(K1R(an) − pn)

]
2

N−4

≥ (K2 − ρ)k(a)εn

[

2K2εnk(a)

(N − 2)K1R(a)

]
2

N−4

.
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Dividing both sides by ε
N−2
N−4
n , letting n→ ∞ and ρ→ 0, we check that a∞ will maximize

k(a)

(

k(a)

R(a)

)
2

N−4

= (ψ1(a))
N−2
N−4 .

When N = 4, the fact that k(an) > 0 for n large and k(a∞) 6= 0 is proved similarly

as in the proof when N ≥ 5.

The proof of the fact that the blow up point belongs to the interior of Ω is also the

same. We give a proof for the reader’s convenience. Since k(an) ≥ C > 0 uniformly in n

large, we have some C1, C2 > 0 such that

Sεn,k = S +

(

Sω2
4

2A

)

R(an)λ2
n − εnk(an)

(

Sω4

8A

)

λ2
n| log λn|

+ S−1

{

‖∇wn‖
2
L2 − 24

∫

RN

Up−1
λn,an

w2
n dx

}

+ o

(

λ2
n

d2
n

)

+ o(εnλ
2
n| logλn|) + o(‖∇wn‖

2
L2(Ω))

≥ S + C1

(

λ2
n

d2
n

)

− C2k(an)εnλ
2
n| log λn|

≥ S −
εnk(an)C2

2e
exp

(

−
2C1(

1
d2

n
)

εnk(an)C2

)

,

again we used (3.2).

On the other hand, Lemma 2.7 yields constants C3, C4 > 0 such that

Sεn,k ≤ S − C3εn exp

(

−
C4

εn

)

.

Combining these, we obtain

C5k(an) exp

(

−
C6(

1
d2

n
)

εnk(an)

)

≥ 3 exp

(

−
C4

εn

)

for some C5, C6 > 0. Taking logarithms of both sides and multiplying by εn, we have

εn logC5 + εn log k(an) −
C6(

1
d2

n
)

k(an)
≥ εn logC3 − C4.

Note that εn log k(an) → 0 as n→ ∞. Then the above inequality leads to the contradic-

tion if dn → 0. Thus, dn 6→ 0.

Now, as before, we may drop dn in the expansion of Sεn,k and

Sεn,k ≥ S +K3R(an)λ2
n − εnk(an)K4λ

2
n| log λn|

+ o(λ2
n) + o(εnλ

2
n| log λn|)

≥ S + (K3R(an) − pn)λ2
n − εn(K4k(an) + qn)λ2

n| log λn|

≥ S −

(

K4k(an) + qn
2e

)

εn exp

(

−
2(K3R(an) − pn)

(K4k(an) + qn)εn

)

(3.4)
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where pn, qn > 0, pn, qn = o(1) and

K3 =
S

2

(

ω2
4

A

)

, K4 =
Sω4

8A
.

The last inequality of (3.4) follows again from (3.2).

Combining (3.4) with the upper bound Lemma 2.7 as before, we have

S −

(

K4k(an) + qn
2e

)

εn exp

(

−
2(K3R(an) − pn)

(K4k(an) + qn)εn

)

≤ Sεn,k ≤

S −

(

K4k(a)

2e

)

εn exp

(

−
8ω4R(a) + εn/e+ 2ρ

εnk(a)

)

for any a ∈ Ω+ and ρ > 0. This leads to

εn log(K4k(an)+qn)−
2(K3R(an) − pn)

(K4k(an) + qn)
≥ εn log(K4k(a))− (8ω4R(a)+εn/e+2ρ)/k(a).

Finally, letting n→ ∞ and then ρ→ 0, we obtain

−8ω4
R(a∞)

k(a∞)
≥ −8ω4

R(a)

k(a)
.

This completes the proof of Theorem.
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