
QUANTUM PROBABILITY

BANACH CENTER PUBLICATIONS, VOLUME 73

INSTITUTE OF MATHEMATICS

POLISH ACADEMY OF SCIENCES

WARSZAWA 2006

THE STOCHASTIC LIMIT IN THE ANALYSIS OF SOME

MODIFIED OPEN BCS MODELS

FABIO BAGARELLO

Dipartimento di Metodi e Modelli Matematici, Facoltà di Ingegneria
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Abstract. We use the so called stochastic limit approach as a tool to discuss the open BCS model

of low temperature superconductivity. We also briefly discuss the role of a second reservoir in

the analysis of the transition from a normal to a superconducting phase.

1. Introduction. In a recent paper, [3], we have analyzed the open BCS model as given

in [9, 10] using the techniques of the stochastic limit (SL), [1]. Among other results, we

have shown that the same values of the critical temperature and of the order parameters

can be found using the SL, in a significantly simpler way. This procedure suggested using

this approach in order to generalize the original model in the attempt to obtain some

extra control on the value of the critical temperature Tc. This has been done in [4], where

we have started our analysis on the role of a second reservoir in the definition of the

model and its consequences on the value of Tc.

In this paper we review the results of these two papers: in particular, we devote

the next section to summarizing our results concerning the original model, [3], while in

Section 3 we consider the case where more reservoirs are considered, [4]. Section 4 contains

our conclusions. We also add an Appendix to review some useful results concerning the

stochastic limit approach, which are used in the main body of the paper.

2. The original model. The model discussed in [3] consists of the system, which is

described by means of spin variables, and the reservoir, which is given in terms of bosonic

operators. It is contained in a box of volume V = L3, with N lattice sites. We define,
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following [9, 10],

(1) H
(sys)
N = ǫ̃

N∑

j=1

σ0
j − g

N

N∑

i,j=1

σ+
i σ−

j .

The algebra of the Pauli matrices is given by [σ+
i , σ−

j ] = δijσ
0
i , [σ±

i , σ0
j ] = ∓2δijσ

±
i .

Then, introducing the operators Sα
N = 1

N

∑N
i=1 σα

i and RN = S+
NS−

N = R†
N , H

(sys)
N can

be simply written as H
(sys)
N = N(ǫ̃S0

N − gRN ) and we have:

[S0
N , RN ] = [H

(sys)
N , RN ] = [H

(sys)
N , S0

N ] = 0,

for any given N > 0. These Sα
N are all bounded by 1 in the operator norm, and the

commutators [Sα
N , σβ

j ] go to zero in norm as 1
N when N → ∞, for all j, α and β.

As for the reservoir, we introduce N bosonic modes a~p,j : j = 1, 2, . . . , N , one for

each lattice site. ~p is the value of the momentum of the j-th boson which, if we impose

periodic boundary conditions on the wave functions, has necessarily the form ~p = 2π
L ~n,

where ~n = (n1, n2, n3) and nj ∈ Z. These operators satisfy the following CCR,

(2) [a~p,i, a~q,j ] = [a†
~p,i, a

†
~q,j ] = 0, [a~p,i, a

†
~q,j ] = δijδ~p ~q

and their free dynamics is given by

(3) H
(res)
N =

N∑

j=1

∑

~p∈ΛN

ǫ~p a†
~p,ja~p,j .

Here ΛN = {~p = 2π
L ~n, ~n ∈ Z

3}. It may be useful to notice that the energy of the different

bosons is independent of the lattice site: ǫ~p = ~p2

2m =
4π2(n2

1+n2
2+n2

3)
2mL2 .

The interaction between reservoir and system is

(4) H
(I)
N =

N∑

j=1

(σ+
j aj(f) + h.c.),

where aj(f) =
∑

~p∈ΛN
a~p,jf(~p), f being a given test function which will be later asked to

satisfy some regularity conditions. Notice that, in order to keep the notation reasonably

simple, we are not using the tensor product symbol here and along this paper, whenever

the meaning of the formulas is clear.

The finite volume open system is now described by the following hamiltonian,

(5) HN = H0
N + λH

(I)
N , where H0

N = H
(sys)
N + H

(res)
N

and λ is the coupling constant.

We have seen in [3] that the free evolution of the interaction hamiltonian, H
(I)
N (t) =

eiH0
N tH

(I)
N e−iH0

N t, can be written as

(6) H
(I)
N (t) =

N∑

j=1

∑

α=0,±

(
ρj

αaj(feitνα) + h.c
)
,
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where

(7)





ρj
0 = g2S+

ω2 (2S−σ+
j + S0σ0

j + 2S+σ−
j ),

ρj
+ = gS+

ω2

(
gS− ω−gS0

ω+gS0 σ+
j + ω−gS0

2 σ0
j − gS+σ−

j

)

ρj
− = gS+

ω2

(
gS− ω+gS0

ω−gS0 σ+
j − ω+gS0

2 σ0
j − gS+σ−

j

)
,

with

(8) ω = g
√

(S0)2 + 4S+S−, ν = 2ǫ̃ + gS0

and

(9) να(~p) = ν − ǫ~p + αω.

Here α takes the values 0, + and − and Sα = F-strong limN→∞ Sα
N . F-strong indicates

the strong topology restricted to a certain family F of relevant states, see [7] and refer-

ences therein for the details. The introduction of F is needed because the sequence Sα
N

does not converge in the uniform, strong or even in the weak topology, [7].

As we briefly sketch in the Appendix, the stochastic limit procedure is strongly linked

to the result of the following limit, [1],

I(t) = lim
λ→0

Iλ(t) = lim
λ→0

(
− i

λ

)2 ∫ t

0

dt1

∫ t1

0

dt2 ωtot

(
H

(I)
N

(
t1
λ2

)
H

(I)
N

(
t2
λ2

))
,

which turns out to be, [3],

(10) I(t) = −t
N∑

j=1

∑

α=0,±
{ωsys(ρ

j
αρj

α
†
)Γ(a)

α + ωsys(ρ
j
α
†
ρj

α)Γ(b)
α }.

Here ωtot = ωsys ⊗ ωβ , where ωsys is a generic state of the system while ωβ is a KMS-

state of the reservoir, corresponding to an inverse temperature β. Notice that we have

introduced two complex quantities

(11) Γ(a)
α =

∫ 0

−∞
dτ

∑

~p∈ΛN

|fm(~p)|2e−iτνα(~p), Γ(b)
α =

∫ 0

−∞
dτ

∑

~p∈ΛN

|fn(~p)|2eiτνα(~p),

fm(~p) =
√

m(~p)f(~p), fn(~p) =
√

n(~p)f(~p), where m(~p) and n(~p) are the following two

point functions: m(~p) = ωβ(a~p,ja
†
~p,j) and n(~p) = ωβ(a†

~p,ja~p,j). Both Γ
(a)
α and Γ

(b)
α exist

because of the standard regularity assumption on f under which the stochastic limit

makes sense, [1, 3]. As we discuss in the Appendix, this analytic expression for I(t) is

the key result for us since it suggests the introduction of the following stochastic limit

hamiltonian

(12) H
(sl)
N (t) =

N∑

j=1

∑

α=0,±
{ρj

α(c
(a)
αj (t) + c

(b)
αj

†
(t)) + h.c},

where the operators c
(γ)
αj (t) are assumed to satisfy the commutation rules

(13) [c
(γ)
αj (t), c

(µ)
βk

†
(t′)] = δjk δαβ δγµδ(t − t′)Γ(γ)

α , for t > t′,
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see [3] and the Appendix below. The reason for this is that, using the hamiltonian (12)

in the computation of

(−i)2
∫ t

0

dt1

∫ t1

0

dt2 Ωtot(H
(sl)
N (t1)H

(sl)
N (t2)),

where Ωtot = ωsys ⊗ Ωβ , and Ωβ is a KMS-like state related to the operators {c(γ)
αj (t)},

we recover the same I(t) as in (10), at least if the commutation rules in (13) are satisfied.

We refer to [3] and [1] for further details concerning this procedure, and to [8] for a

recent review on applications to many-body systems. After some algebraic computations,

making use of the so-called time consecutive principle introduced in [1], following the

procedure sketched in the Appendix, it is possible to associate to this hamiltonian a

one parameter group of automorphisms of the observables of the system, representing its

time evolution, whose generator L, when acting on the intensive operators S0 and S+S−,

looks like

(14) L(S0) := F-strong lim
N→∞

L(S0
N ) = −8g4S0(S+S−)2

ω3
h(S0, S+S−).

and

(15) L(S+S−) := F-strong lim
N→∞

L(S+
NS−

N ) = −16g4(S+S−)3

ω3
h(S0, S+S−),

where

h(S0, S+S−) = ℜΓ
(a)
+

ω − g

(ω + gS0)2
+ ℜΓ

(a)
−

ω + g

(ω − gS0)2
(16)

+ ℜΓ
(b)
+

ω + g

(ω + gS0)2
+ ℜΓ

(b)
−

ω − g

(ω − gS0)2
.

The phase structure of the model is given by the right-hand sides of equations (14)

and (15), in particular, from the zeros of the functions

(17) f1(x, y) = −8g4xy2

ω3
h(x, y), f2(x, y) = −16g4y3

ω3
h(x, y),

where we have introduced, to simplify the notation, x = S0 and y = S+S−. With this

definitions we also have ω = g
√

x2 + 4y and ν = 2ǫ̃ + gx. In particular, see [9], the

existence of a super-conducting phase corresponds to the existence of a nontrivial zero

of f1 and f2, that is, in our scheme, to a nontrivial zero of the function h: h(xo, yo) = 0.

Following Buffet and Martin’s original idea, we look for solutions corresponding to ν = 0.

We will discuss in the next section that this is not the only possibility. This means that,

because of (8), the value of x = S0 is fixed: x = −2ǫ̃/g. This also implies, see [3], that

ℜΓ
(γ)
− = 0, γ = a, b, while

(18) ℜΓ
(a)
+ = π

eβω

eβω − 1

∑

~p∈EN

|f(~p)|2, ℜΓ
(b)
+ = π

1

eβω − 1

∑

~p∈EN

|f(~p)|2.

Therefore equation h(xo, yo) = 0 becomes

π
eβω

eβω − 1

∑

~p∈EN

|f(~p)|2 ω − g

(ω + gx)2
+ π

1

eβω − 1

∑

~p∈EN

|f(~p)|2 ω + g

(ω + gx)2
= 0,
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or, equivalently,

(19) eβω =
g + ω

g − ω
,

or, yet,

g tanh

(
βω

2

)
= ω,

which is exactly the equation found in [9]. The value of the critical temperature, under

which superconductivity takes place, is therefore exactly the same as in [9], Tc := g
2k .

From the above treatment it is clear that the SL approach can be successfully used

to analyze the phase structure of low temperature superconductivity as it follows from

our open system interacting with a bosonic thermal bath.

The procedure discussed above is technically much simpler than the one used in

the original paper, [9]. Among the other simplifications, for instance, a single equation

h(x, y) = 0 must be solved instead of the system f1(x, y) = f2(x, y) = 0, which is the

highly transcendental system which appears in [9].

3. More reservoirs. In this section we introduce some possible generalizations of the

model discussed above which may let Tc to increase. This is important in concrete appli-

cations, of course, since it would suggest some possible mechanism giving rise to super-

conductivity at a reasonably high temperature.

The idea is very simple and is well put in evidence by the SL approach: suppose that

the free evolution of the annihilation operator of the reservoir, a~p,i(t) = a~p,ie
−iǫ~pt, is

replaced, for some reason, by a~p,i(t) = a~p,ie
−iγǫ~pt, γ being some real constant less than

one, γ < 1. As a consequence, the function να(~p) in (9) will be replaced by να(~p) =

ν − γǫ~p + αω. All the other formulas are left unchanged, at least formally; h(x, y) is

the same as in (16), ℜΓ
(ρ)
− = 0, ρ = a, b, while ℜΓ

(a)
+ = π eβω/γ

eβω/γ−1

∑
~p∈EN

|f(~p)|2 and

ℜΓ
(b)
+ = π 1

eβω/γ−1

∑
~p∈EN

|f(~p)|2, where, again, EN = {~p ∈ ΛN : ǫ~p = ω}. It is easy to

check now that equation h(x, y) = 0 produces, taking ν = 0 as before, the following

equation:

eβω/γ =
g + ω

g − ω
,

which admits a nontrivial solution in ]0, g[ if gβ/γ − 2 > 0, that is under a new critical

temperature T
(γ)
c = g

2kγ = Tc

γ , which is larger than Tc since γ < 1. This very easy

procedure makes the value of the critical temperature to increase leaving unchanged all

the physical parameters, in particular g. It is worth stressing that a similar mechanism

was by no means evident in [9, 10].

The main point, therefore, is to find a possible way to change the free evolution of

the boson operators as shown above. For that, one could first try to consider a reservoir

obeying different statistical properties. However, it is very well known that both bosons

and fermions produce the same free time evolution. For this reason, if we want to get a

different result, we should try considering a reservoir made of quons, [11]. However this

attempt has many technical difficulties and will not be considered here.
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Another possibility to get a different time evolution for a~p,i(t) consists in switching

on an interaction between the boson reservoir in [3], which we will call R1 and another

reservoir, R2, which only interacts with R1 and not with the system S. This is the scheme

of the rest of the paper: different choices of the second reservoir will be discussed below,

with simple forms of interactions. These different choices all share a common output,

that is the formal expression of I(t), see (10). It should be clear that our results in

this direction are really only a first step in our analysis, also because they produce an

unexpected result: more nontrivial solutions of the equation h(x, y) = 0 exist which make

no reference to any critical temperature. The physical meaning of these solutions is still

under investigation.

3.1. A bosonic second reservoir. Let

(20) HN = H
(sys)
N + H

(res)
N + λH

(I)
N = H0

N + λH
(I)
N ,

where H
(sys)
N is given in (1), H

(I)
N in (4) and

(21) H
(res)
N = H

(R1)
N + H

(R2)
N + µH

(R1,R2)
N .

We take H
(R1)
N as in (3), H

(R1)
N =

∑N
j=1

∑
~p∈ΛN

ǫ~p a†
~p,ja~p,j , and

(22) H
(R2)
N =

N∑

j=1

∑

~p∈ΛN

ǫ~p b†~p,jb~p,j , H
(R1,R2)
N =

N∑

j=1

∑

~p∈ΛN

(a†
~p,jb~p,j + a~p,jb

†
~p,j).

Here both the reservoirs satisfy a bosonic statistic and they are independent:

(23) [a~p,i, a
†
~q,j ] = [b~p,i, b

†
~q,j ] = δijδ~p ~q, [a♯

~p,i, b
♯
~q,j ] = 0.

With these definitions the free time evolution of H
(I)
N , H

(I)
N (t) = eiH0

N tH
(I)
N e−iH0

N t, de-

pends on R2 only through its interaction with R1. We have, using the definition (7),

eiH0
N tσ+

j e−iH0
N t = eiH

(sys)
N tσ+

j e−iH
(sys)
N t = eiνtρj

0 + ei(ν+ω)tρj
+ + ei(ν−ω)tρj

−,

while

a~p,i(t) = eiH0
N ta~p,ie

−iH0
N t = eiH

(res)
N ta~p,ie

−iH
(res)
N t = e−iǫ~pt [a~p,i cos(µt) − ib~p,i sin(µt)] .

Remark. The time evolution of the operator b~p,i can be found easily, but it has no role

in the computation of the stochastic limit of our model.

If we now introduce the following function:

(24) ναβ(~p) = ν − ǫ~p + αω + βµ,

where α = 0,± and β = ±, we get

H
(I)
N (t) =

1

2

N∑

j=1

∑

α=0,±
(ρj

α[aj(feitνα−)(25)

+ aj(feitνα+) + bj(feitνα−) − bj(feitνα+)] + h.c.).

Let us now define the following operators:

(26) A~p,j =
a~p,j + b~p,j√

2
, B~p,j =

a~p,j − b~p,j√
2

.
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The only nontrivial commutation rules are now

(27) [A~p,i, A
†
~q,j ] = [B~p,i, B

†
~q,j ] = δijδ~p ~q.

With these definitions we get

(28) H
(I)
N (t) =

1√
2

N∑

j=1

∑

α=0,±
(ρj

α[Aj(feitνα−) + Bj(feitνα+)] + h.c),

which produces, repeating the same computations as in [3], formally the same result as

in (10):

(29) I(t) = −t

N∑

j=1

∑

α=0,±
{ωsys(ρ

j
αρj

α

†
)Γ(m)

α + ωsys(ρ
j
α

†
ρj

α)Γ(n)
α },

where the only difference is in the expressions of the coefficients Γ
(m)
α and Γ

(n)
α , which are

now defined as

(30) Γ(m)
α =

Γ
(mA)
α− + Γ

(mB)
α+

2
, Γ(n)

α =
Γ

(nA)
α− + Γ

(nB)
α+

2
.

Here we have introduced

(31)





Γ
(mA)
α− =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2mA(~p)e−iτνα−(~p),

Γ
(mB)
α+ =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2mB(~p)e−iτνα+(~p),

Γ
(nA)
α− =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2nA(~p)e+iτνα−(~p),

Γ
(mB)
α+ =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2nB(~p)e+iτνα+(~p),

where mA(~p) = ωA(A~p,jA
†
~p,j), mB(~p) = ωB(B~p,jB

†
~p,j), nA(~p) = ωA(A†

~p,jA~p,j) and nB(~p)

= ωB(B†
~p,jB~p,j). Here ωA and ωB are the KMS-states of respectively the A and the

B operators. The total state is now given by the tensor product of three contributions,

one for the system and two for the two reservoirs: ωtot = ωsys ⊗ ωA ⊗ ωB .

Remark. For all our results to be meaningful, we have to require that all these integrals

exist and are finite. This is a condition on f(~p), which extends the analogous one given

in [3].

Due to the fact that I(t) in (29) coincides formally with the one in (10), one easily

recovers the same conclusions as in [3, 9, 10]: the system undergoes to a phase transition,

from a normal to a superconducting phase, if the function h(x, y) defined in analogy with

(16) as

(32) h(x, y) = ℜΓ
(m)
+

ω − g

(ω + gx)2
+ℜΓ

(m)
−

ω + g

(ω − gx)2
+ℜΓ

(n)
+

ω + g

(ω + gx)2
+ℜΓ

(n)
−

ω − g

(ω − gx)2
,

has a nontrivial zero (x0, y0).

Finding such a zero may be very hard, in general. First we observe that

(33)





ℜΓ
(m)
+ = π

2

∑
~p∈ΛN

|f(~p)|2 (mA(~p)δ(ν+−(~p)) + mB(~p)δ(ν++(~p))) ,

ℜΓ
(m)
− = π

2

∑
~p∈ΛN

|f(~p)|2 (mA(~p)δ(ν−−(~p)) + mB(~p)δ(ν−+(~p))) ,

ℜΓ
(n)
+ = π

2

∑
~p∈ΛN

|f(~p)|2 (nA(~p)δ(ν+−(~p)) + nB(~p)δ(ν++(~p))) ,

ℜΓ
(n)
− = π

2

∑
~p∈ΛN

|f(~p)|2 (nA(~p)δ(ν−−(~p)) + nB(~p)δ(ν−+(~p))) .
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Using the usual suggestion contained in [9] we first consider briefly what happens if we

fix ν = 0. This assumption, which was very useful in [9, 10] and [3] to simplify the

computations, has no immediate consequences here. In fact, if ν = 0, it is possible to see

that a sufficient condition for ω0 to be a zero of the function h in (32) is that both these

equations

(34) eβA(ω0−µ) =
g + ω0

g − ω0
, eβB(ω0+µ) =

g + ω0

g − ω0
,

are satisfied, where βA and βB are the inverse temperatures of the two reservoirs A and

B. Since A and B are different linear combinations of the original reservoirs R1 and R2,

see formula (26), it would be reasonable to require βA = βB . But this is only compatible

with one of these two choices: (a) if βA = βB 6= 0 then necessarily µ = 0: therefore we

go back, as it is expected, to [3] and we recover the same critical temperature. This is

because µ = 0 implies that R1 and R2 do not interact. (b) If βA = βB = 0, equations in

(34) imply ω0 = 0, which is not what we want.

However, if we do not assume that βA = βB, it is possible to prove that, if our

model admits a critical temperature, this must be necessarily lower than the one in [9],

Tc = g
2k : it seems that the presence of this second reservoir can only decrease the value

of Tc, which is exactly the opposite of our original aim. However, this is not the end of

the story. In fact, these conclusions are a consequence of having chosen ν = 0. In other

words, we are looking for nontrivial solutions of the equation h(x, y) = 0 when ν = 0.

Other nontrivial solutions may exist, and our strategy is very flexible to discuss this new

situation. This flexibility is lost in [9] and [10] for several reasons, and, among others,

because the equation h(x, y) = 0 must be replaced by a system of equations.

Let us assume now that ν 6= 0. We look for solutions such that only ν+−(~p) assume,

for some ~p, the value 0, while ν++(~p), ν−−(~p) and ν−+(~p) are always different from zero.

For such a solution to exists it is enough that the following inequalities are all satisfied:

(35)





ν + ω + µ < 0,

ν − ω − µ < 0,

ν − ω + µ < 0,

ν + ω − µ ≥ 0,

A trivial solution surely exists if we fix ν = µ as far as ω ∈]2µ,−2µ[. This implies,

because 0 ≤ |ω| ≤
√

5g, that the coupling constant µ in H(res) must be negative

and smaller than −
√

5
2 g. With this choice we get ℜΓ

(m)
− = ℜΓ

(n)
− = 0, and ℜΓ

(m)
+ =

π
2

∑
~p∈ΛN

|f(~p)|2mA(~p)δ(ν+−(~p)) and ℜΓ
(n)
+ = π

2

∑
~p∈ΛN

|f(~p)|2nA(~p)δ(ν+−(~p)). Now, as

an easy consequence, we recover the same equation as in the previous section, eβAω = g+ω
g−ω

which implies that the critical temperature is not affected in this case.

More interesting is the situation when the system (35) holds true without having

ν = µ. This is possible: for instance, the choice µ = −ω, ν = −ω
2 is a possible solution of

(35) with ν 6= µ.

If (35) is satisfied we deduce that

(36) eβA(ω+ν−µ) =
g + ω

g − ω
.
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In order to check whether this equation admits nontrivial solutions for some ω ∈]0, g[, we

consider three different situations:

(i) if ν = µ then we go back to the usual condition, [3], and we deduce the existence

of a critical temperature which coincides with the usual one, Tc = g
2k .

(ii) if ν > µ then the situation is different: since the function F (ω) := eβA(ω+ν−µ) −
g+ω
g−ω is such that F (0) = eβA(ν−µ) − 1 > 0 and limω→g− F (ω) = −∞. Therefore, since

F (ω) is continuous in ]0, g[, then it surely exists a solution F (ω0) = 0 with ω0 ∈]0, g[,

independently of the values of βA.

(iii) if ν < µ then F (0) = eβA(ν−µ) − 1 < 0 and we cannot conclude as in (ii).

The conclusion of this analysis is therefore that, whenever (35) holds true, other

solutions of equation h(x, y) = 0 different from those found in [9] may exist. Their physical

meaning, however, is still to be understood. It may be worth stressing that we are not

claiming that superconductivity exists independently of the temperature. We are just

saying that more solutions of the equations considered in [9] exist, at least when the

physical constants satisfy some peculiar conditions. This is a rather interesting feature of

our model and surely deserves a deeper investigation.

3.2. A fermionic second reservoir. We consider now a different reservoir R2 and

a different interaction between R1 and R2. In particular we assume that H
(R2)
N =∑N

j=1

∑
p∈ΛN

η~p b†~p,jb~p,j , where the operators b~p,j satisfy the following CAR, {b~p,j , b
†
~q,i} =

δijδ~p,~q, {b~p,j , b~q,i} = {b†~p,j , b
†
~q,i} = 0, and commute with the a~p,j ’s, and

(37) H
(R1,R2)
N =

N∑

j=1

∑

~p∈ΛN

a†
~p,ja~p,jb

†
~p,jb~p,j .

The physical difference between this operator and the hamiltonian H
(R1,R2)
N of the pre-

vious subsection, where if a boson a is created then a boson b is annihilated, is clear:

here, in fact, H
(R1,R2)
N only counts the number of bosons a and fermions b. A conse-

quence of this different definition is that, while in the previous model the total number

operator N̂ = N̂a + N̂b =
∑

j,~p∈ΛN
a†

~p,ja~p,j +
∑

j,~p∈ΛN
b†~p,jb~p,j commutes with H

(res)
N

even if [H
(res)
N , N̂a] 6= 0 and [H

(res)
N , N̂b] 6= 0, here we have [H

(res)
N , N̂a] = [H

(res)
N , N̂b] =

[H
(res)
N , N̂ ] = 0.

The free time evolution of the operator a~p,j , a~p,j(t) = eiH
(res)
N ta~p,je

−iH
(res)
N t, is again

easily computed: a~p,j(t) = a~p,je
−it(ǫ~p+µb†

~p,j
b~p,j), and the expression of H

(I)
N (t) is quite

similar to that in (6),

(38) H
(I)
N (t) =

N∑

j=1

∑

α=0,±
(ρj

α aj(feitναj ) + h.c).

Here ναj is the following operator:

(39) ναj(~p) = ν + αω − ǫ~p − µb†~p,jb~p,j ,
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and, analogously to what we did in (4), we have written

aj(feitναj ) =
∑

~p∈ΛN

a~p,je
it(ν+αω−ǫ~p)e−itµb†

~p,j
b~p,j .

If we now consider two KMS states, one for R1 and one for R2, corresponding to the

inverse temperature β1 and β2 respectively, and we take ωtot = ωsys ⊗ ωres = ωsys ⊗
ωβ1

⊗ωβ2
, we deduce for Iλ(t) = (−i/λ)2

∫ t

0
dt1

∫ t1
0

dt2 ωtot(H
(I)
N (t1/λ2)H

(I)
N (t2/λ2)) that

(40) Iλ(t) = −
∑

j,α,β

∑

~p∈ΛN

(
ωS(ρj

αρj
β

†
)|fma

(~p)|2

× 1

λ2

∫ t

0

dt1

∫ t1

0

dt2e
iν̃α(~p)

t1
λ2 −iν̃β(~p)

t2
λ2 ωβ2

(e−iµb†
~p,j

b~p,j
(t1−t2)

λ2 ) + ωS(ρj
α
†
ρj

β)|fna
(~p)|2

× 1

λ2

∫ t

0

dt1

∫ t1

0

dt2e
−iν̃α(~p)

t1
λ2 +iν̃β(~p)

t2
λ2 ωβ2

(eiµb†
~p,j

b~p,j
(t1−t2)

λ2 )

)
,

where

fma
(~p) = f(~p)

√
ma(~p), fna

(~p) = f(~p)
√

na(~p)

and

ν̃α(~p) = ν + αω − ǫ~p = να(~p) + µb†~p,jb~p,j .

In order to compute I(t) = limλ→0 Iλ(t) we first have to compute ωβ2
(eiγb†

~p,j
b~p,j ) for

a generic value of γ. This is easily done recalling that (b†~p,j)
2 = (b~p,j)

2 = 0 and that ωβ2

is a KMS state. After some computations we get

(41) ωβ2
(e±iµb†

~p,j
b~p,j

(t1−t2)

λ2 ) =
eβ2η~p + e±iµ

(t1−t2)

λ2

eβ2η~p + 1
.

It is now almost straightforward to deduce that

(42) I(t) = −t

N∑

j=1

∑

α=0,±
{ωsys(ρ

j
αρj

α
†
)Γ(m)

α + ωsys(ρ
j
α
†
ρj

α)Γ(n)
α },

which is formally identical to equation (10), but for the definition of the coefficients which

are now

(43)





Γ
(m)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2ma(~p) 1

e
β2η~p+1

(e−iτν̃α(~p)+β2η~p + e−iτ(ν̃α(~p)−µ)),

Γ
(n)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2na(~p) 1

e
β2η~p+1

(e+iτν̃α(~p)+β2η~p + e+iτ(ν̃α(~p)−µ)).

Also for this model, therefore, the existence of a nontrivial zero of the function h(x, y)

defined as in (32) is the first step in order to analyze its superconducting features. To

find this zero we first have to compute the following quantities:

(44)





ℜΓ
(m)
α = π

∑
~p∈ΛN

1

e
β2η~p+1

|f(~p)|2ma(~p)(eβ2η~pδ(ν̃α(~p)) + δ(ν̃α(~p) − µ)),

ℜΓ
(n)
α = π

∑
~p∈ΛN

1

e
β2η~p+1

|f(~p)|2na(~p)(eβ2η~pδ(ν̃α(~p)) + δ(ν̃α(~p) − µ)).

We use now the same strategy as in the previous subsection, i.e., instead of fixing ν = 0,
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we look for solutions of the following inequalities,

(45)





ν + ω < 0,

ν − ω < 0,

ν − ω − µ < 0,

ν + ω − µ ≥ 0,

which is close but not identical to the system in (35), since if such a solution exists, then

some interesting consequences arise, as we shall see. First, let us observe that if we fix

ν = µ then the system above is surely satisfied if we also take the coupling constant µ

such that µ < −
√

5g. However, as for the model described before, the equality ν = µ

produces again the same critical temperature as in [3], so that it is not very interesting

for us. However, it is easy to see that other solutions of (45) exist corresponding to ν 6= µ.

As an example we can choose µ = −2ω and ν = − 3ω
2 .

After few computations we recover essentially the same equation as in (36):

(46) eβ1(ω+ν−µ) =
g + ω

g − ω
.

It is clear, therefore, that the conclusions are exactly the same: (i) if ν = µ then we

get the same critical temperature as in [3]; (ii) if ν > µ then we surely have a solution

F (ω0) = 0 with ω0 ∈]0, g[, for all the values of β1. Again, this could suggest the existence

of a superconducting phase for all values of the temperature, but for special values of the

physical constants. However, as we have already stated several times, this is still to be

better understood; (iii) if ν < µ then a deeper analysis is required to conclude something

about the critical temperature (and, again, we will not consider this situation here).

3.3. A spin-like second reservoir. We consider here another model whose structure is

close to that of the previous models. The only differences wrt our previous definitions are

again in H
(R2)
N and H

(R1,R2)
N . We put

(47) H
(R2)
N = η

N∑

j=1

∑

p∈ΛN

τ0
~p,j , H

(R1,R2)
N =

N∑

j=1

∑

~p∈ΛN

a†
~p,ja~p,jτ

0
~p,j ,

where the operators τk
~p,j , k = 0,±, satisfy the same algebra of the Pauli matrices

[τ+
~p,i, τ

−
~q,j ] = δijδ~p~qτ

0
~p,j , [τ±

~p,i, τ
0
~q,j ] = ∓2δijδ~p~qτ

±
~p,j and commute with the a~p,j ’s. The in-

terpretation is not very different from that of the previous model: H
(R1,R2)
N is a sort of

number operator, as in the previous subsection, which counts the excitations of both R1

and R2, without creating or annihilating any of them. Once again we can find the exact

free time evolution of the operators of R1:

a~p,j(t) = eiH
(res)
N ta~p,je

−iH
(res)
N t = a~p,je

−it(ǫ~p+µτ0
~p,i),

so that

(48) H
(I)
N (t) =

N∑

j=1

∑

α=0,±

(
ρj

α aj(feitναj ) + h.c
)
,

where we have introduced the operator

(49) ναj(~p) = ν + αω − ǫ~p − µτ0
~p,j = να(~p) − µτ0

~p,j
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Most of the computations as in the previous section can be repeated here, and aj(feitναj )

is defined analogously to the previous model. Again the state of the complete system is

a product of three states, one general state for the system S and two KMS states for R1

and R2. The only major difference is now in the computation of ωβ2
(eiατ0

~p,j ) which can

be obtained by introducing an o.n. basis of the spin operators τ0
~p,i. We get

(50) ωβ2
(eiατ0

~p,j ) =
eiα + e−iαe2β2η

1 + e2β2η
,

which must replace the result in (41). Therefore, defining

(51) Γ(m)
α =

Γ
(m−)
α + e2β2ηΓ

(m+)
α

1 + e2β2η
, Γ(n)

α =
Γ

(n−)
α + e2β2ηΓ

(n+)
α

1 + e2β2η

where

(52)





Γ
(m−)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2ma(~p)e−iτν−

α (~p),

Γ
(m+)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2ma(~p)e−iτν+

α (~p),

Γ
(n−)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2na(~p)e+iτν−

α (~p),

Γ
(n+)
α =

∫ 0

−∞ dτ
∑

~p∈ΛN
|f(~p)|2na(~p)e+iτν+

α (~p),

with ν±
α (~p) = να(~p) ± µ, ma(~p) = ωβ1

(a~p,ja
†
~p,j) and na(~p) = ωβ1

(a†
~p,ja~p,j), we get, once

again, the same result as in (10):

(53) I(t) = −t
N∑

j=1

∑

α=0,±
{ωsys(ρ

j
αρj

α
†
)Γ(m)

α + ωsys(ρ
j
α
†
ρj

α)Γ(n)
α },

Again, the critical temperature is related to the function h(x, y) defined as in (32) with

the above definition of the constants.

Let us now consider first the simplest situation, that is the limiting case β2 → ∞. In

this case we see from (51) that

(54)

{
limβ2→∞ Γ

(m)
α = Γ

(m+)
α and ℜΓ

(m+)
α = π

∑
~p∈ΛN

|f(~p)|2ma(~p)δ(ν+
α (~p)),

limβ2→∞ Γ
(n)
α = Γ

(n+)
α and ℜΓ

(n+)
α = π

∑
~p∈ΛN

|f(~p)|2na(~p)δ(ν+
α (~p)).

We will here consider only the following three different situations:

(1) first of all, assume µ < ν = 0. Then, due to (54), ℜΓ
(m+)
− = ℜΓ

(n+)
− = 0, and, intro-

ducing the set ẼN = {~p ∈ ΛN : ǫ~p = ω+µ}, we have ℜΓ
(m+)
+ = π

∑
~p∈ẼN

|f(~p)|2 eβ1(ω+µ)

eβ1(ω+µ)−1

and ℜΓ
(n+)
+ = π

∑
~p∈ẼN

|f(~p)|2 1
eβ1(ω+µ)−1

. Therefore equation h(x, y) = 0 produces

(55) eβ1(ω+µ) =
g + ω

g − ω
.

Recalling that µ < 0, the usual analysis can be repeated and we conclude that no solution

exists for β1 ≤ 2
g , which means that the critical temperature can only decrease under these

conditions: Tc < g
2k ;

(2) let us now consider the case in which ν = −µ. Under this assumption we recover

the usual equation, eβ1ω = g+ω
g−ω , so that the critical temperature coincides with the one

found in [9] and [3];
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(3) finally, let ν > −µ. Then, if also ν + µ − ω < 0 is satisfied, the equation to

be considered is eβ1(ω+µ+ν) = g+ω
g−ω , which has always a superconducting solution since

limω→g− F (ω) = limω→g− eβ1(ω+µ+ν) − g+ω
g−ω = −∞ and F (0) = eβ1(ν+µ) − 1 > 0.

Let us now remove the hypothesis β2 → ∞. Without going into details it is possible

to see that if the following system is satisfied:

(56)





ν + ω − µ ≥ 0,

ν + ω + µ < 0,

ν − ω − µ < 0,

ν − ω + µ < 0,

(which holds true for instance if ν = 3µ
2 and µ = −ω), then h(x, y) = 0 produces the

equation eβ1(ω−µ+ν) = g+ω
g−ω and the existence of a solution depends on the difference

ν − µ: a solution always exists (for all β1) for ν − µ > 0, exists only for β1 > 2
g for

ν − µ = 0 while for ν − µ < 0 the question is still open.

As we see, the situation is very close to that of the other models considered in the

previous sections: more nontrivial solutions of the equation h(x, y) = 0 may exist which

were not obtained in [9].

4. Conclusions and outcome. We have shown how the SL approach can be success-

fully used to simplify the treatment of the open BCS model of low superconductivity. We

have also considered extended versions of the Martin-Buffet model, and from the analysis

above it turns out that the choice ν = 0 in [9, 10] and [3] is a very particular one and

that many different solutions of the equation h(x, y) = 0 may be lost fixing this value.

This suggests to work out a deeper analysis in order to understand the physical meaning

of these different solutions which, by the way, also appear in the original, single-reservoir

model, [4].

Moreover, since the free time evolution of the operators of R1 that we have obtained

in the models discussed here is not the one we originally asked for, a~p,i(t) = a~p,ie
−iγǫ~pt,

we are also interested in finding different soluble models, like some other version of a

double reservoir open BCS model, which can produce this time behavior.

Appendix: A few results on the stochastic limit. In this Appendix we will briefly

summarize some of the basic facts and properties concerning the SLA which are used all

throughout the paper. We refer to [1] and references therein for more details.

Given an open system S + R we write its hamiltonian H as the sum of two contri-

butions, the free part H0 and the interaction λHI . Here λ is a coupling constant, H0

contains the free evolution of both the system S and the reservoir R, while HI con-

tains the interaction between S and R. Working in the interaction picture, we define

HI(t) = eiH0tHIe
−iH0t and the so called wave operator Uλ(t) which is the solution of the

following differential equation

(A.57) ∂tUλ(t) = −iλHI(t)Uλ(t),

with the initial condition Uλ(0) = 11. Using the van-Hove rescaling t → t
λ2 , see [10, 1] for

instance, we can rewrite the same equation in a form which is more convenient for our
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perturbative approach, that is

(A.58) ∂tUλ

(
t

λ2

)
= − i

λ
HI

(
t

λ2

)
Uλ

(
t

λ2

)
,

with the same initial condition as before. Its integral counterpart is

(A.59) Uλ

(
t

λ2

)
= 11 − i

λ

∫ t

0

HI

(
t′

λ2

)
Uλ

(
t′

λ2

)
dt′,

which is the starting point for a perturbative expansion, which works in the following

way.

Suppose, to begin with, that we are interested in the zero temperature situation. Then

let ϕ0 be the ground vector of the reservoir and ξ a generic vector of the system. Now we

put ϕ
(ξ)
0 = ϕ0 ⊗ ξ. We want to compute the limit, for λ going to 0, of the first nontrivial

order of the mean value of the perturbative expansion of Uλ(t/λ2) above in ϕ
(ξ)
0 , that is

the limit of

(A.60) Iλ(t) =

(
− i

λ

)2 ∫ t

0

dt1

∫ t1

0

dt2

〈
HI

(
t1
λ2

)
HI

(
t2
λ2

)〉

ϕ
(ξ)
0

,

for λ → 0. Under some regularity conditions on the functions which are used to smear

out the (typically) bosonic fields of the reservoir, this limit is shown to exist for many

relevant physical models, see [1], and [2, 5, 8] for a few recent applications to quantum

many body theory. It is at this stage that all the complex quantities like the Γ
(γ)
α ’s we have

introduced in the main body of this paper appear. We define I(t) = limλ→0 Iλ(t). In the

same sense of the convergence of the (rescaled) wave operator Uλ( t
λ2 ) (the convergence in

the sense of correlators), it is possible to check that also the (rescaled) reservoir operators

converge and define new operators which do not satisfy canonical commutation relations

but a modified version of these. This is, for instance, the genesis of the commutation

rules in (13). Moreover, these limiting operators depend explicitly on time and they live

in a Hilbert space which is different from the original one. In particular, they annihilate

a vacuum vector, η0, which is no longer the original one, ϕ0.

It is not difficult to deduce the form of a time dependent self-adjoint operator H
(sl)
I (t),

which depends on the system operators and on the limiting operators of the reservoir,

such that the first nontrivial order of the mean value of the expansion of Ut = 11 −
i
∫ t

0
H

(sl)
I (t′)Ut′dt′ on the state η

(ξ)
0 = η0 ⊗ ξ coincides with I(t). The operator Ut defined

by this integral equation is called again the wave operator.

The form of the generator of the reduced dynamics follows now from an operation

of normal ordering. More in details, we start defining the flux of an observable X̃ =

X ⊗ 11r, where 11r is the identity of the reservoir and X is an observable of the system,

as jt(X̃) = U†
t X̃Ut. Then, using the equation of motion for Ut and U†

t , we find that

∂tjt(X̃) = iU†
t [H

(sl)
I (t), X̃]Ut. In order to compute the mean value of this equation on

the state η
(ξ)
0 , so to get rid of the reservoir operators, it is convenient to compute first

the commutation relations between Ut and the limiting operators of the reservoir. At this

stage the so called time consecutive principle is used in a very heavy way to simplify the

computation. This principle, which has been checked for many classes of physical models,
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[1], states that, if β(t) is any of these limiting operators of the reservoir, then

(A.61) [β(t), Ut′ ] = 0, for all t > t′.

Using this general result and recalling that η0 is annihilated by the limiting annihilation

operators of the reservoir, it is now a simple exercise to compute 〈∂tjt(X)〉
η
(ξ)
0

and,

by means of the equation 〈∂tjt(X)〉
η
(ξ)
0

= 〈jt(L(X))〉
η
(ξ)
0

, to identify the form of the

generator L.

Let us now briefly consider the case in which T > 0. In this case the state of the

reservoir is no longer given by ϕ0. It is now convenient to use the so-called canonical

representation of thermal states, [1]. Any annihilator operator a~p,j can be written as the

following linear combination

(A.62) a~p,j =
√

m(~p) c
(a)
~p,j +

√
n(~p) c

(b),†
~p,j ,

where m(~p) and n(~p) are the following two-points functions,

(A.63) m(~p) = ωβ(a~p,ja
†
~p,j) =

1

1 − e−βǫ~p
, n(~p) = ωβ(a†

~p,ja~p,j) =
e−βǫ~p

1 − e−βǫ~p
,

for a bosonic reservoir, if ωβ is a KMS state corresponding to an inverse temperature β.

The operators c
(α)
~p,j are assumed to satisfy the following commutation rules

(A.64) [c
(α)
~p,j , c

(γ)
~q,k

†
] = δjkδ~p ~qδαγ ,

while all the other commutators are trivial. Let moreover Φ0 be the vacuum of the

operators c
(α)
~p,j :

c
(α)
~p,j Φ0 = 0, ∀~p, j, α.

Then it is immediate to check that the results in (A.63) for the KMS state can be found,

using these new variables, representing ωβ as the following vector state ωβ(·) = 〈Φ0, ·Φ0〉.
With this GNS-like representation it is trivial to check that both the CCR and the

two-point functions are easily recovered. Once this representation is introduced, all the

same steps as for the situation with T = 0 can be repeated, and the expression for the

generator can be deduced using exactly the same strategy.
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