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rable Banach spaces having the Radon-Nikodym property. New application to the law of large

numbers is also presented.

1. Introduction. In this paper we present new results of weak star Kuratowski (w∗K
for short) convergence for Gelfand-integrable multivalued martingales, supermartingales
and mils taking convex weak star compact values in the dual of a separable Banach
space. By contrast with similar results in separable Banach space dealing with Mosco
convergence, see [1, 4, 5, 15, 16, 17, 7, 20, 21, 22, 23, 27] and the references therein,
the study of w∗K-convergence for the weak star closed convex valued multifunctions
considered here is unusual because the dual space is no longer strongly separable. Our
purpose is to present various w∗K-convergence results for Gelfand-integrable multival-
ued martingales in the dual of a separable Banach space by introducing new tools based
on the conditional expectation for Gelfand-integrable multifunctions, multivalued Biting
lemma and multivalued Dunford-Pettis theorems. The paper is organized as follows. In
Section 3 we state the w∗K-convergence for convex weak star compact valued martin-
gales. In Section 4 we state the w∗K-convergence for convex weak star compact valued
mils. In Section 5 the w∗K-convergence for unbounded weak star closed convex valued
for supermartingales is presented as well as the existence of Gelfand-integrable regular
martingale selections. In Section 6 we establish several integral representation formulas
for convex weak star compact valued multifunctions defined on Köthe space and provide
several existence results of conditional expectation for convex weak star compact valued
Gelfand-integrable multifunctions. In Section 7 new versions of Levy’s theorem for con-
vex weak star compact valued Gelfand-integrable multifunctions with application to the
w∗K-convergence for convex weak star compact valued Gelfand-integrable martingales
are provided. We also present in Section 8 a new version of Mosco convergence result
for unbounded closed convex valued integrable supermartingales in a separable Banach
space having the Radon-Nikodym property. In Section 9 we present an application to the
law of large numbers in the space of Gelfand-integrable and mean bounded functions.

2. Preliminaries. Let (Ω,F , P ) be a complete probability space, (Fn)n∈N an increasing
sequence of sub-σ-algebras of F such that F is the σ-algebra generated by

⋃∞
n≥1 Fn. Let

E be a separable Banach space, E∗ the topological dual of E, BE (resp. BE∗) the closed
unit ball of E (resp. E∗), D = (xp)p∈N a dense sequence in BE . We denote by E∗s
(resp. E∗b ) the topological dual E∗ endowed with the topology σ(E∗, E) of pointwise
convergence, alias w∗ topology (resp. the topology associated with the dual norm ‖.‖E∗b );
and by E∗m∗ the topological dual E∗ endowed with the topology m∗ = σ(E∗,H), where
H is the linear space of E generated by D, that is the Hausdorff locally convex topology
defined by the sequence of semi-norms

Pk(x∗) = max{|〈x∗, xp〉| : p ≤ k}, x∗ ∈ E∗, k ∈ N.

Recall that the topology m∗ is metrizable, for instance, by the metric

dE∗
m∗

(x∗1, x
∗
2) :=

p=∞∑
p=1

1
2p
|〈xp, x∗1〉 − 〈xp, x∗2〉|, x∗1, x

∗
2 ∈ E∗.
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We assume from now that dE∗
m∗

is held fixed. Further, we have m∗ ⊂ w∗ ⊂ s∗. When E is
infinite-dimensional these inclusions are strict. On the other hand, the restrictions of m∗

and w∗ to any bounded subset of E∗ coincide and the Borel tribes B(E∗s ) and B(E∗m∗)
associated with E∗s and E∗m∗ are equal, but the consideration of the Borel tribe B(E∗b )
associated with the topology of E∗b is irrelevant here. Noting that E∗ is the countable
union of closed balls, we deduce that the space E∗s is Suslin, as well as the metrizable
topological space E∗m∗ . A 2E

∗
s -valued multifunction (alias mapping for short) X : Ω⇒ E∗s

is F-measurable if its graph belongs to F ⊗ B(E∗s ). Given a F-measurable mapping
X : Ω⇒ E∗s and a Borel set G ∈ B(E∗s ), the set

X−G = {ω ∈ Ω : X(ω) ∩G 6= ∅}

is F-measurable, that is X−G ∈ F . In view of the completeness hypothesis on the
probability space, this is a consequence of the Projection Theorem (see e.g. Theorem
III.23 of [13]) and of the equality

X−G = projΩ {Gr(X) ∩ (Ω×G)}.

In particular, if X : Ω⇒ E∗s is F-measurable, the domain of X, defined by

domX = {ω ∈ Ω : X(ω) 6= ∅}

is F-measurable, because domX = X−E∗s . Further if u : Ω → E∗s is a scalarly
F-measurable mapping, that is, for every x ∈ E, the scalar function ω 7→ 〈x, u(ω)〉 is
F-measurable, then the function f : (ω, x∗) 7→ ‖x∗ − u(ω)‖E∗b is F ⊗ B(E∗s )-measurable,
and for every fixed ω ∈ Ω, f(ω, .) is lower semicontinuous on E∗s , for short, f is a normal
integrand, indeed, we have

‖x∗ − u(ω)‖E∗b = sup
j∈N
〈ej , x∗ − u(ω)〉

here D1 = (ej)j≥1 is a dense sequence in the closed unit ball of E. As each function
(ω, x∗) 7→ 〈ej , x∗−u(ω)〉 is F ⊗B(E∗s )-measurable and continuous on E∗s for each ω ∈ Ω,
it follows that f is a normal integrand. Consequently, the graph of u belongs to F ⊗
B(E∗s ). Let us mention that the function distance dE∗b (x∗, y∗) = ‖x∗ − y∗‖E∗b is lower
semicontinuous on E∗s × E∗s , being the supremum of w∗-continuous functions. If X is a
F-measurable mapping, the distance function ω 7→ dE∗b (x∗, X(ω)) is F-measurable, by
using the lower semicontinuity of the function dE∗b (x∗, .) on E∗s and measurable projection
theorem ([13], Theorem III.23) and recalling that E∗s is a Suslin space. A mapping u : Ω⇒
E∗s is said to be scalarly integrable, alias Gelfand integrable, if, for every x ∈ E, the scalar
function ω 7→ 〈x, u(ω)〉 is F-measurable and integrable. We denoted by G1

E∗ [E](Ω,F , P )
(G1

E∗ [E](F) for short) the space of all F-measurable and scalarly integrable mappings
u : Ω⇒ E∗s . Here L1

E∗ [E](F) is the subspace of G1
E∗ [E](F) of all F-measurable mappings

u such that the function |u| : ω 7→ ‖u(ω)‖E∗b is integrable. The measurability of |u| follows
easily from the above considerations. For any 2E

∗
s -valued mapping X : Ω ⇒ E∗s , we

denote by S1
Ge(X)(F) (resp. S1

X(F)) the set of all G1
E∗ [E](F)-selections (resp. L1

E∗ [E](F)-
selections) of X. We denote by Gelfand-

∫
A
f dP (or, for short, G-

∫
A
f dP ) the Gelfand

integral of a Gelfand integrable mapping f : Ω → E∗ over a set A ∈ F . The Aumann-
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Gelfand integral, AG-integral for short, of X over a set A ∈ F is defined by

AG-
∫
A

X dP :=
{
G-
∫
A

f dP : f ∈ S1
Ge(X)(F)

}
.

Let (Xn)n∈N be a sequence of F-measurable w∗-closed convex mappings, the sequential
weak∗ upper limit w∗-lsXn of (Xn)n∈N is defined by

w∗-lsXn = {x∗ ∈ E∗ : x∗ = σ(E∗, E)-lim
j→∞

x∗j ; x
∗
j ∈ Xnj}.

Similarly the sequential weak∗ lower limit w∗-liXn of (Xn)n∈N is defined by

w∗-liXn = {x∗ ∈ E∗ : x∗ = σ(E∗, E)-lim
n→∞

x∗n; x∗n ∈ Xn}.

The sequence (Xn)n∈N weak star Kuratowski (w∗K for short) converges to a F-measur-
able w∗-closed convex valued mapping X∞ : Ω⇒ E∗s if

w∗-lsXn ⊂ X∞ ⊂ w∗-liXn

almost surely (a.s.). Briefly

w∗K-lim
n→∞

Xn = X∞ a.s.

By cwk(E∗s ) we denote the set of all nonempty convex σ(E∗, E)-compact subsets of E∗s .
A mapping X : Ω → cwk(E∗s ) is scalarly F-measurable if the function ω → δ∗(x,X(ω))
is F-measurable for every x ∈ E. Let us recall that any scalarly F-measurable cwk(E∗s )-
valued mapping is F-measurable. Indeed, let (ek)k∈N be a sequence in E which separates
the points of E∗, then we have x ∈ X(ω) iff 〈ek, x〉 ≤ δ∗(ek, X(ω)) for all k ∈ N.
Further, we denote by G1

cwk(E∗s )(Ω,F , P ) (for short, G1
cwk(E∗s )(F)) the space of all F-

measurable and scalarly integrable cwk(E∗s )-valued mappings X : Ω → cwk(E∗s ), that
is, for every x ∈ E, the function ω → δ∗(x,X(ω)) is integrable. By L1

cwk(E∗s )(Ω,F , P )
(for short, L1

cwk(E∗s )(F)) we denote the subspace of G1
cwk(E∗s )(F) of all integrably bounded

multifunctions X such that the function |X| : ω → |X(ω)| is integrable, here |X(ω)| :=
supy∗∈X(ω) ‖y∗‖E∗b , by the above consideration, it is easy to see that |X| is F-measurable.
Similarly, L∞cwk(E∗s )(Ω,F , P ) (for short, L∞cwk(E∗s )(F)) is the space of all F-measurable and
scalarly integrable cwk(E∗s )-valued mapping X : Ω→ cwk(E∗s ), such that |X| belongs to
L∞(Ω,F , P ). Let H∗E∗b be the Hausdorff distance associated with the dual norm ‖.‖E∗b
on bounded closed convex subsets in E∗, and X,Y be two convex weak∗ compact valued
measurable mappings, then H∗E∗b (X,Y ) is measurable because

HE∗b = sup
j∈N

[δ∗(ej , X)− δ∗(ej , Y )],

where (ej)j∈N is a dense sequence in BE . A sequence (Xn)n∈N in L1
cwk(E∗s )(F) is bounded

(resp. uniformly integrable) if (|Xn|)n∈N is bounded (resp. uniformly integrable) in
L1

R(Ω,F , P ). We refer to [19] for the weak star convergence of closed bounded convex
sets in a dual space.

3. Martingales in L1
E∗ [E](F) and L1

cwk(E∗s )(F). For the convenience of the reader
we recall and summarize the existence and uniqueness of the conditional expectation in
L1
cwk(E∗s )(F). See [26, Theorem 3].
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Theorem 3.1. Given Γ ∈ L1
cwk(E∗s )(F) and a sub-σ-algebra B of F , there exists a unique

(for equality a.s.) mapping Σ := EBΓ ∈ L1
cwk(E∗s )(B), that is the conditional expectation

of Γ with respect to B, which enjoys the following properties:

a)
∫

Ω
δ∗(v,Σ) dP =

∫
Ω
δ∗(v,Γ) dP for all v ∈ L∞E (B).

b) Σ ⊂ EB|Γ|BE∗ a.s.
c) S1

Σ(B) is sequentially σ(L1
E∗ [E](B), L∞E (B)) compact (here S1

Σ(B) denotes the set of
all L1

E∗ [E](B) selections of Σ) and satisfies the inclusion

EBS1
Γ(F) ⊂ S1

Σ(B).

d) Furthermore one has
δ∗(v,EBS1

Γ(F)) = δ∗(v,S1
Σ(B))

for all v ∈ L∞E (B).
e) EB is increasing: Γ1 ⊂ Γ2 a.s. implies EBΓ1 ⊂ EBΓ2 a.s.

For more information for the conditional expectation of multifunctions, we refer to
[12, 22, 26].

Definition 3.2. An adapted sequence (Xn)n∈N in L1
cwk(E∗s )(F) is

— a martingale if Xn = EFnXn+1 for all n ∈ N,
— a submartingale if Xn ⊂ EFnXn+1 for all n ∈ N,
— a supermartingale if EFnXn+1 ⊂ Xn for all n ∈ N.

Here EFnXn+1 ∈ L1
cwk(E∗s )(Fn) denotes the convex weakly compact valued condi-

tional expectation of Xn+1 as defined in Theorem 3.1.
We begin with a simple convergence result for martingales in L1

E∗ [E](F) which is a
starting point of our study.

Proposition 3.3. Let (Xn)n∈N be a bounded martingale in L1
E∗ [E](F). Then there is

X∞ ∈ L1
E∗ [E](F) which enjoys the following properties

(a) (Xn)n∈N weak∗ converges a.s. to X∞.
(b) limn→∞ ‖Xn− y∗‖E∗b = ‖X∞− y∗‖E∗b a.s., for each y∗ ∈ E∗, here the negligible set

depends on y∗ ∈ E∗.

Proof. It is clear that (|Xn|)n∈N is a bounded submartingale in L1
R(F). Hence (|Xn|)n∈N

converges a.s. So supn∈N |Xn|(ω) < ∞ a.s. Now, since, for each x ∈ E, (〈x,Xn〉)n∈N is
a bounded martingale in L1

R(F), it converges a.s. to a function mx ∈ L1
R(F). Using [12,

Theorem 6.1(4)] provides an increasing sequence (Ap)p∈N in F with limp→∞ P (Ap) = 1,
a function X∞ ∈ L1

E∗ [E](F) and a subsequence (X ′n)n∈N such that

lim
n→∞

∫
Ap

〈h,X ′n〉 dP =
∫
Ap

〈h,X∞〉 dP

for all h ∈ L∞E (F). So by identifying the limit, we get mx = 〈x,X∞〉 a.s., so (a) follows
using the separability of E and the pointwise boundedness of (Xn)n∈N. It remains to
prove (b). We have

‖Xn − y∗‖E∗b = sup
j∈N
|〈ej , Xn − y∗〉|
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here D1 = (ej)j∈N denotes a dense sequence in the closed unit ball of E. As, for
each j ∈ N, (|〈ej , Xn − y∗〉|)n∈N are real-valued submartingales which converge a.s. to
|〈ej , X∞− y∗〉|, and (|Xn|)n∈N is L1

R(F)-bounded we can apply Lemma V.2.9 in [24]. So
we have

lim
n→∞

‖Xn − y∗‖E∗b = lim
n→∞

sup
j∈N
|〈ej , Xn − y∗〉| = sup

j∈N
lim
n→∞

|〈ej , Xn − y∗〉|

= sup
j∈N
|〈ej , X∞ − y∗〉| = ‖X∞ − y∗‖E∗b

almost surely.

Now we proceed to a multivalued version of the preceding result dealing with sub-
martingales in L1

cwk(E∗s )(F). For this purpose we begin with the regular martingale EFnX
where X ∈ L1

cwk(E∗s )(F).

Theorem 3.4. Let X ∈ L1
cwk(E∗s )(F). Then the following hold :

(a) limn→∞ δ∗(x,EFnX) = δ∗(x,X) a.s. ∀x ∈ BE.
(b) w∗-lsEFnX ⊂ X ⊂ w∗-li EFnX a.s.

Proof. (a) On account of Theorem 3.1, EFnX ∈ L1
cwk(E∗s )(F) with

(3.4.1) EFnX ⊂ EFn |X|BE∗ .

Further by applying Levy’s theorem to (EFnδ∗(x,X))n∈N we have

lim
n→∞

EFnδ∗(x,X) = δ∗(x,X)

a.s. for each x ∈ E. Since EFnδ∗(x,X) = δ∗(x,EFnX) and E is separable, using (3.4.1),
it is not difficult to check that

(3.4.2) lim
n→∞

δ∗(x,EFnX) = δ∗(x,X) a.s. ∀x ∈ BE .

(b) Let us check the inclusion

X(ω) ⊂ w∗-li EFnX(ω) a.s.

Let f ∈ S1
X . By applying (a) to the single-valued mapping f ∈ L1

E∗ [E](F) (see 3.4.2) we
deduce that limn→∞EFnf(ω) = f(ω) a.s. with respect to the σ(E∗, E) topology. Since
EFnf(ω) ∈ EFnX(ω), it follows that f(ω) ∈ w∗-li EFnX(ω) a.s. Taking a Castaing
representation of X (see [13, Theorem III.37]) we deduce that X(ω) ⊂ w∗-li EFnX(ω)
a.s. The inclusion w∗-lsEFnX ⊂ X a.s. follows again from (a). Indeed, let ω ∈ Ω be fixed
but arbitrary for which the equality

lim
n→∞

δ∗(x,EFnX(ω)) = δ∗(x,X(ω))

holds for all x ∈ E, and let x∗ ∈ w-lsEFnX(ω). There is a sequence (x∗k)k∈N in E∗ with
x∗k ∈ EFnkX(ω) such that (x∗k)k∈N weakly∗ converges to x∗. Then, for each x ∈ E, we
have

〈x, x∗〉 = lim
k→∞

〈x, x∗k〉 ≤ lim
k→∞

δ∗(x,EFnkX(ω)) = δ∗(x,X(ω)).

According to Proposition III.35 in [13], we deduce that x∗ ∈ X(ω).

Now we proceed to the convergence of martingales in L1
cwk(E∗s )(F).
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Theorem 3.5. Let (Xn)n∈N be a bounded martingale in L1
cwk(E∗s )(F). Then there is

X∞ ∈ L1
cwk(E∗s )(F) which enjoys the following properties

(a) limn→∞H∗E∗b (Xn, E
FnX∞) = 0 a.s.

Consequently

(b) limn→∞ δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE.

Proof. (a) Let D1 = (ej)j∈N denote a dense sequence in BE . As (Xn)n∈N is a bounded
martingale in L1

cwk(E∗s )(F), for each j ∈ N, (δ∗(ej , Xn))n∈N is a bounded real-valued
martingale in L1

R(F). So for each j ∈ N, (δ∗(ej , Xn))n∈N converges a.s. to an integrable
function mj in L1

R(F). Applying [12, Theorem 6.1(4)] gives X∞ ∈ L1
cwk(E∗s )(F) such that

lim
n→∞

δ∗(ej , Xn) = mj = δ∗(ej , X∞) a.s.

and then in view of Theorem 3.4

lim
n→∞

[δ∗(ej , Xn)− δ∗(ej , EFnX∞)] = 0 a.s.

Furthermore, for each j ∈ N, (δ∗(ej , Xn) − δ∗(ej , EFnX∞))n∈N are real-valued L1-
bounded martingales thus, invoking Lemma V.2.9 in [24], we see that

H∗E∗b (Xn, E
FnX∞) = sup

x∈BE

∣∣δ∗(x,Xn)− δ∗(x,EFnX∞)
∣∣

= sup
j≥1

∣∣δ∗(ej , Xn)− δ∗(ej , EFnX∞)
∣∣→ sup

j≥1
lim
n→∞

∣∣δ∗(ej , Xn)− δ∗(ej , EFnX∞)
∣∣ = 0

almost surely, which proves (a). Hence we deduce that

lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞), a.s. ∀x ∈ BE .

Indeed, for each x ∈ BE let us write

[δ∗(x,Xn)− δ∗(x,X∞)] = [δ∗(x,Xn)− δ∗(x,EFnX∞)]

+ [δ∗(x,EFnX∞)− δ∗(x,X∞)].

From (a), it is obvious that the first term [δ∗(x,Xn) − δ∗(x,EFnX∞] goes to 0 a.s. for
all x ∈ BE when n goes to ∞ and so is the second term

[δ∗(x,EFnX∞)− δ∗(x,X∞)].

Indeed, since
[δ∗(ej , EFnX∞)− δ∗(ej , X∞)]→ 0 a.s. ∀j ∈ N

when n goes to ∞ and

sup
n∈N
|EFnX∞(ω)| <∞ a.s. ω ∈ Ω

it is straightforward (using a density argument) to check that

[δ∗(x,EFnX∞)− δ∗(x,X∞)]→ 0 a.s. ∀x ∈ BE
when n goes to ∞.
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Corollary 3.6. Let (Xn)n∈N be a bounded martingale in L1
E∗ [E](F). Then there exist

X∞ ∈ L1
E∗ [E](F), a regular martingale (Yn)n∈N in L1

E∗ [E](F) and a martingale (Zn)n∈N

in L1
E∗ [E](F) such that Xn = Yn + Zn for all n ∈ N and such that (Yn)n∈N weak∗

converges a.s. to X∞ and (Zn)n∈N norm converges to 0 a.s.

Proof. By Proposition 3.3, there exists X∞ ∈ L1
E∗ [E](F) such that (Xn)n∈N weak∗ con-

verges a.s. to X∞. As Xn = EFnX∞+ [Xn−EFnX∞], the result follows from Theorems
3.4 and 3.5 by putting Yn = EFnX∞ and Zn = Xn − EFnX∞.

Now we proceed to the w∗K convergence of bounded martingales in L1
cwk(E∗s )(F).

For this purpose we need the following result that is dual version of a similar result ([1],
Proposition 3.1) in the primal space E.

Lemma 3.7. Let E be a separable Banach space. Let (An)n∈N and (Bn)n∈N be two uni-
formly bounded sequences in cwk(E∗s ) and B∞ ∈ cwk(E∗s ) satisfying:

(i) w∗K-lim
n→∞

Bn := B∞.

(ii) limn→∞H∗E∗b (An, Bn) = 0, where HE∗b denotes the Hausdorff distance associated
with the norm ‖.‖E∗b on the closed bounded convex subsets of E∗b .

Then
w∗K-lim
n→∞

An = B∞.

Proof. We may assume that the sets An, Bn and B∞ are included in a convex σ(E∗, E)-
compact subset L. Then on L the σ(E∗, E) topology coincides with the metric topology
given by dE∗

m∗
, and so for any sequence (Cn)n∈N of convex σ(E∗, E)-compact subsets in-

cluded in L, and for any x∗ ∈ L, we have that x∗ ∈ w∗-li Cn iff limn→∞ dE∗
m∗

(x∗, Cn) = 0.
Given x∗ ∈ w∗-li Bn, there exists x∗n ∈ Bn such that x∗ = w∗-lim

n→∞
x∗n. We have the esti-

mate

dE∗
m∗

(x∗, An) ≤ dE∗
m∗

(x∗, x∗n) + dE∗
m∗

(x∗n, An) ≤ dE∗
m∗

(x∗, x∗n) +H∗E∗b (An, Bn).

Indeed, for every z∗ ∈ An, we have

dE∗
m∗

(x∗n, z
∗) =

∞∑
p=1

1
2p
〈x∗n − z∗, xp〉 ≤

∞∑
p=1

1
2p
‖x∗n − z∗‖E∗b = ‖x∗n − z∗‖E∗b

so that

dE∗
m∗

(x∗n, An) = inf
z∗∈An

dE∗
m∗

(x∗n, z
∗) ≤ inf

z∗∈An
‖x∗n − z∗‖E∗b

= dE∗b (x∗n, An) ≤ H∗E∗b (An, Bn).

By (ii) we deduce that limn→∞ dE∗
m∗

(x∗, An) = 0. Hence

(∗) w∗-li Bn ⊂ w∗-li An.

Now let x∗ ∈ w∗-lsAn. There exist a sequence (x∗k)k∈N weak∗ converging to x∗ with
x∗k ∈ Ank for all k ∈ N. Let us pick y∗k ∈ Bnk such that

dE∗
m∗

(x∗k, y
∗
k) = dE∗

m∗
(x∗k, Bnk) +

1
k
≤ H∗E∗b (Ank , Bnk) +

1
k
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because dE∗
m∗

(x∗k, Bnk) ≤ H∗E∗b (Ank , Bnk) similarly. As y∗k = x∗k + (y∗k − x∗k), (y∗k)k∈N

weak∗ converges to x∗, therefore x∗ ∈ w∗-lsBn. Hence

(∗∗) w∗-lsAn ⊂ w∗-lsBn.

Consequently, combining (i), (∗), (∗∗) we get

w∗K-lim
n→∞

An = B∞.

Now we present the weak star Kuratowski convergence for bounded martingales in
L1
cwk(E∗s )(F).

Theorem 3.8. Let (Xn)n∈N be a bounded martingale in L1
cwk(E∗s )(F). Then there is

X∞ ∈ L1
cwk(E∗s )(F) which enjoys the following properties

(a) lim
n→∞

|Xn| = |X∞| a.s.

(b) lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE .

(c) w∗K-lim
n→∞

Xn = X∞ a.s.

Proof. Arguing as in the proof of Theorem 3.5 via Neveu lemma [24, Lemme 5.2.9], we
conclude that

lim
n→∞

|Xn| = |X∞| a.s.(3.8.1)

lim
n→∞

HE∗b (Xn, E
FnX∞) = 0 a.s.(3.8.2)

So (b) follows easily by repeating the arguments in the proof of Theorem 3.5. In view of
Theorem 3.4 one has

(3.8.3) w∗K-lim
n→∞

EFnX∞ = X∞ a.s.

From (3.8.1), (3.8.2), (3.8.3) and Lemma 3.7 we conclude that (Xn)n∈N w∗K-converges
to X∞ a.s.

Remarks. The above results are not comparable with those given in [18, Proposition 1]
dealing with norm convergence a.s. of strongly measurable vector-valued martingales
taking values in a strongly separable subspace of a dual space. In the next section, we
will present similar results for multivalued mils in E∗.

4. Multivalued mils in a dual space. Before going further, let us introduce the
definition of mils in L1

cwk(E∗s )(F).

Definition 4.1. An adapted sequence (Xn)n∈N in L1
cwk(E∗s )(F) is a mil if for every

ε > 0, there exists p such that for n ≥ p, we have

P
(

sup
n≥q≥p

H∗E∗b (Xq, E
FqXn) > ε

)
< ε

where H∗E∗b stands for the Hausdorff distance associated with the dual norm ‖.‖E∗b on
cwk(E∗s ).
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It is obvious that if (Xn)n∈N is a mil in L1
cwk(E∗s )(F), then for every x in the unit ball

BE of E, the sequence (δ∗(x,Xn))n∈N is a mil in L1
R(F), since we have

H∗E∗b (Xq, E
FqXn) = sup

x∈BE

[
δ∗(x,Xq)− EFqδ∗(x,Xn)

]
Further, if (Xn)n∈N is single-valued, Definition 4.1 is reduced to

Definition 4.2. An adapted sequence (Xn)n∈N in L1
E∗ [E](F) is a mil if for every ε > 0,

there exists p such that for n ≥ p, we have

P
(

sup
n≥q≥p

‖Xq − EFqXn‖E∗b > ε
)
< ε.

Similarly if (Xn)n∈N is a mil in L1
E∗ [E](F), then for every x in the unit ball BE of E,

the sequence (〈x,Xn〉)n∈N is a mil in L1
R(F), since we have

‖Xq − EFqXn‖E∗b = sup
x∈BE

[〈x,Xq − EFqXn〉].

Now we are ready to state the convergence of cwk(E∗s )-valued mils.

Theorem 4.3. Let (Xn)n∈N be a bounded mil in L1
cwk(E∗s )(F) and X∞ ∈ L1

cwk(E∗s )(F)
such that, for each x ∈ BE,

lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞) a.s.

Then

(i) lim
n→∞

H∗E∗b (Xn, E
FnX∞) = 0 a.s.

Consequently, we have

(ii) lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE .

Assume further that supn∈N |Xn(ω)| <∞ a.s., then one has

w∗K-lim
n→∞

Xn = X∞ a.s.

Proof. We will proceed in three steps.
Step 1. Claim. limn→∞H∗E∗b (Xn, E

FnX∞) = 0 a.s. If (Xn)n∈N is a bounded mil in
L1
E∗ [E](F), then ‖Xn−EFnX∞‖E∗b goes to 0 a.s. by repeating the techniques of Talagrand

developed in [25, Theorem 6, p. 1193] because for each x ∈ BE , the real-valued L1-
bounded mil (〈x,Xn−EFnX∞〉)n∈N converges to 0 a.s. In the multivalued case, the claim
(i) is true by using Definition 4.1 and a careful adaptation of the mentioned techniques
of Talagrand, namely limn→∞H∗E∗b (Xn, E

FnX∞) = 0 a.s. (see [4, 5] for details).

Step 2. limn→∞ δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE .
Let (ej)j∈N be a dense sequence in the closed unit ball BE with respect to the topology

of norm. For each x ∈ BE let us write

[δ∗(x,Xn)− δ∗(x,X∞)] = [δ∗(x,Xn)− δ∗(x,EFnX∞)]

+ [δ∗(x,EFnX∞)− δ∗(x,X∞)].
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From (i), it is obvious that the first term [δ∗(x,Xn) − δ∗(x,EFnX∞)] goes to 0 a.s. for
all x ∈ BE when n goes to ∞ and so is the second term

[δ∗(x,EFnX∞)− δ∗(x,X∞)].

Indeed, by Levy’s theorem it is obvious that for all j ∈ N

[δ∗(ej , EFnX∞)− δ∗(ej , X∞)]→ 0 a.s.

when n goes to ∞. Since

sup
n∈N

EFn |X∞|(ω) <∞ a.s. ω ∈ Ω

by using a density argument, it is easy to check that

[δ∗(x,EFnX∞)− δ∗(x,X∞)]→ 0 a.s. ∀x ∈ BE
when n goes to ∞.

Step 3. From the pointwise boundedness condition supn∈N |Xn(ω)| < ∞ a.s., the
assertion

w∗K-lim
n→∞

Xn = X∞ a.s.

follows by applying (i)–(ii) and Lemma 3.7.

Here are some corollaries.

Corollary 4.4. Let (Xn)n∈N be a bounded mil in L1
cwk(E∗s )(F) such that

supn∈N |Xn(ω)| <∞ a.s. Then there exists X∞ ∈ L1
cwk(E∗s )(F) such that

lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE

lim
n→∞

H∗E∗b (Xn, E
FnX∞) = 0 a.s.

Consequently, we have
w∗K-lim
n→∞

Xn = X∞ a.s.

Proof. Let D1 = (ej)j∈N denote a dense sequence in BE . As (Xn)n∈N is a bounded mil
in L1

cwk(E∗s )(F), for each j ∈ N, (δ∗(ej , Xn))n∈N is a bounded mil in L1
R(F). So for each

j ∈ N, (δ∗(ej , Xn))n∈N converges a.s. to an integrable function mj in L1
R(F). Applying

[12, Theorem 6.1(4)] gives X∞ ∈ L1
cwk(E∗s )(F) such that

lim
n→∞

δ∗(ej , Xn) = mj = δ∗(ej , X∞) a.s.

Since (Xn)n∈N is pointwise bounded, we deduce that

lim
n→∞

δ∗(x,Xn) = δ∗(x,X∞) a.s. ∀x ∈ BE

by a density argument. Then the conclusion follows from Theorem 4.3.

Corollary 4.5. Let (Xn)n∈N be a bounded mil in L1
E∗ [E](F). Then there exist X∞ ∈

L1
E∗ [E](F), a regular martingale (Yn)n∈N in L1

E∗ [E](F) and a mil (Zn)n∈N in L1
E∗ [E](F)

such that Xn = Yn + Zn for all n ∈ N and such that (Yn)n∈N weak∗ converges a.s. to
X∞ and (Zn)n∈N norm converges to 0 a.s.
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Proof. As (〈x,Xn〉)n∈N is a real-valued bounded mil in L1
R for each x ∈ BE , (〈x,Xn〉)n∈N

converges a.s. to an integrable function mx. Using [10, Proposition 6.5.11(4)] provides an
increasing sequence (Ap)p∈N in F with limp→∞ P (Ap) = 1, a function X∞ ∈ L1

E∗ [E](F)
and a subsequence (X ′n) such that for each p ∈ N

lim
n→∞

∫
Ap

〈h,X ′n〉 dP =
∫
Ap

〈h,X∞〉 dP

for all h ∈ L∞E (F). So by identifying the limit, we get mx = 〈x,X∞〉 a.s. As Xn =
EFnX∞ + [Xn − EFnX∞], the result follows from Theorem 3.4 and Theorem 4.3(i) by
putting Yn = EFnX∞ and Zn = Xn − EFnX∞.

5. w∗K convergence of integrable supermartingale with unbounded weak∗-
closed convex values. Let us recall that, given a w∗-closed convex F-measurable map-
ping Γ such that S1

Γ(F) is nonempty (Γ is integrable, for short), and a sub-σ-algebra
B of F , there is a unique w∗-closed convex B-measurable and integrable multifunction,
denoted by EBΓ that is the conditional expectation of Γ satisfying, for every u ∈ S1

Γ(F),

1) EBu(ω) ∈ EBΓ(ω) a.s.
2) S1

EBΓ = σ(L1
E∗ [E], L∞E )-cl({EBf : f ∈ S1

Γ}).
3)
∫
δ∗(u,Γ) dP =

∫
δ∗(u,EBΓ) dP .

4) EB is increasing: Γ1 ⊂ Γ2 a.s. implies EBΓ1 ⊂ EBΓ2 a.s.

See [26, Theorem 3] or [13, Theorem VIII.34] for more details. Now we proceed to the
w∗K convergence for w∗-closed convex integrable supermartingales. We begin with some
useful lemmas.

Lemma 5.1. Assume that Γ is a w∗-closed convex F-measurable and integrable multi-
function and let B be a sub-σ-algebra of F . Then for any x∗ ∈ E∗, we have

dE∗b (x∗, EBΓ) ≤ EBdE∗b (x∗,Γ) a.s.

Proof. We will use some arguments from [20, Lemma 4.3]. Nevertheless this needs a
careful look. Recall that Γ is integrable iff dE∗b (0,Γ) is integrable (see [8, Lemma 5.6]).
Note that the function ‖.‖E∗b is inf -w∗-compact in the sense of convex analysis. By using
the measurable choice theorem (see e.g. Theorem III.6 in [13]) there is a F-measurable
selection g of Γ such that

(∗) dE∗b (x∗,Γ(ω)) = inf
y∗∈Γ(ω)

‖x∗ − y∗‖E∗b = ‖x∗ − g(ω)‖E∗b a.s.

so that g ∈ L1
E∗ [E](F). By Theorem 3.1, one can consider the conditional expectation

EBg which belongs to L1
E∗ [E](B) and satisfies EBg(ω) ∈ EBΓ(ω) a.s. Now taking the

conditional expectation in the equality (∗) gives

(∗∗) EB‖x∗ − g‖E∗b = EBdE∗b (x∗,Γ).

By Theorem 3.1 and (∗∗) we deduce that

‖x∗ − EBg‖E∗b = ‖EB(x∗ − g)‖E∗b ≤ E
B‖x∗ − g‖E∗b = EBdE∗b (x∗,Γ).

As EBg ∈ EBΓ a.s., from the preceding estimate it follows that

dE∗b (x∗, EBΓ) ≤ EBdE∗b (x∗,Γ) a.s.
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Recall that the Banach space E is weakly compactly generated (WCG) if there exist
a weakly compact subset of E whose linear span is dense in E.

Lemma 5.2. Let (Xn)n∈N be a uniformly integrable supermartingale (EFmXn ⊂ Xm for
m < n) in L1

cwk(E∗s )(F) such that supn∈N |Xn(ω)| < ∞ for each ω ∈ Ω. Then there is
X∞ ∈ L1

cwk(E∗s )(F) such that

(a) limn→∞ δ∗(x,Xn) = δ∗(x,X∞) a.s. for all x ∈ BE.
(b) EFmX∞ ⊂ Xm a.s. for all m ∈ N.
(c) Consequently, if E is WCG, then

w∗K-lim
n→∞

Xn = X∞ a.s.

Proof. (a) Let D1 = (ej)j∈N be a dense sequence in the closed unit ball of E. As (Xn)n∈N

is a uniformly integrable supermartingale in L1
cwk(E∗s )(F), for each j ∈ N, (δ∗(ej , Xn))n∈N

is a L1-bounded real-valued supermartingale. So it converges a.s. for every j ∈ N to
a function in L1. Applying [12, Theorem 6.1(4)] to the uniformly integrable (Xn)n∈N

provides a subsequence (X ′n)n∈N and X∞ ∈ L1
cwk(E∗s )(F) such that

lim
n→∞

∫
A

δ∗(ej , X ′n) dP =
∫
A

δ∗(ej , X∞) dP ∀j ∈ N ∀A ∈ F .

By identifying the limits we get

lim
n→∞

δ∗(ej , Xn) = δ∗(ej , X∞), a.s. ∀j ∈ N.

So taking into account the condition supn∈N |Xn(ω)| <∞ for each ω ∈ Ω, (a) follows by
a density argument. Let m < n and A ∈ Fm, by the supermartingale property∫

A

δ∗(ej , Xn) dP ≤
∫
A

δ∗(ej , Xm) dP.

It follows that ∫
A

δ∗(ej , X∞) dP ≤
∫
A

δ∗(ej , Xm) dP.

Therefore by taking the conditional expectation of X∞ (see Theorem 3.1) we get∫
A

δ∗(ej , EFmX∞) dP =
∫
A

δ∗(ej , X∞) dP ≤
∫
A

δ∗(ej , Xm) dP

thereby proving (b) (see e.g. Proposition III.35 in [13]).
(c) If E is WCG, on account of (a), the pointwise boundedness of (Xn)n∈N and

Theorem 4.1 in [19], we get

w∗K-lim
n→∞

Xn = X∞ a.s.

Theorem 5.3. Assume that E is WCG. Let (Xn)n∈N be a w∗-closed convex integrable
supermartingale (EFmXn ⊂ Xm for m < n) satisfying: (Xn)n∈N admits a regular mar-
tingale selection (fn,Fn)n≥1 in L1

E∗ [E](F). Then one can find a w∗-closed convex valued
integrable multifunction X∞ such that

w∗-lsXn ⊂ X∞ ⊂ w∗cl[w∗-liXn] a.s.

EFnX∞ ⊂ Xn a.s. ∀n ∈ N.
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Proof. We will proceed in several steps.
Step 1. Here we will use a careful adaptation of a truncation technique developed in

[15, Theorem 2.16]. By our assumption there is f ∈ L1
E∗ [E](F) such that fn = EFnf for

all n ∈ N. For each k ∈ N, let us consider the multifunction

Xk
n = Xn ∩ [fn + EFn(|f |+ k)BE∗ ].

We are going to check that (Xk
n)n∈N is a uniformly integrable supermartingale in

L1
cwk(E∗)(F). Let m < n. As Xk

n ⊂ Xn, one has by the monotony of conditional ex-
pectation and supermartingale property

EFmXk
n ⊂ EFmXn ⊂ Xm.

Taking the conditional expectation in the inclusion

Xk
n ⊂ [fn + EFn(|f |+ k)BE∗ ]

yields
EFmXk

n ⊂ EFm
[
fn + EFn(|f |+ k)BE∗

]
= fm + EFm(|f |+ k)BE∗ .

Hence we get EFmXk
n ⊂ Xk

m. Note that |Xk
n| ≤ hkn for all n ∈ N, where hkn :=

|fn| + EFn(|f | + k). Further the positive uniformly integrable submartingale (hkn)n∈N

converges a.s. to a positive integrable function hk. Hence there exists a positive constant
rk depending on ω ∈ Ω such that hkn ≤ rk a.s. for all n ∈ N. So |Xk

n| ≤ rk a.s. for
all n ∈ N. Applying Lemma 5.2 to the uniformly integrable supermartingale (Xk

n)n∈N

provides Xk
∞ ∈ L1

cwk(E∗s )(F) and a negligible set Nk such that

EFnXk
∞(ω) ⊂ Xk

n(ω) ∀n ∈ N ∀ω ∈ Ω \Nk,(5.3.1)

w∗K-lim
n→∞

Xk
n(ω) = Xk

∞(ω) ∀ω ∈ Ω \Nk.(5.3.2)

Step 2. Convergence and conclusion. By construction, we have Xk
n ⊂ Xk+1

n , so that
(Xk
∞)k∈N is increasing. Let us set N =

⋃∞
k=1Nk and

X∞(ω) =

{
w∗cl[

⋃∞
k=1X

k
∞(ω)] if ω ∈ Ω \N

0 if ω ∈ N

We need to check that
w∗K-lim
n→∞

Xn = X∞ a.s.

Let x∗ ∈ w∗-lsXn(ω) with ω /∈ N . There is a sequence (x∗j )j∈N weak∗ converging to x∗

with x∗j ∈ Xnj (ω). Pick a large enough integer p ∈ N such that ‖x∗j‖ ≤ p for all j ≥ 1.
By Jensen’s inequality we have

‖x∗j − fnj (ω)‖ = ‖x∗j − E
Fnj (f)(ω)‖ ≤ p+ EFnj (|f |)(ω) = EFnj (|f |+ p)(ω),

in other words
x∗j ∈ fnj (ω) + EFnj (|f |+ p)(ω)BE∗

and so x∗j ∈ Xp
nj (ω), coming back to the definition of Xp

n. Hence using (5.3.2) and the
definition of X∞ we get

x∗ ∈ w∗-lsXp
nj (ω) ⊂ Xp

∞(ω) ⊂ X∞(ω).
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By Theorem 3 in [26] that we recalled in the beginning of this section, and by our
construction we have

EFnX∞(ω) = w∗cl
[ ∞⋃
k=1

EFnXk
∞(ω)

]
a.s.

Hence by (5.3.1)

(5.3.3) EFnX∞(ω) ⊂ w∗cl
[ ∞⋃
k=1

Xk
n(ω)

]
⊂ Xn(ω) a.s.

Let f ∈ S1
X∞

. By (5.3.3) we have EFnf(ω) ∈ Xn(ω). Applying Theorem 3.4 (a) to
the single-valued mapping f yields w∗-lim

n
EFnf = f a.s. Hence f(ω) ∈ w∗-liXn(ω) a.s.

Taking a Castaing representation of X∞ we get X∞(ω) ∈ w∗cl[w∗-liXn(ω)] a.s.

Taking into account Theorem 5.3, we proceed to the existence of regular martingale
selections in L1

E∗ [E](F).

Theorem 5.4. Let (Xn)n∈N be a w∗-closed convex integrable supermartingale
(EFmXn ⊂ Xm for m < n) such that (dE∗b (0, Xn))n∈N is uniformly integrable in L1

R(F).
Then there is Z ∈ L1

cwk(E)(F) such that

EFnZ ⊂ Xn a.s. ∀n ∈ N.

Hence (Xn,Fn)n∈N admits a regular martingale selection (fn,Fn)n∈N in L1
E∗ [E](F).

Proof. We will use some techniques from [24, Theorem IV-1-2] and [20, Theorem 4.4]. Set
Vn := dE∗b (0, Xn) + 1 for each n ∈ N. Then by using Lemma 5.1 and the supermartingale
property

dE∗b (0, Xn) ≤ dE∗b (0, EFnXn+1) ≤ EFndE∗b (0, Xn+1) a.s.

we see that (Vn)n∈N is a positive uniformly integrable submartingale. So (Vn)n∈N con-
verges a.s. to a nonnegative integrable function V∞ ∈ L1

R(F). For each fixed n ∈ N, the
sequence (EFnVp, p ≥ n) is increasing, so, if p ≥ n, let us set Mn = ↑ limp→∞EFnVp.
Then (Mn)n∈N is a positive integrable martingale such that Mn ≥ Vn for every n ∈ N.
But (Vn)n∈N converges to V∞ in L1

R(F) so that limp→∞EFnVp = EFnV∞ in L1
R(F).

By identifying the limits, we get Mn = EFnV∞ a.s. So we conclude that (Mn)n∈N is a
regular integrable martingale. Set

Yn := Xn ∩MnBE∗ .

Now using the supermartingale property and the monotony of the conditional expecta-
tion, it is easy to check that (Yn)n∈N is a cwk(E∗s )-valued uniformly integrable super-
martingale in L1

cwk(E∗s )(F). Indeed, we have for each n ∈ N

EFnYn+1 = EFn [Xn+1 ∩Mn+1BE∗ ]

⊂ EFnXn+1 ∩ EFn [Mn+1BE∗ ] ⊂ Xn ∩ EFn [Mn+1BE∗ ].
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Let (ej)j∈N be a dense sequence in BE . Taking the conditional expectation of
Mn+1(.)BE∗ gives

δ∗(ej , EFn [Mn+1(.)BE∗ ]) = EFn [δ∗(ej ,Mn+1(.)BE∗)]

= EFn [δ∗(ej , BE∗)]Mn+1(.) = δ∗(ej , BE∗)EFnMn+1(.) = δ∗(ej , BE∗)Mn(.)

a.s. for all j ∈ N. Hence EFn [Mn+1(.)BE∗ ] = Mn(.)BE∗ a.s., thus proving that
EFnYn+1 ⊂ Yn a.s. Now applying Lemma 5.2 to the uniformly integrable supermartingale
(Yn)n∈N yields an Z ∈ L1

cwk(E∗s )(F) such that EFnZ ⊂ Yn ⊂ Xn a.s. for each n ∈ N.

The above consideration leads to a characterization of regular martingales in
L1
cwk(E∗s )(F).

Proposition 5.5. Let (Xn)n∈N be a uniformly integrable martingale in L1
cwk(E∗s )(F).

Then there is X∞ ∈ L1
cwk(E∗s )(F) such that Xm = EFmX∞ for all m ∈ N.

Proof. Since (Xn)n∈N is a martingale, for every m ∈ N and for every A ∈ Fm we have

lim
n>m,n→∞

AG-
∫
A

Xn dP = AG-
∫
A

Xm dP

here the limit can be taken with respect to the Hausdorff distance H∗E∗b . As (|Xn|)n∈N is
uniformly integrable, applying Theorem 6.1(4) in [12] provides a subsequence (X ′n)n∈N

and X∞ ∈ L1
cwk(E∗)(F) such that

lim
n→∞

∫
Ω

δ∗(u,X ′n) dP =
∫

Ω

δ∗(u,X∞) dP ∀u ∈ L∞E (F).

It follows that, for every m ∈ N, for A ∈ Fm

AG-
∫
A

X∞ dP = AG-
∫
A

Xm dP.

In other words Xm = EFmX∞.

Corollary 5.6. Let (Xn)n∈N be a uniformly integrable martingale in L1
E∗ [E](F). Then

there is X∞ ∈ L1
E∗ [E](F) such that Xm = EFmX∞ for all m ∈ N.

Proof. Since (Xn)n∈N is a martingale, for every m ∈ N and for every for A ∈ Fm we
have

w∗-lim
n>m,n→∞

G-
∫
A

Xn dP = G-
∫
A

Xm dP

where the limit can be taken with respect to the weak star topology. As (|Xn|)n∈N is
uniformly integrable, applying Theorem 6.5.9 in [10], provides a subsequence (X ′n)n∈N

and X∞ ∈ L1
E∗ [E](F) such that

lim
n→∞

∫
Ω

〈u,X ′n〉 dP =
∫

Ω

〈u,X∞〉 dP ∀u ∈ L∞E (F).

It follows that, for every m ∈ N and for every A ∈ Fm,

G-
∫
A

X∞ dP = G-
∫
A

Xm dP.

In other words Xm = EFmX∞.
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6. Conditional expectation in G1
cwk(E∗s )(F). Now the existence and uniqueness for

the conditional expectation in G1
cwk(E∗s )(F) comes.

Theorem 6.1. Let B be a sub-σ-algebra of F and let X be a cwk(E∗s )-valued Gelfand-
integrable mapping such that EB|X| ∈ [0,+∞[. Then there exists a unique B-measurable,
cwk(E∗s )-valued Gelfand-integrable mapping, denoted by Ge-EBX which enjoys the fol-
lowing property : For every h ∈ L∞(B), one has

AG-
∫

Ω

hGe-EBX dP = AG-
∫

Ω

hX dP.

Ge-EBX is called the Gelfand conditional expectation of X.

Proof. Theorem 6.1 is a corollary of a general integral representation (see Theorem 6.3)
given below.

Let us mention a useful corollary.

Corollary 6.2. Under the hypotheses and notation of Theorem 6.1, the following hold :

1) For every h ∈ L∞(B) and for every x ∈ E and for every f ∈ S1
Ge(X), one has

〈h⊗ x,Ge-EBf〉 :=
∫

Ω

〈h⊗ x, f〉 dP

≤
∫

Ω

δ∗(h⊗ x,X) dP =
∫

Ω

δ∗(h⊗ x,Ge-EBX) dP

and hence Ge-EBf(ω) ∈ Ge-EBX(ω) a.s.
2) For every h ∈ L∞(B) and for every x ∈ E, one has

δ∗(h⊗ x,Ge-EB(S1
Ge(X)) = sup{〈h⊗ x,Ge-EBf〉 : f ∈ S1

Ge(X)}
= sup{〈h⊗ x∗, f〉 : f ∈ S1

Ge(X)} = δ∗(h⊗ x,S1
Ge(X))

=
∫

Ω

δ∗(h⊗ x,X) dP =
∫

Ω

δ∗(h⊗ x,Ge-EBX) dP = δ∗(h⊗ x,S1
Ge(Ge-E

BX))

3) For all B ∈ B, for all x ∈ E,∫
B

δ∗(x,X(ω)) dP =
∫
B

δ∗(x,Ge-EBX(ω)) dP

hence δ∗(x,Ge-EBX(ω)) = EBδ∗(x,X(ω)) a.s.

Proof. 1) Equality 〈h⊗ x,Ge-EBf〉 =
∫

Ω
〈h⊗ x, f〉 dP and equality∫

Ω

δ∗(h⊗ x,X) dP =
∫

Ω

δ∗(h⊗ x,Ge-EBX) dP

follow from Theorem 6.1. In particular, by taking the functions 1A⊗xi where A ∈ B and
(xi)i∈N is a dense sequence in E, we get∫

A

〈xi, Ge-EBf〉 dP ≤
∫
A

δ∗(xi, Ge-EBX) dP

and hence
〈xi, Ge-EBf〉 ≤ δ∗(xi, Ge-EBX)
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a.s. for all i ∈ N. By Proposition III.35 in [13], we get

Ge-EBf(ω) ∈ Ge-EBX(ω) a.s.

2) follows from the Strassen formula [13, Theorem V-14] applied to the Aumann-
Gelfand integral of the cwk(E∗s )-valued Gelfand-integrable X and Ge-EBX.

3) follows from the calculus of support functionals in Theorem 6.3.

Theorem 6.1 is a consequence of the following integral representation.

Theorem 6.3. Let B be a sub-σ-algebra of F . Let us consider a cwk(E∗s )-valued mapping
M : L∞(B)→ E∗s satisfying the following conditions:

(i) For each x ∈ E, the scalar function h 7→ δ∗(x,M(h)) is continuous on bounded
subset of L∞(B) with respect to the convergence in probability.

(ii) M(f + g) = M(f) +M(g) if fg ≥ 0, for f, g ∈ L∞(B).
(iii) There is a sequence (Xn)n∈N in L1

cwk(E∗)(Ω,F , P ) and a B-measurable partition
(Bn)n∈N of Ω satisfying

M(1Bnh) = AG-
∫
Bn

hXn dP ∀h ∈ L∞(B) ∀n ∈ N.

Then there exists a unique B-measurable, cwk(E∗s )-valued Gelfand-integrable mapping Γ
satisfying the following property:

M(h) = AG-
∫

Ω

hΓ dP ∀h ∈ L∞(B).

Here AG-
∫

Ω
hΓ dP denotes the cwk(E∗s )-valued Aumann-Gelfand integral of hΓ.

Proof. Let n ∈ N. By (iii) and Theorem 3.1, there is a unique cwk(E∗s )-valued B-
measurable and integrably bounded mapping Γn := EBXn

M(h1Bn) = AG-
∫

Ω

h1BnXn dP = AG

∫
Bn

hΓn dP ∀h ∈ L∞(B).

Let us define Γ(ω) = Γn(ω) if ω ∈ Bn. Then Γ is B-measurable. By using (ii) it is not
difficult to check that

(6.3.1) M
( m∑
n=l

1Bnh
)

= AG-
∫

Ω

m∑
n=l

1BnhΓ dP

for every h ∈ L∞(B) and for every m, l ∈ N. Let us consider an arbitrary B-measurable
selection g of Γ. Then we have

(6.3.2) G-
∫

Ω

m∑
n=l

1Bnhg dP ∈M
( m∑
n=l

1Bnh
)

which implies

δ∗
(
−x,M

( m∑
n=l

1Bnh
))
≤
∫

Ω

〈
x,

m∑
n=l

1Bnhg
〉
dP ≤ δ∗

(
x,M

( m∑
n=l

1Bnh
))
.

for every x ∈ E. By (i) the mapping h 7→M(h) is scalarly continuous on bounded subsets
of L∞(B) with respect to the convergence in probability, from the above estimate we see
that the sequence (〈x,

∑m
n=1 1Bng〉)m∈N is a σ(L1(B), L∞(B)) Cauchy sequence. But the
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pointwise limit of this sequence is 〈x, g〉, therefore by classical property of L1 space we
have

(6.3.3) lim
m→∞

m∑
n=1

1Bn〈x, g〉 = 〈x, g〉

for the norm topology of L1. By (6.3.3) we conclude that g is Gelfand-integrable with
G-
∫

Ω
hg dP ∈M(h) by passing to the limit when m goes to ∞ in (6.3.2). Now we prove

that Γ is Gelfand-integrable. Let x ∈ E. By the measurable implicit Theorem III.38 in
[13], there is B-measurable selection σ of Γ such that 〈x, σ〉 = δ∗(x,Γ). We conclude that
the cwk(E∗)-valued B-measurable mapping Γ is Gelfand-integrable. Let us denote by
S1
Ge(Γ)(B) the set of all Gelfand-integrable selections of Γ. Then S1

Ge(Γ)(B) is nonempty
convex σ(G1

E∗ [E](B), L∞(B)⊗E) compact, by applying Theorem V-14 in [13]. We finish
the proof by showing that

M(h) = AG-
∫

Ω

hΓ dP =
{
G-
∫

Ω

hg dP : g ∈ S1
Ge(Γ)(B)

}
By invoking Theorem V-14 in [13] we see that the Aumann-Gelfand integral AG-

∫
Ω
hΓ dP

is convex weak∗ compact. In order to prove the desired equality, we proceed as in the
proof of Theorem V-17 in [13]. It is clear that

AG-
∫

Ω

hΓ dP =
{
G-
∫

Ω

hg dP : g ∈ S1
Ge(Γ)(B)

}
⊂M(h).

Assume that there is a ζ ∈ M(h) \ AG-
∫

Ω
hY dP . By the Hahn-Banach theorem, there

is an x ∈ E such that

(6.3.4) ∀g ∈ S1
Ge(Γ)(B)

∫
Ω

〈x, g〉h dP < 〈x, ζ〉 ≤ δ∗(x,M(h)).

By the measurable implicit Theorem III.38 in [13], there is a B-measurable and Gelfand-
integrable selection g̃ of Γ such that

〈x, g̃〉h = δ∗(x, hΓ) ∀ω ∈ Ω.

This implies by integrating on each Bn∫
Bn

〈x, g̃〉h dP =
∫
Bn

δ∗(x, hΓ) dP = δ∗(x,M(1Bnh))

By (6.3.2) we have

M
( m∑
n=1

1Bnh
)

= AG-
∫

Ω

m∑
n=1

1BnhΓ dP =
m∑
n=1

AG-
∫

Ω

1BnhΓ dP =
m∑
n=1

M(1Bnh)

Hence we get

δ∗
(
x,M

( m∑
n=1

1Bnh
))

=
∫

Ω

m∑
n=1

〈x, 1Bn g̃〉h dP

By passing to the limit when m goes to ∞, we get by Lebesgue’s theorem

δ∗(x,M(h)) =
∫

Ω

〈x, g̃〉h dP
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This contradicts the inequality∫
Ω

〈x, g̃〉h dP < δ∗(x,M(h))

in (6.3.4) and completes the proof.

The preceding result recovers Theorem 6.1. Indeed, it is enough to put M(h) =
AG-

∫
hX dP , h ∈ L∞(B). Using the assumption EB|X| ∈ [0,+∞[ provides a B-measur-

able partition (Bn)n∈N of Ω and a sequence (Xn)n∈N := (1BnX)n∈N in L1
cwk(E∗s )(Ω,F , P )

such that

M(1Bnh) = AG-
∫
Bn

hXn dP ∀h ∈ L∞(B) ∀n ∈ N.

In the same vein we provide another integral representation theorem for a cwk(E∗)-
valued mapping M : Λ∗ → cwk(E∗) involving a pair of Köthe spaces (Λ∗,Λ) in the same
style as Theorem V-17 in [13]. Recall that (Λ∗,Λ) is a pair of vector subspaces of L1

placed in duality by the bilinear form

〈f, g〉 =
∫

Ω

fg dP, f ∈ Λ∗, g ∈ Λ.

Theorem 6.4. Let B be a sub-σ-algebra of F . Let us consider a cwk(E∗s )-valued mapping
M : Λ∗(B)→ E∗s satisfying the following conditions:

(i) For each x ∈ E, the scalar function f 7→ δ∗(x,M(f)) is continuous on Λ∗(B) with
respect to the topology of L1(B).

(ii) M(f + g) = M(f) +M(g) if fg ≥ 0, for f, g ∈ Λ∗(B).
(iii) There is a sequence (Xn)n∈N in L∞cwk(E∗)(Ω,F , P ) and a B-measurable partition

(Bn)n∈N of Ω satisfying

M(1Bnf) = AG-
∫
Bn

fXn dP ∀f ∈ Λ∗(B) ∀n ∈ N.

Then there exists a unique B-measurable, cwk(E∗s )-valued Gelfand-integrable mapping Γ
satisfying the following properties:

(a) δ∗(x,Γ) ∈ Λ(B) ∀x ∈ E.

(b) M(f) = AG-
∫

Ω

fΓ dP ∀f ∈ Λ∗(B).

Here AG-
∫

Ω
fΓ dP denotes the cwk(E∗s )-valued Aumann-Gelfand integral of fΓ.

Proof. Let n ∈ N. By (iii) and virtue of Theorem 3.1, there is a unique cwk(E∗s )-valued
B-measurable and bounded mapping Γn := EBXn satisfying

AG-
∫
Bn

fΓn dP = AG-
∫
Bn

fXn dP

for every f ∈ L∞(B). Coming back to (iii) we have

M(f1Bn) = AG-
∫

Ω

f1BnXn dP = AG-
∫
Bn

fΓn dP ∀f ∈ L∞(B).



CONVERGENCE OF MARTINGALES IN A DUAL SPACE 65

Since the set of simple functions is dense in L1, by using (i) it is not difficult to see that

(6.4.1) M(f1Bn) = AG-
∫

Ω

f1BnXn dP = AG-
∫
Bn

fΓn dP ∀f ∈ Λ∗(B).

Let us define Γ(ω) = Γn(ω) if ω ∈ Bn. Then Γ is B-measurable. Accordingly, from (ii)
and (6.4.1)

(6.4.2) M
( m∑
n=l

1Bnf
)

= AG-
∫

Ω

m∑
n=l

1BnfΓ dP

for every f ∈ Λ∗(B), and for every m, l ∈ N. Let SΓ be the set of all B-measurable
selections of Γ. Let g be a B-measurable selection of Γ and h ∈ L∞(B). Then we have

(6.4.3) G-
∫

Ω

m∑
n=l

1Bnhfg dP ∈M
( m∑
n=l

1Bnhf
)

which implies

δ∗
(
−x,M

( m∑
n=l

1Bnhf
))
≤
∫

Ω

〈
x,

m∑
n=l

1Bnfg
〉
h dP ≤ δ∗

(
x,M

( m∑
n=l

1Bnhf
))

for every x ∈ E. By (i) and the preceding estimate we see that the sequence(〈
x,

m∑
n=1

1Bnfg
〉)

m∈N

is a σ(L1(B), L∞(B)) Cauchy sequence. But the pointwise limit of this sequence is 〈x, fg〉,
therefore by the classical property of L1 space we have

(6.4.4) lim
m→∞

m∑
n=1

1Bn〈x, fg〉 = 〈x, fg〉

for the norm topology of L1. By (6.4.4) we conclude that fg is Gelfand-integrable with
Ge-

∫
Ω
fg dP ∈ M(f) by passing to the limit when m goes to ∞ in (6.4.3). This implies

that 〈x, g〉 ∈ Λ for all x ∈ E. Now we prove that Γ is Gelfand-integrable. Let x ∈ E. By
the measurable implicit Theorem III.38 in [13], there is B-measurable selection σ of Γ
such that 〈x, σ〉 = δ∗(x,Γ). We conclude that the cwk(E∗)-valued B-measurable mapping
Γ is Gelfand-integrable and also δ∗(x,Γ) ∈ Λ for all x ∈ E. Let us denote by S1

Ge(Γ)(B)
the set of all Gelfand-integrable selections of Γ. Then S1

Ge(Γ)(B) is nonempty convex
σ(G1

E∗ [E](B), L∞(B) ⊗ E) compact, by applying Theorem V-14 in [13]. We finish the
proof as in Theorem 6.3 or Theorem V-17 in [13] by showing that

M(f) = AG-
∫

Ω

fΓ dP = {G-
∫

Ω

fg dP : g ∈ S1
Ge(Γ)(B)}.

7. Levy’s theorem for convex weak∗ compact valued Gelfand-integrable map-
ping. We begin with a version of Levy’s theorem for a Gelfand integrable mapping.

Theorem 7.1. Assume that E is a separable Banach space and X is a Gelfand-integrable
E∗-valued mapping such that

(C) EFn |X| ∈ [0,+∞[ for each n ∈ N.
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Then we have
w∗-lim
n→∞

Ge-EFnX = X a.s.

where Ge-EFnX denotes the Gelfand conditional expectation of X.

Proof. By condition (C) and Theorem 6.1, Ge-EFnX is Fn-measurable and Gelfand-
integrable satisfying

(7.1.1) G-
∫

Ω

hGe-EFnX dP = G-
∫

Ω

hX dP

for every h ∈ L∞(Fn). Applying (C) for n = 1 provides a F1-measurable partition
(Bk)k∈N of Ω such that Xk := X1Bk ∈ L1

E∗ [E](F) for each k ∈ N. By virtue of Theorem
3.2, we have

(7.1.2) Xk = w∗-lim
n→∞

EFnXk a.s.

for each k ∈ N. We claim that

X = w∗-lim
n→∞

Ge-EFnX a.s.

As Bk ∈ F1 ⊂ Fn for every k ∈ N and for every n ∈ N, it is obvious by using (7.1.1)
that

(7.1.3) EFnX1Bk = 1BkGe-E
FnX.

By (7.1.2) and (7.1.3) we have

X =
∞∑
k=1

Xk =
∞∑
k=1

w∗-lim
n→∞

EFnXk =
∞∑
k=1

1Bk w
∗-lim
n→∞

Ge-EFnX = w∗-lim
n→∞

Ge-EFnX.

a.s., thereby proving the claim and completing the proof.

Now here is a version of Levy’s theorem for cwk(E∗s )-valued Gelfand-integrable map-
ping. A similar version for convex weakly compact valued Pettis-integrable mappings is
available in [1, Theorem 5.1].

Theorem 7.2. Let X be a cwk(E∗s )-valued Gelfand-integrable mapping such that (C)
holds. Then we have

w∗K-lim
n→∞

Ge-EFnX = X a.s.

where Ge-EFnX denotes the cwk(E∗s )-valued Gelfand conditional expectation of X.

Proof. 1) By condition (C) and Theorem 6.1, Ge-EFnX is Fn-measurable and cwk(E∗s )-
valued Gelfand-integrable satisfying

(7.2.1) AG-
∫

Ω

hGe-EFnX dP = AG-
∫

Ω

hX dP

for every h ∈ L∞(Fn). Applying (C) for n = 1 provides a F1-measurable partition
(Bk)k∈N of Ω such that Xk := X1Bk ∈ L1

cwk(E∗s )(F) for each k ∈ N. From equality
(7.2.1) it follows easily that EFn1BkX = 1BkGe-E

FnX. So

1Bk
∣∣Ge-EFnX∣∣ =

∣∣EFn1BkX
∣∣ ≤ EFn1Bk |X| a.s.
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Hence
sup
n∈N
|EFnX| <∞ a.s. on each Bk,

which implies that w∗-li Ge-EFnX(ω) is convex and w∗-compact a.s.
2) Since X is Gelfand-integrable, the measurable selections of X are Gelfand-inte-

grable. So, by [13, Theorem III.22], there is a sequence (fn)n∈N in G1
E∗s

(F) such that

(7.2.2) X(ω) = w∗-cl{fn(ω)}

for every ω ∈ Ω.
Claim 1. X ⊂ w∗-li Ge-EFnX a.s. Let f ∈ S1

Ge(F)(X). By Theorem 6.1 and Part 3)
of Corollary 6.2, Ge-EFnf is Fn-measurable and Gelfand-integrable and satisfies

Ge-EFnf(ω) ∈ Ge-EFnX(ω) a.s.

Furthermore, by Theorem 7.1, w∗-lim
n→∞

Ge-EFnf = f a.s. So we conclude that f ∈
w∗-li Ge-EFnX a.s. Since this is true for any f ∈ S1

Ge(F)(X), by invoking (7.2.2) we
see that Claim 1 is true.

Claim 2. w∗-lsGe-EFnX ⊂ X a.s. Let (hj)j∈N be a dense sequence in E. Then Part 3)
of Corollary 6.2 implies

δ∗(hj , Ge-EFnX(ω)) = EFnδ∗(hj , X(ω)) a.s. ∀j ∈ N ∀n ∈ N.

By Levy’s theorem, we have

lim
n→∞

EFnδ∗(hj , X(ω)) = δ∗(hj , X(ω)) a.s. ∀j ∈ N.

Let ω ∈ Ω be such that the preceding relations are satisfied. Let x∗ ∈ w∗-lsGe-EFnX(ω).
Then x∗k → x∗ in E∗s for some x∗k ∈ Ge-EFnk (X)(ω) and hence, for each j ∈ N,

〈hj , x∗〉 = lim
k→∞

〈hj , x∗k〉 ≤ lim sup
k→∞

δ∗(hj , Ge-EFnk (X)(ω))

= lim sup
k→∞

EFnk δ∗(hj , X(ω)) = lim
k→∞

EFnk δ∗(hj , X(ω)) = δ∗(hj , X(ω))

So x∗ ∈ X(ω) because X is convex weakly∗ compact valued ([13], Proposition III.35) and
hence Claim 2 follows.

The following is a w∗K-convergence result for cwk(E∗s )-valued Gelfand-integrable
martingales.

Theorem 7.3. Let (Xn,Fn)n∈N be an adapted sequence of cwk(E∗)-valued Gelfand-
integrable multifunctions satisfying:

(i) EFq |Xn| <∞ for each n ∈ N and each 1 ≤ q < n.
(ii) (Xn,Fn)n∈N is a cwk(E∗)-valued martingale, that is, Ge-EFnXn+1 = Xn for all

n ∈ N.
(iii) supn≥1 supx∈BE

∫
Ω
|δ∗(x,Xn)| dP <∞.

(iv) There is a partition (An)n∈N in
⋃∞
n=1 Fn such that for each m ∈ N, (Xn|Am)n∈N

is bounded in L1
cwk(E∗s )(Am).

Then there is a cwk(E∗s )-valued Gelfand-integrable multifunction X∞ such that
w∗K-lim
n→∞

Xn = X∞ a.s.
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Proof. By (i) and Theorem 6.1, for 1 ≤ q < n the Gelfand conditional expectations
Ge-EFqXn exist and belong to G1

cwk(E∗s )(F). Accordingly the cwk(E∗s )-valued martingale
given in (ii) exists. Now for each m ∈ N, let n(m) ∈ N be such that Am ∈ Fn(m). Then,
by (iv) (Xn|Am ,Fn|Am)n≥n(m) is a cwk(E∗s )-valued bounded martingale in L1

cwk(E∗s )(Am).
Hence for each m ∈ N, using Theorem 3.8, we can find Xm

∞ ∈ L1
cwk(E∗s )(Am) such that

w∗K-lim
n→∞,n≥n(m)

Xn = Xm
∞ a.s. ω ∈ Am

Put X∞ =
∑∞
m=1X

m
∞1Am . Then obviously (Xn)n∈N w∗K-converges to X∞. It is easy

to check that X∞ is scalarly F-measurable. By (iii) it follows that, for every x ∈ BE ,
(δ∗(x,Xn))n∈N is a real-valued L1-bounded martingale, so it converges a.s. to a function
in L1. Hence X∞ is Gelfand-integrable.

8. Mosco convergence results for closed convex valued supermartingales. We
present a new version of Mosco convergence results for closed convex valued supermartin-
gales in a separable Banach space E having the Radon-Nikodym property (RNP). For
this purpose, in the remainder of this section, the conditional expectation is taken in
the sense of Hiai-Umegaki [22]. If B is a sub-σ-algebra of F , F : Ω ⇒ E is an inte-
grable F-measurable multifunction, Hiai and Umegaki [22] showed the existence of a
B-measurable and integrable multifunction G such that

S1
G(B) = cl{EBf : f ∈ S1

F (F)}

where S1
F (F) (resp. S1

G(B)) is the set of all F- (resp B-) measurable and integrable
selections of F (resp. G), here the closure is taken in L1

E(F). G is the multivalued condi-
tional expectation of F relative to B. The conditional expectation G := EBF of Hiai and
Umegaki can be defined as the essential supremum of {EBf : f ∈ S1

F (F)}. For more in-
formation on the Hiai-Umegaki conditional expectation, see [22]. A closed convex valued
integrable sequence (Xn)n∈N is a supermartingale if Xn is Fn-measurable for each n ∈ N
and EFnXn+1 ⊂ Xn for each n ∈ N. Recall that an adapted sequence (fn,Fn)n∈N is a
regular integrable martingale if there is f ∈ L1

E(F) such that fn = EFnf for each n ∈ N.
A nonempty closed convex set A in E is weak ball-compact if for any x ∈ A, for any r > 0,
the set A ∩ [x+ rBE ] is σ(E,E∗)-compact.

We need a preliminary lemma.

Lemma 8.1. Assume that E is a separable Banach space having the RNP and the strong
dual E∗b of E is separable. Let (Xn)n∈N be a uniformly integrable supermartingale in
L1
cwk(E)(F) satisfying:

(i) supn∈N |Xn(ω)| <∞ for each ω ∈ Ω.
(ii) For each A ∈ F , the set

⋃∞
n=1

∫
A
Xn dP is relatively weakly compact.

Then there is X∞ ∈ L1
cwk(E)(F) satisfying the following properties:

(a) limn→∞ δ∗(x∗, Xn) = δ∗(x∗, X∞) a.s. for all x∗ ∈ BE∗ .
(b) limn→∞ d(x,Xn(ω)) = d(x,X∞(ω)) a.s. for all x ∈ E.
(c) EFmX∞(ω) ⊂ Xm(ω) a.s. for all m ∈ N.
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Proof. (a) Let D∗1 = (e∗j )j∈N be a dense sequence in BE∗ for the topology associated with
the dual norm. As (Xn)n∈N is a uniformly integrable supermartingale in L1

cwk(E)(F), for
each j ∈ N, (δ∗(e∗j , Xn))n∈N is a bounded real-valued supermartingale in L1

R(F). So it
converges a.s. for every j ∈ N to a function mj in L1. Thanks to (ii) we may apply [11,
Theorem 3.4(b)] to the uniformly integrable cwk(E) sequence (Xn)n∈N. This provides a
subsequence (X ′n)n∈N and X∞ ∈ L1

cwk(E)(F) such that for each v ∈ L∞E∗(F)

lim
n→∞

∫
Ω

δ∗(v,X ′n) dP =
∫

Ω

δ∗(v,X∞) dP.

So by identifying the limits we get

lim
n→∞

δ∗(e∗j , Xn) = mj = δ∗(e∗j , X∞) a.s.

Therefore (a) follows by using (i) and a density argument. Applying Lemma V.2.9 in [24]
to the family of real-valued L1-bounded submartingales

(〈e∗j , x〉 − δ∗(e∗j , Xn))n∈N

gives (b). Now let m < n and A ∈ Fm. By the supermartingale property we have∫
A

δ∗(e∗j , Xn) dP ≤
∫
A

δ∗(e∗j , Xm) dP.

It follows that ∫
A

δ∗(e∗j , X∞) dP ≤
∫
A

δ∗(e∗j , Xm) dP.

Therefore by taking the conditional expectation of X∞ we get∫
A

δ∗(e∗j , E
FmX∞) dP =

∫
A

δ∗(e∗j , X∞) dP ≤
∫
A

δ∗(e∗j , Xm) dP

thereby proving (c) (see Proposition III.35 in [13]).

The following result is an extension of a similar one due to Choukairi [15, Theorem
2.14] dealing with reflexive separable Banach space and is a variant of a result due to
Hess [20, Theorem 5.12].

Theorem 8.2. Assume that E is a separable Banach space having the RNP and the
strong dual E∗b of E is separable. Let (Xn)n∈N be a weak-ball compact closed convex
valued integrable supermartingale (EFmXn ⊂ Xm for m < n) satisfying:

(i) (Xn)n∈N admits a regular martingale selection (fn)n∈N = (EFnf)n∈N in L1
E(F).

(ii) For each k ∈ N, and for each A ∈ F ,
∞⋃
n=1

∫
A

Xn ∩ [fn + EFn(|f |+ k)BE ] dP

is relatively weakly compact.

Then one can find a closed convex valued integrable multifunction X∞ such that

M -lim
n

Xn = X∞ a.s.

EFnX∞ ⊂ Xn a.s. ∀n ∈ N.
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Proof. We will proceed in several steps.
Step 1. By our assumption there is an f ∈ L1

E(F) such that fn = EFnf for all n ∈ N.
For each k ∈ N, let us consider the multifunction

Xk
n = Xn ∩ [fn + EFn(|f |+ k)BE ].

We are going to check that (Xk
n)n∈N is a uniformly integrable supermartingale in

L1
cwk(E)(F). Let m < n. As Xk

n ⊂ Xn, by the supermartingale property and by monotony
of conditional expectation one has

EFmXk
n ⊂ EFmXn ⊂ Xm.

Taking the conditional expectation EFm in the inclusion

Xk
n ⊂ fn + EFn(|f |+ k)BE

yields
EFmXk

n ⊂ fm + EFm(|f |+ k)BE .

Hence we get EFmXk
n ⊂ Xk

m. Note that |Xk
n| ≤ hkn for all n ∈ N, where hkn := |fn| +

EFn(|f |+ k). Further the uniformly integrable submartingale (hkn)n∈N converges a.s. to
a positive integrable function hk. Hence there exists a positive constant rk depending on
ω ∈ Ω such that hkn ≤ rk a.s. for all n ∈ N. So |Xk

n| ≤ rk a.s. for all n ∈ N. As (Xn)n∈N

is weak-ball compact closed convex valued, by (ii) we may apply Lemma 8.1 (a), (b),
(c) to the uniformly integrable cwk(E)-valued supermartingale (Xk

n)n∈N. That provides
Xk
∞ ∈ L1

cwk(E)(F) and a negligible set Nk such that

lim
n→∞

δ∗(x∗, Xk
n(ω)) = δ∗(x∗, Xk

∞(ω)) ∀x∗ ∈ BE∗ ∀ω ∈ Ω \Nk,(8.2.1)

lim
n→∞

d(x,Xk
n(ω)) = d(x,Xk

∞(ω)) ∀x ∈ E ∀ω ∈ Ω \Nk,(8.2.2)

EFnXk
∞(ω) ⊂ Xk

n(ω) ∀n ∈ N ∀ω ∈ Ω \Nk,(8.2.3)

so that by (8.2.1) and (8.2.2)

(8.2.4) M -lim
n→∞

Xk
n(ω) = Xk

∞(ω) ∀ω ∈ Ω \Nk.

Step 2. Convergence and conclusion. By construction, we have Xk
n ⊂ Xk+1

n , so that
(Xk
∞)k∈N is increasing. Let us set N =

⋃∞
k=1Nk and

X∞(ω) =

cl
[⋃∞

k=1X
k
∞(ω)

]
if ω ∈ Ω \N

0 if ω ∈ N.

We need to check that
M -lim
n→∞

Xn(ω) = X∞(ω) a.s.

Let x ∈ w-lsXn(ω) with ω /∈ N . There is a sequence (xj)j∈N weakly converging to x

with xj ∈ Xnj (ω). Pick a large enough integer p ∈ N such that ‖xj‖ ≤ p for all j ∈ N.
By Jensen’s inequality we have

‖xj − fnj (ω)‖ = ‖xj − EFnj (f)(ω)‖ ≤ p+ EFnj |f |(ω) = EFnj (|f |+ p)(ω),
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therefore xj ∈ fnj (ω) + EFnj (|f | + p)(ω)BE , and so xj ∈ Xp
nj (ω). Hence using (8.2.4)

and the definition of X∞ we get

x ∈ w-lsXp
nj (ω) ⊂ Xp

∞(ω) ⊂ X∞(ω).

By Theorem 2.1 in [21] we have

EFnX∞(ω) = cl
[ ∞⋃
k=1

EFnXk
∞(ω)

]
a.s.

Hence by (8.2.3)

(8.2.5) EFnX∞(ω) ⊂ cl
[ ∞⋃
k=1

Xk
n(ω)

]
⊂ Xn(ω) a.s.

Let f ∈ S1
X∞

. By (8.2.5) EFnf(ω) ∈ Xn(ω). By Levy’s theorem limn→∞EFnf = f a.s.
Hence f(ω) ∈ s-liXn(ω) a.s. Taking a Castaing representation of X∞ we get X∞(ω) ∈
s-liXn(ω) a.s.

9. Application to the law of large numbers. Here we need some specific notation
and definitions. Let Γ be a element in L1

E∗ [E](F). The law (or distribution) PΓ of Γ is
given by PΓ(B) = P (Γ−1B) for each B ∈ B(E∗s ). Two elements Γ and ∆ in L1

E∗ [E](F) are
said to be equidistributed (or to have the same distribution) if PΓ = P∆. Two L1

E∗ [E](F)-
mappings Γ and ∆ are said to be independent if

P(Γ,∆) = PΓ ⊗ P∆.

Given Γ in L1
E∗ [E](F), AΓ is the σ-algebra on Ω generated by Γ. For shortness we provide

a simple application to the law of large numbers in L1
E∗ [E](F), see [9] for a related result

with different approach. An element Γ ∈ L1
E∗ [E](F) is often called random vector or

random element.

Proposition 9.1. Let (Xn)n≥1 be a sequence of independent random elements in
L1
E∗ [E](F). Let

Sn := X1 +X2 + . . .+Xn

and assume that for all n and for every j ∈ {1, 2, . . . , n}, (Sn, X1) and (Sn, Xj) have the
same distribution. Then

w∗-lim
n→∞

1
n
Sn =

∫
Ω

X1 dP a.s.

Proof. We will sketch the proof, using several arguments developed in [6] involving the
existence of conditional expectation in Theorem 3.1.

Fact 1. Using the arguments of Theorem 3.2 in [6] we have

(9.1.1) ∀n ∀j ∈ {1, 2, . . . , n} EASnXj = EASnX1 a.s.

Fact 2. Let (xp)p∈N be a dense sequence in the closed unit ball of E. Since 〈xp, X1〉
and ASn are independent, by a well known result (see e.g. [2, Theorem 10.1.4]) we get

(9.1.2) E(〈xp, X1〉|Sn, Xn+1, Xn+2, . . . ) = EASn 〈xp, X1〉 a.s.
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By combining (9.1.1) and (9.1.2) we get for a.s. ω ∈ Ω

1
n
〈xp, Sn〉 = E

( 1
n

n∑
j=1

〈xp, Xj〉|Sn
)

=
1
n

n∑
j=1

E(〈xp, Xj〉|Sn)

= E(〈xp, X1〉|Sn) = E(〈xp, X1〉|Sn, Xn+1, Xn+2, . . . ).

That implies by using the properties of conditional expectation and the separability of E,
1
n
Sn = E(X1|Sn) a.s.

Let
Gn = σ(ASn ,ASn+1 , . . . ) ∀n ≥ 1.

Then we have
EASnX1 = EGnX1 a.s.

Hence
w∗-lim
n→∞

1
n
Sn = w∗-lim

n→∞
EGnX1 = EG∞X1 a.s.

where G∞ :=
⋂∞
n=1 Gn. We finish the proof by proving

Fact 3. EG∞X1 =
∫

Ω
X1 dP and conclusion.

Observe that for each fixed integer m ≥ 1,

w∗-lim
n→∞

1
n

n∑
j=m

Xj = EG∞X1 a.s.

So that EG∞X1 is σ(ASj , j ≥ m)-measurable. By invoking the independence of (ASn)n≥1

and the Kolmogorov’s Zero-One Law, we conclude that EG∞X1 =
∫

Ω
X1 dP .
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