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MINIMAX PREDICTION OF THE DIFFERENCE OF
SAMPLE DISTRIBUTION FUNCTIONS

In the paper a minimax predictor of the difference of sample distribution
functions is determined for the loss function (1).

Suppose that the random variables X and U are distributed according
to the unknown distribution F, and the random variables Y and V are dis-
tributed according to the unknown distribution G. Let X = (X1,...,Xm),
U= (U1,y...,Uz) and Y = (W4,...,Yn), V = (W,...,V,) be independent
random samples from F and G, respectively. Set

ﬁ(t)‘_'},;ia[fi(t)& G‘(t)ziza"i(t)}
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Where, for a random variable Z,

1 ifz<t,
20={g it75¢
Let o(t) = ¢(t; X,Y) be a predictor of F(t) — G(t). We suppose that the
loss function associated with the predictor ¢(t) is

(1) LEGo) = [ (o) - F) + G)) w(d),

Where w is a non-zero finite measure on (R, B), B being the o-field of Borel
subsets of R = (—o0, ).

We solve the problem of determining a minimax predictor of F(t)—G(?)
for this loss function.

Let us study a predictor of the form

#(t) = a(F(t) - G(t)),
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where
Py = L3 a0, 80 =13 0.
i=1 i=1

The risk function for this predictor is
R(F,G,¢) = E[L(F,G, ¢(t; X,Y))]

= [ E[(a(F(t)- G(t)) - (F(t) - G(1)))*] w(d?)

- {(g + %) [F(t)(1 - F(&)) + G(t)(1 - G(1))]

—00

+ (1 - a)*[F(t) - G(t)]2} w(dt).

Let
a?

= = —a)?
= 2(1-a)*,
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which is satisfied if

1
n -
2 1
2+V—+—-—-—
m n mn
For this a the risk is

R(F,G,¢)= (1 -a)’ _F [2(F(t) + G(¥)) - (F(t) + G(2))*] w(dt).

9
(2) a= 5

For fixed ¢ the expression in square brackets attains its maximum when

F(t)+ G(t) = 1. Then for
(2- 1) P - Gy

() wo(t) =
2
244/ —+ 2 ik,
m n mn
we obtain
(4) R(F,G,p0) < (1-a)* [ w(dt)¥e.

We shall prove that the predictor ¢o(t) is minimax.

The considered problem of determining a minimax predictor of F(t) —
G(t) can be viewed as a problem of finding the optimal strategy in a game
against nature. The nature chooses cumulative distribution functions F(t)
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and G(t), the statistician chooses a predictor ¢(t) and the payoff function

is given by (1). Let us define a sequence 7 of mixed strategies of nature

Which will be used in the proof of the optimality of the strategy o(%).
Choose the parameter p according to the density

(5) 9(p) = { Bla,a) ———[p(1-p)]*! ifO<p<]1,
otherwise,
and then, for given p, choose the distributions F'(t) and G(t) of the form
0 ift< -k, 0 ift< -k,
(6) F(t):{p if —-k<t<k, G(t)_{l—-p if-k<t<k,
1 ift>k, 1 ift>k.

For any predictor ¢(t) we have
REGe= [ [Be0-FO+60)

 FO1=60) , G100 g

Notice that the second and the third terms in square brackets do not depend
on (2).

Let F(t) and G(t) be given by (6), where the parameter p has the dis-
tribution (5). For the strategy 7, the expected risk is

00
()= [ En[E(e(t) - F(t) + G(1))*]w(dt) + ro(s),
—o0
Where ry(7;) does not depend on ¢ and E,, (-) is the expectation with respect
to the density g(p) in the strategy 7x. Thus, in order to minimize the
expected risk 7(7, ), it is sufficient to minimize E,, [E(¢(t)— F(t)+G(t))?]
for any fixed £. This leads to the Bayes predictor with respect to 7%

0 ift<—k,
en(t) = mw if —k<t<k,
m+a
ift>k.

Assume

2n-1 m n  mn
In this case ¢, (t) = @o(t) if —k < t < k, and since under 75 we have
F(t) + G(t) = 1 for —k < t < k, the Bayes risk r(7x, s, ) is

Anped=l=alf [ DBl

—00

1 2 2 1
_ 2mn (;-i- _+___.__)-
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where I 4(t) is the characteristic function of the set A and a is given by (2)
(compare with (4)).
From the above it follows that

(M Jim #(7i,05,) = c.

From (4) and (7) it follows that o(t) given by (3) is a minimaz predictor
of F(t) — G(t).

If the measure w is concentrated at one point, say fp, then the problem
reduces to that of determining a minimax predictor of the random variable
F(ty) — G(to), which is, after multiplication by n, a difference of binomial
random variables.

For problems of estimation of a cumulative distribution function see [1],
[2], [4], [5]. Minimax estimators of a cumulative distribution function for
four loss functions of type (1) were found by Phadia in [3].
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