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A NOTE ON LINEAR APPROXIMATIONS OF MATRICES

Abstract. We consider the linear approximation of matrices, and present
some particular cases for which the best approximation may be easily com-
Puted.

1. Introduction. Let M,,, denote the linear space of real m x n
Mmatrices endowed with the norm || - ||. Let M; be a linear subspace of M,,,,
and let M, be a linear subspace of M;. We consider the following problem:

For a given matrix A € My, find B € M, such that

(L1) 14— Bl = min |14 B|.
The matrix B is called a best || - ||-approzimation of A by matrices from M,.
The approzimation erroris denoted by §, where

§=|A-B|.

Let dim M; = s and let M, be spanned by the linearly independent matrices
By,...,B,, i.e. My = span{By,..., B;}. Then (1.1) can be written in the
form

8
1- Sun = gy -
( 2) HA zl a;B GI‘FEE. A
=
Best approximations for (1.1) are characterized by the following theorem,

derived from Theorem 1.1 in [4] (see [5]):

THEOREM. B € M, is a best || - l[-approzimation of A € My \ M if and
only if there exists V such that

(13)  (A-BV)=JA-Bl, IVI'=1, VeMm,
where
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(i) |l - I* is the dual norm to the norm || - ||, and is defined by

lAll* = (4,X),

XeMyx)<1
where
(A, X) = trace(ATX) = 3 aijaij,
1,5
(ii) M3 is the orthogonal complement of M, with respect to My, i.e
M; = M; & My,

2. Best Frobenius approximations. Let us consider the problem
(1.2) for the Frobenius norm, which is given by

e = (X tas?)”
)

It is a particular case of unitarily invariant norms (e.g. see [2], [3]). A
unitarily invariant norm is one which satisfies

Al = [[UAV||
for arbitrary unitary matrices U and V. For example the norms
1/p
(2:1) 4l = (Y o2(4) 7, 1<p<oo,
i

where 0;(A) denotes the ith singular value of A, with
01(A)>...204(A)>0, t=min{m,n},

are unitarily invariant. For p = 2 we have the Frobenius norm.
Now let A € M; be expressed in the form

(2.2) A=A 4 A®

with A € M; and A(®) € M. This expression is unique. Moreover, it is
easy to verify that A® is in fact equal to the best Frobenius approximation
Br of A, which is given by

Bp =) @B,
i=1
where @;, i = 1,..., s, are the solution of the system (see [5])
(2.3) Y (Bx,Bj)ar =(A,B;), j=1,...,s.

The matrix of this system is nonsingular because we have assumed that the
matrices By,..., B, are linearly independent.
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Using the fact that A()) = Bp, the following corollary states when the
best Frobenius approximation of A is also a best || - ||-approximation of A,
for an arbitrary norm | - || (see (1.3)):

CoROLLARY. Let A € M, be ezpressed in the form (2.2) and let || - ||
be an arbitrary norm in My. Then the matriz A1), i.e. the best Frobenius
approzimation of A, is a best || - ||-approzimation of A if and only if there
ezists a matriz V such that

(2.4) (AP V) =A@, [VIF=1, VeMi.

We now briefly discuss three special cases of problem (1.1) in which best
Frobenius approximations play a key role. We shall use the same notation
for the matrix norm (2.1) and for the /,-norm in the vector space R, since

(2.5) 1Allp = lIsll»,
Where
s = (01(A),...,04(A))T, t=min{m,n}.

Note also that the dual norm to the /,-norm in the space R is the /,-norm
where
(2.6) 1/p+1/g=1.
The same holds for the norms (2.1) in the space My, and in particular the
Space of symmetric matrices.

Case (i). Let

dlm(Mg) = dJm(Ml) -1

in (1.1). This problem is considered in [5] for an arbitrary norm || - ||, and
it is shown that in this case the best || - [|-approximations B of A are given
explicitly in terms of the residuum matrix Rr = A — Br where Bp is the
best Frobenius approximation of A. Furthermore, By itself is given by
@;, i=1,...,s, which form the solution of the linear system (2.3).

Case (ii). Let M; be the space of symmetric matrices of order n. Let
M; be spanned by symmetric matrices By = (bg?), k=1,...,s, such that

B =0 forj=ji,...drandk=1,...,8

With s = 2(n + 1) — r (we assume that the j;’s are distinct).

We consider the problem (1.1) with the norm (2.1). Without loss of
generality we assume j; = 4, for ¢ = 1,...,7. Then every matrix in M3 has
the form

diag(d,,...,d,,0,...,0).
Let A € M; be expressed in the form (2.2). Then

A(z) = dia'g(alls‘"}arf90!""0)'
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We assume that A & My, so it is not a trivial case and A(®) # 0. We take
V = diag(a]1,. -8 05ns+50)
such that the vector
a' = (a}y,...,a.,,0,...,00T €eR"
satisfies

(a,a) = |lall, |la'lly =1,

where p, ¢ satisfy (2.6) and a = (a11,...,8rr,0,...,0)T. Such a vector a’
always exists (a’ is the dual vector to a). For 1 < p < oo the vector a’ has
the components

(2.7) a}; = sign(a;) (Jail/llall,)” ",

for p = 1 we may take

r_ sign(agg) if aj; -',é 0,
(2:8) i = {h,- if @i = 0,
t=1,...,r, where |h;] <1, and for p = o

ign(aii)g: if |ay| = ||a]|
2.9 ! - Slgn(a’t )g f it 003
%) {o if || < [lalloo

i=1,...,7, where g; > 0 and ) ; g; = 1. Hence we have

AP, = llall, = (a,a") = (4®, V),

(2.10) .
IVI*=IVIlg = lla’ll =1, VeMz.

Therefore Corollary implies that A®) = Bp is a best || - ||,-approximation
of A, for any 1 < p < oo, and for each value of p the approximation error is
equal to

6 = |lall, = |A®]l, .

Case (iii). Again, let M; be the space of symmetric matrices of order n.
Let M, be spanned by symmetric matrices By = (bg.’}), k=1,...,s, such
that

bgc)zb.(?':)zﬂ fOl'j.-',éf, k=1,...,3,

with s = 2(n + 1) — (n — 1), where the natural number [ is given.
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Every matrix X from My has the form

( " )

0 3 0
Ti-1
X=1z1 ... 2311 0 Zi41 -e. T Exe;T+e;xT
Ti41
0 : 0
\ on )

with x = (21,...,21-1,0,Z141,---,%s)7 and e; the Ith unit vector. Let
X # 0. Then rank(X) = 2. It is easy to verify that the nonzero eigenvalues
of X are %||x||; and the vectors

1 1 1

are the normalized orthogonal eigenvectors of X corresponding to ||x||; and
~||x||2 respectively. Therefore X has the form

(2.11) X = ||x|lzm1uf — ||x|lzuzuj
[1x][2 0
=[Ixll2
=U 0 T,
0 0

where an orthogonal matrix U has u; and u; as its first and second column
respectively. Let A € M; be expressed in the form (2.2). Then A® has the
form (see (2.11))

A 0
A = Q 0 Q7,
0 0
Wwhere Q is an orthogonal matrix. Let a = (A,=),0,...,0)T. Then there

exists a dual vector a’ to a having the form (see (2.7)-(2.9))

a' = (p,—p,0,...,0)T
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with an appropriate pu. Therefore

73 0
—p
V=@Q 0 QT

0 0
belongs to Mz (see (2.11)) and V satisfies conditions (1.3) for B =AM s0
again Bp = A is a best || - ||l ,-approximation of A, for any 1 < p < o0,
and for each value of p

§ =A@,

3. Commuting matrices. Finally, we identify another special case of
(1.1). It is, however, not treated in the same manner as the previous cases.
Let || -|| be an arbitrary unitarily invariant norm and let M; be the space
of symmetric matrices of order n. Let A € M; and let M, be spanned by
matrices By, ..., B, which commute with A, so
ABj = B;A, j=1,...,s

In particular, we may choose B; = C7, for some C. In addition, we assume
that B; commutes with B; for ¢ # j. Therefore there exists a.n orthogcmal
matrix Q such that the matrices QTAQ and QTB;Q (j = .,8) are
diagonal. Let

(31)  QTAQ=diag(\), QTB;Q=diag(\{’), j=1,...,s
It is known that if || - || is a unitarily invariant norm then there exists a
symmetric gauge function ¢ such that (see [2, 3])

Al = ¢(o(a)) = #(a1(A),.-.,7a(A)).
The symmetric gauge function is a norm in R™. From (3.1) and the proper-
ties of the symmetric gauge function ¢ we obtain

- Z ajBJ-" = ¢;()« - Zaj,\m) ;
i J

where A = (Agy...,A)T and A = (M,...,Ai)T. Thus problem (1.1)
reduces to the solution of the overdetermined linear system

Ga= A\ )
where the matrix G has the form
G= (,\(1),_“,)‘(8)) )

in the norm ¢. If we choose the norm (2.5) then we find the l,-solution of
this system. For p = oo we solve in the Chebyshev sense.
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