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S. TRYBULA (Wroctaw)

MINIMAX ESTIMATION OF
A CUMULATIVE DISTRIBUTION FUNCTION
FOR A SPECIAL LOSS FUNCTION

A minimax estimator of a cumulative distribution function is determined
for the loss function (1). The problem of minimax prediction of a sample
distribution function is also solved for a similar loss function.

1. Minimax estimation of a cumulative distribution function.
Suppose that a random variable X is distributed according to an unknown
cumulative distribution function F(t). Let X = (X1,...,Xy) be a.ﬂrandom
sample from F, X;,...,X, being independent. Let ¢(t) = ¢(t,X) be an
estimator of F(t). We suppose that the loss function associated with the
estimator () is

(1) L(F, ) f F(E;O( lt)_ 1*“1:()'%))1r — w(dt),

where w is a non-zero finite measure on (R, B), B being the o-field of Borel
subsets of R = (—o00,00).
The problem is to determine a minimax estimator of F(¢) for this loss

function.
Set

)= 23" 8x(0),

where, for a random variable Z,
1 ifZ<t
)= =5
20=10 iz>¢
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Let us study an estimator of the form
o(t) = aF'(t) +b.
The risk function for this estimator is
R(F,¢) = E[L(F, ¢(t, X))]

B j? E[aF(t)+b— F(t)]?
-~ J F)(L-F()) +¢?

w(dt)

- gm)u — F(t) + (b— (1 - a)F(t))?

=/ FOU-FR)+ & ().

—00

Let b = (1 — a)/2. Then

T (% ~ - ﬂ)z)F(t)(l - Fy) + L=
(2) R(F)= _f FOO—F@) + & w(de)
- Juan¥x
if
(3) a= —
Y Y

ie. if

() + Iz = = %
(4) o(t) = LR VE Loo(t).

ks V1 + 4c? ﬁ

We shall prove that the estimator ¢g(t) is minimax.

The considered problem of determining a minimax estimator of F(t)
can be viewed as the problem of finding the optimal strategy in a game
against nature. The nature chooses a cumulative distribution function F(t),
the statistician chooses an estimator ¢(t) and the payoff function is given
by the risk

_ T _E(e(t) - F(t))?
() B(F.p)= _!0 F)(1 - F(t)) + ¢

w(dt) .

Let us define a sequence 7 of mixed strategies of nature which will be used
in the proof of the optimality of the strategy of ¢q(t).
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Choose the parameter p according to the density
_{ChQ-p)+lp(1-p)*" f0<p<],
() 9(p) = {0 otherwise,

where C is a normalizing constant, and then, for given p, choose the distri-
bution F(t) of the form

0 ift< —k,
(7) F(t):{p if —k<t<k,
1 ift>k.

Let F(t) be given by (7), where p has distribution (6). For the strategy
71 the expected risk is

=T B(el) - F)?
rtee)= [ Bn oG F@y e @

where E,, (+) is the expectation with respect to the density g(p).
In order to minimize the expected risk r(7%, ¢), it is sufficient to minimize

o [_Blet) - F@))?
*F®)(A-F(t)+c?
for any fixed ¢. This leads to the Bayes estimator with respect to 7 given
by

0 ift < —k,

F(t) + a/(2n) if —k<t<k,
1+a/n

1 ift > k.

or, (2) =

Let
2¢

a=———/n.
\/1+402\/_

In this case @, (t) = @o(t) if —k <t < k, and, by (2),

(Tks @r,) = L ;::) f I[_k,k)(t) w(dt),

where I4(t) is the characteristic function of the set A and the constant a is
given by (3).
From the above it follows that

(8) klileor(fkisork) — K!

where K is defined in (2).

From (8) and the fact that the estimator ¢, (t) is Bayes with respect
to 7% and @, (t) = @o(t) for —k < t < k, it follows that the estimator ¢o(t)
given by (4) is a minimaz estimator of F(t).
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If the measure w is concentrated at one point, say tg, then the prob-
lem reduces to that of determining a minimax estimator of the parameter
p = F(tp) for the loss function

(a o p)2

Hna)= g o

This problem was solved in [5].

_ 2. Minimax prediction of a sample distribution function. Let
X = (X1,...,X,), Y = (11,...,Ys,) be two independent samples from a
distribution F(t) and let

P =LY 0, Py Zay.oe)

be the sample dis}ribution functions from the samples X and f’, respectively.
Let 9(t) = (¢, X) be a predictor of F(t) and let

(9) L(F,9) = nggfégléwm)

be the loss function connected with the predictor v, where, as before, w(:)
is a non-zero finite measure on (R, B).

The problem is to determine a minimax predictor of F(t).
For the loss function (9) the risk function takes the form

R(F,4) = E(L(F,%(t, X)))

E(p(t) — F(t))?
f Foi-F@) + & @)

mem-me+£@Q;£@)

FOO-FO) T wid).

Let
(10) PY(t) = aF(t) + (1 — a)/2.
Then |
o0 (%2 —(1-a)®+ 7—;-) F(t)(1 - F(t)) + ¢ ;‘02
R(F,y)= [ w(dt)

F(t)(1 — F(t)) + c?
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and it is independent of F’; moreover,

1-9)? T o

(11) RFY) =gz~ ofo w(dt) = R(F, o)
if

2 2

a Y _1__(l—a)

;_(1 a)+m_ 4c
i.e. if

1 42 +1 42+1/1 1 1
2} Yy 1( 4c? _'\/ 4c? (EJ“E)_E)'

42 n

It is easy to see that for any m, n, c we have 0 < a < 1.
Define a mixed strategy o of nature in the same way as 73, with a given
by (13) below and a given by (12). Now the risk is

eo B(H) - ) + 2L F0)
R(F,¢) = FOA=-F(@) +c? ()

—00

and for the strategy o the expected risk is

E(p(t) - F(1))?
f Bou [F(: 1-F(t) + &

T‘(O'k, w(dt) + ro(ok) ;

where 79(0;) does not depend on ¢ and E,, (-) is the expectation with
respect to the density g(p) in the strategy oj. In the same manner as in the
case of estimation, this leads to the Bayes predictor with respect to o, given

by

0 ift < —k,
bru)={ PEO /2 o o ek,
n—+ o
ift > k.
For
n
13 =
(13) el

where a is now given by (12), ¥,, = ¥ if —k <t < k, and the Bayes risk
T(Ukaqu) is
(1 '-%)2 T

f I —k,k) t) W(dt)

T(O'k:wa';c) =

Then as before we prove that the predictor 4 (t) = aF(t)+ (1 — a)/2, where
a is given by (12), is a minimagz predictor of F(t).
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For problems of estimation of a cumulative distribution function see [1],
[2], [4], [6]. Minimax estimators of a cumulative distribution function for 4
loss functions different from (1) were found by Phadia in [3].
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