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THE ROBUSTNESS AGAINST DEPENDENCE
OF NONPARAMETRIC TESTS
FOR THE TWO-SAMPLE LOCATION PROBLEM

Abstract. Nonparametric tests for the two-sample location problem are
investigated. It is shown that the supremum of the size of any test can be
arbitrarily close to 1. None of these tests is most robust against depen-
dence.

1. Introduction. Situations with some kind of dependencies for the
Mann-Whitney—Wilcoxon test were investigated by Hollander, Pledger and
Lin [3], Pettit and Siskind [4], Serfling [6], Zieliriski [8], [9]. In this paper
we consider the robustness against dependence of a large family of non-
parametric tests for the two-sample location problem, including the test
mentioned above. We take advantage of a new description of dependence,
called Riischendorf’s e-neighbourhoods, proposed in [2].

2. Problem and notation. Let X1,...,X,, and Y7,...,Y,, denote two
independent random samples from populations with continuous distribution
functions Fx(z) = F(z — A) and Fy (y) = F(y) respectively. We verify the
hypothesis H : A = 0 against K : A > 0 by means of a test ¢ of size . We
assume that ¢ belongs to some family @ of tests (see Sec. 3 for the definition
of ).

Let P(F) ={P : P(Z; < z) = F(2), i = 1,...,m + n} describe all
possible violations of independence. We denote P(F) briefly by P. Let
Pc C P be the subfamily of all continuous distribution functions. Moreover,
let C. C P¢ be a family of all ¢.d.f. which correspond to small dependencies
(for more details see Sec. 4).
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The following problems are considered in this paper:

(A) Given any ¢ € ¢, compute the supremum of the size of ¢ under
all kinds of dependencies, i.e. suppcp [ v ®dP, where X' denotes a
sample space.

(B)  Given any ¢ € ®, evaluate the robustness of the size of ¢ against small
dependencies. We use the oscillation of the size over C. as a measure
of robustness (see [7]):

re(¢) = sup f<z>dP— inf. f¢dP

pPeCe 3

(C)  Find the most robust test in @, i.e. a test ¢g such that r-(¢g) < r-(¢)
(Vped) for all e.

3. The family ®. We restrict our consideration to a family @ of
one-sided nonparametric tests for the two-sample location problem given as
follows:

DEFINITION. ¢ €@ if and only if

(i) d(x1+ 7y Ty + Ty Y1 + Ty ooy Yn + 7)
= (T, ey Ty Y1y - -+ s Yn) VT,
(ii) (@1, i1, i 4 0, Tig 1y oy Ty YLy -+ 5 Yn)
> (X1, Ty Y1y ey Yn) (VO >0),i=1,...,m,
(iii) if X1, > Yoo then o(x1, ..., Y1y, yn) = 1,
if Xonom < Y1 then o(x1,...,Zm,y1,...,yn) =0,

where X;.,,, and Y;.,, denote the ith order statistics from the first and the
second sample respectively.

The conditions (i)—(iii) seem to be quite natural. The Mann-Whitney—
Wilcoxon test, the Fisher—Yates test, the Rosenbaum test and many other
tests for the two-sample location problem belong to the family & (see [1]).

4. A description of dependence. By the Riischendorf theorem
(see [5]) we know that h is the density of a probability measure on [0, 1]"
with uniform marginals and continuous w.r.t. the Lebesgue measure du on
[0,1]" if and only if h = 1+ Sf where fe L*([0,1]") and S: L' — L is the
linear operator given by

Sf=f— Z f fdz .. cdz+ (r—1) ffdzl...dz

i=1 [0,1)7~ 1 [0,1]"

and Sf > —1.
Without loss of generality we assume that F' is the uniform distribution
on [0, 1].
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Moreover, define R = {f € L'([0,1]") : Sf > —1}, and let [0,u]" = {z €
0,1]":0<z; <wyi=1,...,7}.
Basing on the above theorem and assumptions we may write that

(0,u]"

In [2] a new description of dependence, called Riischendorf’s e-neighbour-
hoods, was proposed and motivated. Following that paper let R. = {f €
L' ||Sf|| <e, Sf > —1}, where || - || is the L! norm. Then

CE:{P:P(u): [ (L+8f)du, feRE}

(0,u]"

describes the family of distributions which correspond to small departures
from independence, so called e-dependence, i.e. if € is sufficiently small then
the dependence measured by o¢-Spearman’s and many other meassures is
small as well, and conversely.

In order to solve our problems (A) and (B) it will be necessary for any
¢ € @ to compute:

(A)  swp [ (1+5f)gdp,
fER[[M]T

B) (@)= sw [ (1+SNgdu— inf [ (1+S5))ddp.

FER< 101]7 0,1]"

It is easy to show (see Sec. 7) that the above expressions are equivalent
to the following, more convenient in further investigations:

(A) sup f (L+g)odu,
(B) re(@) =sup [ (1+g)dpdp— inf [ (1+g)ddp,
9€9= 19 1y 9€0e [0,1]"

where G = {g € L1([0,1]") : g > —1, f[O,l]T gdp =0, f[o,l]rfl gdz . (jz\Z
cdz,=0,Vi=1,...;r},and G. = {g € G: ||g| <¢e}.

5. Results. Now we can state the solutions of our problems (A)-(C).

THEOREM 1. Let ¢ € &. Suppose that all kind of dependencies between
samples and among observations in samples are allowed. Then the size of
the test ¢ can be arbitrarily close to 1, i.e. suppep fX ¢dP =1.
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THEOREM 2. The robustness of any test ¢ € @ against e-dependence
equals €/2, i.e. r-(¢) =¢/2.

From this theorem we get immediately:

COROLLARY. In the family @ of one-sided nonparametric tests for the
two-sample location problem, no test is most robust against dependence.

6. Proofs

Proof of Theorem 1. Let {Gn}37_, be the sequence of r-dimensio-
nal subsets of [0, 1]", r = m + n, given by

_ i i+1\"_ (i—-1 j\"
o =Ul(v5) < ra) |
where the union is extended over all (i,j) of the form (k mod N, k), for
E=1,...,N.

Let {gn}3%_, be the sequence of real functions on [0, 1]" defined as fol-
lows:

(2) = N—1—1 forz € Gy,
IN -1 for z & Gn.

We show that gy € G (VN > 2):

(a) gn > —1 by the definition,

Nr—1 -1 1
0 [ovin=vT (1o ) <o
[0,1]"
o~ N’l"—l _ 1 1
(0,171

fori=1,...,r

So gy € G for every N > 2.

Now take ¢ € @ and denote by « its size. Suppose that ¢ is a
non-randomized test with a critical region K,. It is easy to check that
for each N > 2,

1\" (N-1 \"

— |
o [(ow) < (55) ]
C{(z1,.-,2):0<2; <2, <1,i=1,...,m; j=m+1,.... m+n} C K,

for every ¢ € @ (see conditions specified in Sec. 3). So we get
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sup f¢dP> sup f(Z)dP—sup f (1+g)pdu
PeP » PePc GQ[ 1"

:supf +g)du > f (14 gn)du

9€G K.
N1 —1 1
- N v (- Dfa-(N-1)-—
a+[< R CRIOEEE ]
+N—1 N -1
=a+———-—a=———.
N N

Choosing N large enough one can come arbitrarily close to 1. =

Remark. For simplicity we have assumed in the proof that ¢ is a
non-randomized test. The theorem is true for randomized tests as well.

Proof of Theorem 2. We take a non-randomized test ¢ € @ and
denote by « its size and by K|, its critical region. Let {Gn} be as in the
proof of Theorem 1. Consider the sequence {g)y} of real functions on [0, 1]"
defined by

%NT_I for z € Gy,
/
gN(Z): e Nr—1

—§m fOI‘Z%GN,

for N > Ny = (2/(2 — ¢))"/=1. Tt is easily seen that giy € G. (VN > Np).
So we get

sup [ (14 g)pdp
gegs [0’1}7"

=sup [ (1+g)du> [ (1+gy)dp
gegs Ka Ka

= [0 05 g (<) (o 0o )|

—>a—|—§(1—a) as N — oc.

In order to show that also sup,cg. f[o71r<1 +g)pdp < a+ 5(1—a), we
consider the operator T'g = [ K. 9 dp. Tt is a bounded linear operator, so we
get Tg < [ Tllgll (Vg € 9).

By the proof of Theorem 1,

gl _1-a
vec Nlall 2

1Tl =



474 P. Grzegorzewski

(this is evident, because € cannot be greater than 2). So we get

l1—«
2

1l -«
(Vgeg.) Tg< THQH < £

and therefore
l1—«

sup [ (1+g)dp=sup(a+Tg) <a+
9€Ge K., geG.

E.

Hence

5
sup f (1+g)pdp=a+ 5(1 — ).
989 0,017

Now we consider inf 5cg, f[0,1]7‘ (14g)¢ dp. Let us define a sequence {G7 }

by
"no__ i—1 i " i J+1 " r
N_U|:<N7N> X<N7N>:|C{O>1]7

where the union is extended over all (i, j) of the form (k, kmod N) for k =

1,...,N.
Let {g%;} be the following sequence of real functions on [0, 1]":

%Nr_l for z € G,
g?(/(z) = e Nr1 .

where N > Nj. It is easily seen that g%, € G. (VN > Np). So

inf 1 dp = inf 1+g)du< [ (1+g%)d
glgge[0£r( +9)pdp glélger( +9) M_Kf( +gn)dp

£ 1 e N1 1
— B Vi e S -
O“L[z G 2N’"—1—1<a Nﬂ
—a(l—¢/2) as N — oc.
Similarly, we can prove the opposite inequality:
inf f (14+g9)pdu > a(l —€/2)
[0,1]"

and therefore

inf [ (1+g)¢du=a(l—e/2).
[0,1)"
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Thus finally

r(¢)=swp [ ¢dP— inf [ odP
€ EX

= sup f(1+g)¢du—giggf f(1+g)¢du

9€9< (0,1)" “ o1y

5 £ 5
—a+(l-a)—af1-%)=%
a—|—2( @) a( 2> 5

which completes the proof. m

As before, the theorem is also true for randomized tests.

7. Complements. In Section 4 we have stated that in our problem we
could consider the families G and G, instead of R and R.. This follows from

LEMMA. Let S be the operator defined in Section 4. Then S(R) = G
and S(R.) = G-..

Proof. It suffices to show that S(R) = G. The same proof remains
valid for the second assertion.

Suppose f € R. Then Sf € L'([0,1]"), Sf > —1 and f[o y Sfdp =
f[071],-_1 Sfdu=0.So S(R)CG.

Now take any g € G. Then

Sg:g—z f gdzl...c?z\i...dzr+(r—1) fgdzl...dzr:g
=1 [0’1]1‘71 [0,1]"

and hence S(R) 2 G. n
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