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ARE CONTINUOUS MAPPINGS PRESERVING

NORMALITY NECESSARILY LINEAR?

Abstract. An example of a normal nonlinear continuous function of a
normal random variable is given. Also the Cauchy case is considered.

1. Introduction. It is tempting to think that if a Gaussian input is
transformed into a Gaussian output then the transformation has to be linear.

Let X be a standard normal (N (0, 1)) random variable (rv). Obviously
for a function f : R → R defined by f(x) = x, x ∈ R, or f(x) = −x,

x ∈ R, the transformed rv f(X) is again standard normal (f(X)
d
= N (0, 1)).

Both the functions are linear. However, it is not difficult to find nonlinear
functions with the same property. For example, one can consider

f(x) =

{

−x, |x| < 1,
x, |x| ≥ 1,

which works also well for any distribution symmetric about zero. A non-
trivial bivariate example was given in Shepp (1964). The common features
of these nonlinear transforms preserving normality are discontinuities.

Similar problems were studied for the Cauchy distribution in Pitman
and Williams (1967), Williams (1969), Arnold (1979) and Neuts (1979) (an-
swering a problem raised in Kotlarski (1977)). The nonlinear functions
preserving the Cauchy distribution, given there, were not continuous again.
A nice example among them is f(x) = tan(n arctan(x)), n = 2, 3, . . . For
others see also Johnson, Kotz and Balakrishnan (1994).

Since all the known nonlinear mappings preserving normality (or the
Cauchy distribution) have discontinuities it is natural to conjecture that
under continuity assumption the only possible transforms are linear. The
aim of this note is to show that this is not the case again.
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2. Distribution preserving transforms. Assume that X
d
= f(X)

d
=

N (0, 1), where f : R → R is a continuous function. Is f necessarily linear? It
is shown below that the answer is negative (also for the Cauchy distribution).

For any x ∈ [−1, 1] define

b(x) = Φ

(

x − 3

4

)

+ Φ

(

x + 3

4

)

− Φ(x) ,

where Φ is the df of the N (0, 1) distribution.

Lemma. The function b : [−1, 1] → [Φ(−0.5), Φ(0.5)] is strictly decreas-

ing. Hence its inverse function b−1 exists.

P r o o f. Observe that b is differentiable in (−1, 1) (continuous in [−1, 1])
and for any x ∈ (−1, 1),

b′(x) =
1

4

[

φ

(

x − 3

4

)

+ φ

(

x + 3

4

)]

− φ(x),

where φ is the standard normal density. Since for any x ∈ (−1, 1),

(1) φ

(

x − 3

4

)

+ φ

(

x + 3

4

)

< 2φ(0) < 4φ(1) ≤ 4φ(x),

it follows that b′ < 0 in (−1, 1). Hence b is strictly decreasing. Observe that
b(−1) = Φ(0.5) and b(1) = Φ(−0.5).

Define now a new function f :

(2) f(x) =











x, |x| ≥ 1,
4x + 3, −1 < x < −0.5,
B(x), −0.5 ≤ x ≤ 0.5,
4x − 3, 0.5 < x < 1,

where B = b−1 ◦ Φ (see Fig. 1).

Proposition. The function f : R → R is continuous. If X
d
= N (0, 1)

then f(X)
d
= N (0, 1).

P r o o f. Continuity is obvious. Also, it is immediate that P (f(X) ≤
x) = Φ(x) for |x| ≥ 1.

Consider now |x| < 1. Then Φ ◦ B−1(x) = b(x) and consequently

P (f(X) ≤ x) = P

(

X ≤
x − 3

4

)

+ P

(

B−1(x) ≤ X ≤
x + 3

4

)

= Φ

(

x − 3

4

)

+ Φ

(

x + 3

4

)

− Φ(B−1(x))

= b(x) + Φ(x) − b(x).
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Fig. 1. The graph of f

R e m a r k s. 1. Assume that Φ(x) = 0.5 + π−1 arctan(x) and φ(x) =
(π(1+x2))−1, x ∈ R, i.e. Φ and φ are df and pdf of the standard Cauchy dis-
tribution, respectively. Then the formula (2) gives an example of a Cauchy
preserving nonlinear continuous function since again b′ < 0 via the inequal-
ities in (1) with φ(0) ≤ 2φ(1) (instead of the strict inequality).

2. A similar construction is valid for any symmetric distribution with a
df Φ and a unimodal density φ satisfying φ(0) ≤ 2φ(1).

3. Obviously, if g is a continuous, distribution preserving mapping then
g ◦ . . . ◦ g is also continuous and distribution preserving. Consequently, any
finite iteration of the above f preserves normality.

4. In the n-variate case define f : R
n → R

n by f(x) = (f(x1), . . . , f(xn)),
x = (x1, . . . , xn) ∈ R

n, which is a continuous nonlinear function. If X is an
n-variate random vector with iid standard normal components then, ob-

viously, f(X)
d
= X.
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