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A SINGULAR RADIALLY SYMMETRIC PROBLEM

IN ELECTROLYTES THEORY

Abstract. Existence of radially symmetric solutions (both stationary and
time dependent) for a parabolic-elliptic system describing the evolution of
the spatial density of ions in an electrolyte is studied.

1. Introduction. We are interested in the temporal evolution of the
spatial density of ions in an electrolyte confined to a container Ω. We
consider a simplified, idealized situation when the electrolyte contains only
cations, i.e. positively charged particles.

If u(x, t) is the density of ions, ϕ the electric potential produced by the
ions through collective effects, and ϕ̃ a given external electric potential, then
the evolution of u is described by the parabolic-elliptic system

ut = ∇ · (∇u+ u∇Φ),(1)

∆ϕ = −u,(2)

Φ = ϕ+ ϕ̃.(3)

Here u, ϕ, ϕ̃ : Ω×R
+ → R, and Ω is a smooth domain in R

n containing the
origin.

For more physical details we refer the reader to [4], [10].
In this paper we assume that ϕ̃ is of the form ϕ̃(x) = −q∗En(x), where

q∗ ≥ 0 and En is the fundamental solution of the Laplacian (E2(z) =
(2π)−1 log |z|, En(z) = −((n − 2)σn)

−1|z|2−n for n ≥ 3, σn is the area
of the unit sphere in R

n). This means that ϕ̃ is produced by a positive
charge q∗ fixed at the origin.
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The system (1)–(3) is supplemented with the initial condition

(4) u(x, 0) = u0(x),

and boundary conditions

ϕ = 0 on ∂Ω,(5)

∂u

∂ν
+ u

∂Φ

∂ν
= 0 on ∂Ω,(6)

where ν denotes the exterior unit normal to ∂Ω. The condition (5) means
that the boundary ∂Ω is grounded, (6) implies that the total charge of ions
in Ω is preserved, i.e.

T
Ω
u(x, t) dx =

T
Ω
u0(x) dx =: q0.

In [1] and [2] it was proved that a local-in-time solution to (1)–(6) with
q∗ = 0 exists. Moreover, under some assumptions imposed on the dimension
n or initial data u0, this solution is global and tends to a unique stationary
one as t goes to ∞.

The problem (1)–(6) with q∗ < 0 describes the situation when a charge
q∗ fixed at the origin is surrounded by ions of opposite sign moving in a
solute. It is worth noting that the existence of solutions of this problem
depends on n and q∗ ([3]). For instance, in the radially symmetric case, if
n = 2 and q∗ > −4π the solution is global, whereas for q∗ < −4π or n ≥ 3
and q∗ < 0 there are no local-in-time solutions. In our case q∗ ≥ 0, the
global solution exists for each q∗ ≥ 0 and tends asymptotically, as time goes
to infinity, to the unique steady state solution.

We assume that Ω = {||x|| ≤ R} is the ball of radius R, and we look for
radially symmetric solutions of (1)–(6). In this case (1)–(3) reads

ut = r1−n(rn−1(ur + uΦr))r,(7)

r1−n(rn−1ϕr)r = −u,(8)

Φ = ϕ− q∗En(r).(9)

Let Q̃(r, t) denote the total charge of moving ions in the ball of radius r
at time t, i.e.

Q̃(r, t) = σn

r\
0

sn−1u(s, t) ds.

It is easy to check that Q = q∗ + Q̃ satisfies the equation

(10) Qt = Qrr − (n− 1)r−1Qr − σ−1
n r1−nQQr.

The last equation has the following scaling property: if Q is a solution
then Q(r, t) = λ2−nQ(λr, λ2t) is also a solution. Hence, without loss of
generality, we can consider our problem on the interval [0, 1] with boundary
and initial data

Q(0, t) = q∗,(11)
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Q(1, t) = q∗ + q0 =: q,(12)

Q(r, 0) = Q0(r),(13)

where Q0(r) is a given, nonnegative, nondecreasing function on [0, 1] such
that Q0(0) = q∗ and Q0(1) = q.

If the equation (10) is considered on [0,∞) then the only boundary
data is (11), and the initial data Q0(r) is a nonnegative and nondecreasing
function on [0,∞) such that Q0(0) = q∗.

For n = 1 the system (10)–(13) describes the situation when the mov-
ing ions are confined to the layer between two infinite planes in R

3, π1 =
{(x, y, z) : x = 0} and π2 = {(x, y, z) : x = 1}. The plane π1 is charged with
charge density q∗ and the plane π2 is grounded.

An electrolyte contained in the infinite cylinder {(x, y, z) : x2 + y2 ≤ 1},
with fixed charge density q∗ on the z-axis, is described by (10)–(13) with
n = 2.

The case n = 3 corresponds to the physical model of an electrolyte
contained in the unit ball in R

3 with a fixed charge q∗ at the origin.
We are interested in the existence, uniqueness and asymptotic behavior

as t → ∞ of the solution of the problem (10)–(13).

2. Stationary solutions. For n = 1 and n = 2 the stationary solutions
to (10)–(12) can be expressed in analytic form. In dimension n = 3 such a
form of stationary solutions is not known and probably the equation is not
integrable. In this case we resort to the phase plane method to prove the ex-
istence and uniqueness of solutions. The same method, though unnecessary,
will also be used in much simpler one- and two-dimensional cases. Moreover,
the phase plane method allows us to find a very simple proof of existence
and uniqueness when analytic arguments need some tedious calculations.

One-dimensional case. In the one-dimensional case the stationary solu-
tions of (10)–(12) satisfy

Qrr −QQr = 0,(14)

Q(0) = q∗, Q(1) = q.(15)

The equation (14) is equivalent to

(16) x′ = y, y′ = xy, ′ = d/dr,

with x = Q, y = Qr.
Figure 1 shows the phase portrait of (16).
For a given q∗, q, we are looking for a solution (x(r), y(r)) to (16) satis-

fying x(0) = q∗ and x(1) = q.
Let (x(r; ỹ), y(r; ỹ)) be a solution to (16) such that x(0, ỹ) = q∗ and

y(0, ỹ) = ỹ. It is easy to observe that the function r(ỹ) defined by x(r(ỹ); ỹ)
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= q is strictly decreasing and r(ỹ) → 0 as ỹ → ∞. The x-axis contains the
singular points, hence r(ỹ) → ∞ as ỹ → 0. This implies the existence of
a unique y such that r(y) = 1. It means that Q(r) = x(r; y) is the unique
solution to (14), (15).

Analytically we can solve the problem (14), (15) in the following way.

The equation (14) has the first integral

(17) Qr −
1

2
Q2 = C.

Integrating (17) we get an explicit form of the solution to (14) satisfying the
initial data Q(0) = q∗:

(18) Q1(r) =

√
2C tan(

√
C/2 r) + q∗

1− q∗√
2C

tan(
√

C/2 r)
if C > 0,

(19) Q2(r) =
2q∗

2− q∗r
if C = 0,

(20) Q3(r) =
√
−2C

(q∗ +
√
−2C) exp(−

√
−2C r)− (

√
−2C − q∗)

(q∗ +
√
−2C) exp(−

√
−2C r) + (

√
−2C − q∗)

if C < 0.

It follows from (19) that Q2(r) = q if r = 2q0/(qq
∗). Hence (see Fig. 1)

the solution to the problem (14)–(15) has the form (19) if 2q0 = qq∗, and
(18) (resp. (20)) if 2q0 > qq∗ (resp. 2q0 < qq∗).

Two-dimensional case. For n = 2 the stationary solutions to the problem
(10)–(12) satisfy

(21) Qrr − r−1Qr − (2π)
−1

QQr = 0

with boundary conditions

(22) Q(0) = q∗, Q(1) = q.
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To analyze the problem of existence and uniqueness of solutions to (21),
(22) we can use the phase plane method.

Introducing the functions v(r) = (2π)−1rQr(r) and w(r) = (2π)−1Q(r)
we check that v and w satisfy the system of equations

(23) w′ = v, v′ = v(2 + w),

where ′ = d/ds, s = log r. Figure 2 shows the phase portrait of (23).w

v
::
:::
:::-

Fig. 2

The boundary data (22) takes the form

(24) w(−∞) = q∗, w(0) = q.

Analyzing Figure 2 we see that the problem (23), (24) has a unique solution.
Using the existence of the first integral 2rQr − 4Q − 1

2πQ
2 = C of the

equation (21) we obtain the solution in the following form:

Q(r) = (q∗(8π + q∗ + q) + q0(8π + q∗)r(1+q∗/(4π))/2)(25)

× (8π + q∗ + q − q0r
(1+q∗/(4π))/2)−1.

It follows from formulas (18)–(20) and (25) that there are no solutions
to the problem (10), (11) existing for all t ≥ 0.

Three-dimensional case. For n = 3, introducing the new variables

(26) v(r) = (4π)−1Qr, w(r) = (4π)−1Q/r, s = log r,

we transform the problem of existence of stationary solutions to (10), (11)
into the problem

w′ = v − w, v′ = v(2 + w), ′ = d/ds,(27)

w(0) = (4π)−1q, lim
s→−∞

w(s)es = (4π)−1q∗.(28)

Figure 3 shows the phase portrait of (27).
The origin is a saddle, γ is its unstable manifold. Let (w(s), v(s)) be

the solution to (27) with initial data w(0) = (4π)−1q, v(0) = v ∈ [0, v) (see
Fig. 3).
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This solution is defined on some maximal interval (α, β). It follows
from the form of the equation (27) that α = −∞. The function esw(s)
is increasing (since its derivative is esv(s)), hence lims→−∞ esw(s) =: L(v)
exists. Obviously L(0)= q and L(v) = 0, so there exists v∗ ∈ [0, v) such that
L(v∗) = q∗. The uniqueness of v∗ follows from the monotonicity of L(v).

The nonexistence of a solution to (10), (11) on [0,∞) for n = 3 follows
from the fact that the solution (w(s), v(s)) is contained between the lines
v = 0 and w = v/2. Hence v′ ≥ 2v + v2/2, so the maximal interval of the
existence of (v(s), w(s)) is (−∞, β), β < ∞.

3. Nonstationary problem: One-dimensional case. For n = 1 the
equation (10) takes the form

(29) Qt = Qrr −QQr

which is called the Burgers equation. Using the Cole–Hopf transformation
Q = −2vr/v we can transform (29) into the heat equation ([6])

(30) vt = vrr

with boundary data

(31) vr(0, t) +
q∗

2
v(0, t) = 0, vr(1, t) +

q

2
v(1, t) = 0.

The initial condition reads

(32) v(r, 0) = exp

(
−1

2

r\
0

Q0(s) ds

)
.

Using the strong maximum principle and the Hopf lemma it is easy to prove
that the solution v to (30)–(32) is positive, vr ≤ 0 and Qr ≥ 0 (see [6]).

The standard Fourier method applied to the heat problem allows us to
represent the solution Q = −2vr/v in the following form.
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For 2q0 > q∗q,

(33) Q(r, t) = −2

∑∞
k=0 ake

−λ2

ktλk

(
sin(λkr) +

q∗

2λk
cos(λkr)

)
∑∞

k=0 ake
−λ2

k
t
(

q∗

2λk
sin(λkr)− cos(λkr)

) ,

where λk > 0, k = 1, 2, . . . , satisfies

(34)
q0
2
λk cotλk = λ2

k +
q∗q

4
.

For 2q0 = q∗q,

(35) Q(r, t) = −2
a0 +

∑∞
k=1 ake

−λ2

ktλk

(
sin(λkr) +

q∗

2λk
cos(λkr)

)

a0
(
r − 2

q∗

)
+

∑∞
k=1 ake

−λ2

k
t
(

q∗

2λk
sin(λkr)− cos(λkr)

) ,

where λk >
√
π, k = 1, 2, . . . , satisfies (34).

Finally, for 2q0 < q∗q,

(36) Q(r, t) =
A(r, t)

B(r, t)

where

A(r, t) = − 2

(
a0e

−λ2

0
tλ0

(
eλ0r − 2λ0 + q∗

2λ0 − q∗
e−λ0r

)

+

∞∑

k=1

ake
−λ2

ktλk

(
sin(λkr) +

q∗

2λk
cos(λkr)

))
,

B(r, t) = a0e
−λ2

0
t

(
eλ0r +

2λ0 + q∗

2λ0 − q∗
e−λ0r

)

+

∞∑

k=1

ake
−λ2

kt

(
q∗

2λk
sin(λkr)− cos(λkr)

)
,

λ0 > 0 is the unique solution to

(37) e2λ0
(q∗ − 2λ0)(q + 2λ0)

(q∗ + 2λ0)(q − 2λ0)
= 1,

and λk, k = 1, 2, . . . , satisfy (34).

It is easy to see that the solutions (33), (35), (36) tend to stationary
ones as t → ∞.

The Cole–Hopf substitution reduces the problem (28), (11), (13) on
[0,∞) to a problem for the heat equation (for details see [8]):

(38)

vt = vrr,

q∗

2
v(0, t) + vr(0, t) = 0,

v(r, 0) = exp

(
−1

2

r\
0

Q0(s) ds

)
=: f(r).
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The solution to (38) has the form ([5])

(39) v(r, t) =

∞\
0

N1(r, ξ, t)f(ξ) dx − 2

t\
0

K(r, t− τ)g(τ) dτ,

where g is the unique solution to the integral equation

(40) g(t) = −q∗

2

∞\
0

N1(0, ξ, t)f(ξ) dξ + q∗
t\
0

K(0, t− τ)g(τ) dτ.

Here

K(x, t) =
1√
4πt

exp(−x2/(4t)),

N1(x, ξ, t) = K(x− ξ, t) +K(x+ ξ, t),

N2(x, ξ, t) = K(x− ξ, t)−K(x+ ξ, t).

For q∗ = 0 we can write the solution Q and its derivative Qr in the
explicit form

(41) Q(r, t) =

T∞
0

N2(r, ξ, t))Q0(ξ)f(ξ) dξT∞
0

N1(r, ξ, t))f(ξ) dξ
,

(42) Qr(r, t)

=
(∞\

0

N1(r, ξ, t)(Q0f)
′(r, ξ, t) dξ

∞\
0

N1(r, ξ, t)f(ξ) dξ

+
(∞\

0

N2(r, ξ, t)(Q0f)(r, ξ, t) dξ
)2/

2
)(∞\

0

N1(r, ξ, t)f(ξ) dξ
)−2

.

According to the physical interpretation Q(r, t) should be a nondecreas-
ing function of r, i.e. Qr ≥ 0. It is rather difficult to prove this property of
Q using v (cf. (38)). However, we can prove that Q′

0 > 0 implies Qr > 0
proceeding exactly as in [8, Th. 3]. The main tool in this proof is the Hopf
lemma.

Now we are interested in the asymptotic behavior of solutions to (28),
(11), (13) as t → ∞. It follows from (41) that for q∗ = 0 the solution of
the problem tends to 0 uniformly on each interval [0, R] as t → ∞. Using
this fact we prove that for q∗ > 0 and bounded Q′

0(r) the solution Q(r, t) to
(28), (11), (13) tends to q∗ as t → ∞.

Let Q̃ be a solution of (28) such that Q̃(0, t) = 0 and Q̃(r, 0) = Q0(r)−q∗.

We claim that Q̃+q∗ =: Q ≥ Q. It is easy to verify thatW := Q−Q satisfies

(43)
Wt = Wrr −QWr −QrW + q∗Qr,

W (0, t) = 0, W0(r, 0) = 0.
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It follows from (42) that Qr is bounded, obviously W is also bounded, hence
we can apply the Phragmén–Lindelöf principle [9] which implies thatW ≥ 0.
Hence Q tends to q∗ as t → ∞.

4. Nonstationary problem: Two- and three-dimensional case.
Introducing the new variable y = rn we transform the problem (10)–(13)
into

Qt = n2y2−2/nQyy − nσ−1
n QQy,(44)

Q(0, t) = q∗,(45)

Q(1, t) = q,(46)

Q(y, 0) = Q0(y).(47)

We assume that Q0(y) ≥ 0 is a nondecreasing function such that Q0(0)
= q∗, Q0(1) = q and qyk ≤ Q0(y) ≤ q̂y + q∗ for some k > 0 and q̂ > 0.

The essential difficulty is that the problem (44)–(47) is not uniformly
parabolic (the diffusion coefficient is y2−2/n). Hence we cannot apply di-
rectly standard existence results. To overcome this difficulty we consider
the approximation of (44)–(47) by uniformly parabolic problems

(48) Qt = n2(y + ε)2−2/nQyy − nσ−1
n QQy, ε > 0,

with boundary and initial data (45)–(47).
It follows from the standard theory of uniformly parabolic problems (see

[7, Ch. VI, Th. 5.2]) that for Q0 ∈ Cα([0, 1]), the problem (45)–(48) has a
unique solution Qε ∈ C2+α,1+α/2([0, 1] × [0, T ]) for each T ≥ 0. Moreover,
the estimate of the Hölder norm ||Qε||Cα,α/2([δ,1]×[0,T ]) ≤ C(δ) holds for
each δ > 0 with C(δ) independent of ε. This estimate allows us to choose a
convergent subsequence {Qεk} which tends on [δ, 1]× [0, T ] to a function Q.
From standard results ([7, Ch. III, Th. 10.1]) it follows that the family {Qε}
is bounded in Cm+α,(m+α)/2([y/2, 1]× [t, T ]) for all integer m and α ∈ (0, 1).
Obviously Q(1, t) = q, and we must show that Q(0, t) = q∗.

We prove that

(49) Q(y, t) ≤ q̂y + q∗ =: Q(y).

In fact,

n2(y + ε)2−2/nQyy − nσ−1
n QQy −Qt ≤ 0,

Q(0) = q∗ and Q0(y) ≤ q̂y + q∗. The comparison principle for the problem
(45)–(48) holds, so if Qε is a solution to (45)–(48), then Qε(y, t) ≤ q̂y + q∗

for all ε > 0. This implies (49).
In a similar way we can prove that Q(y) := qyk ≤ Q(y, t). This inequality

implies the estimate

(50) Qy(1, t) ≤ kq,
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which we will use in the proof of the boundedness of the derivative Qy(y, t)
=: U(y, t).

It is easy to prove that U satisfies

n2y2−2/nUyy + n2(2− 2/n)Uy − nσ−1
n U2 − nσ−1

n QUy − Ut = 0,

U(y, 0) = (Q0)y(y), U(0, t) ≤ q̂, U(1, t) ≤ kq.

The function U(y) = U = max(q̂, kq,max(Q0)y(y)) majorizes U . This
can be proved exactly in the same way as the existence of an upper solution
to (44)–(47).

5. Asymptotic behavior of the solution to (44)–(47). We prove
that the solution Q(y, t) to (44)–(47) constructed above tends asymptoti-
cally, as t goes to ∞, to a stationary solution Qs(y) given at the end of
Section 2. The key point in the proof is the existence of a Lyapunov func-
tion W of the form

W (t) =

1\
0

(Qy(log(Qy/Q
s
y)− 1) +Qs

y) dy(51)

+
1

4nσn

1\
0

y2/n−2(Q−Qs)2 dy, n = 2, 3.

Note that the estimate (49) implies that (Q − Qs)2 ≤ Cy2 for some
C > 0. Hence the second integral in (51) makes sense and W is well defined.
It follows from the inequality a(log(a/b) − 1) + b ≥ 0 valid for a, b > 0 that
the first integral in (51) is positive, hence W ≥ 0. To prove that W is the
Lyapunov function we have to show that W ′(t) ≤ 0. In fact,

W ′(t) =

1\
0

(Qy)t log(Qy/Q
s
y) dy +

1

2nσn

1\
0

y2/n−2Qt(Q−Qs) dy.

Integrating by parts we get

W ′(t) = −
1\
0

(QtQyy/Qy) dy +

1\
0

(QtQ
s
yy/Q

s
y) dy(52)

+
1

2nσn

1\
0

y2/n−2QtQdy − 1

2nσn

1\
0

y2/n−2QtQ
s dy

= −
1\
0

(y2/n−2Q2
t/Qy) dy ≤ −(U)−1

1\
0

Q2
t dy ≤ 0,

where U is given at the end of the previous section. Obviously W ′(t) = 0 if
and only if Q = Qs.
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Let Q be a solution to (44)–(47). It follows from (52) and nonnegativity
of W that there exists a sequence {tn} such that tn → ∞ and W ′(tn) → 0
as n → ∞. This implies that for every 0 ≤ y ≤ 1,

A(y, tn) :=

y\
0

Qt(s, tn) ds =

y\
0

(n2y2−2/nQyy − nσ−1
n /(2(Q2)y)) ds

tends to 0 as tn → ∞. Integrating by parts we get

A(y, t) = n2y2−2/nQy +

y\
0

n2

(
2− 2

n

)(
1− 2

n

)
s−2/nQds

− n2

(
2− 2

n

)
y1−2/nQ− nσ−1

n Q2/2 + nσ−1
n (q∗)2/2.

The estimate (50) implies that the family Q(·, tn) is compact in C0-
topology. Hence we may assume that Q(·, tn) → Q(·) uniformly on [0, 1].
Because A(y, tn) → 0 we conclude that Qy(·, tn) converges almost uniformly
on (0, 1] to Qy, and Q satisfies

(53) n2y2−2/nQy +

y\
0

n2

(
2− 2

n

)(
1− 2

n

)
y−2/nQ

− n2

(
2− 2

n

)
y1−2/nQ− nσ−1

n Q2 + nσ−1
n (q∗)2/2 = 0.

From (53) we see that the function Q is in C2(0, 1). Differentiating (53)
with respect to y we see that n2y2−2/nQyy − nσ−1

n QQy = 0. Hence Q is a
stationary solution to the problem (44)–(47). In this way we proved that
Q(·, tn) → Qs(·) in C1-topology almost uniformly on (0, 1]. This implies

that W (tn) → 0, so
T1
0
(Q(y, t)−Qs(y))2 dy → 0 as t → ∞. The convergence

of Q(·, t) to Qs in L1 and boundedness of Qy imply the convergence of Q to
Qs uniformly on [0, 1].
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