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DIFFUSION LIMIT FOR THE PHENOMENON
OF RANDOM GENETIC DRIFT

Abstract. The paper deals with mathematical modelling of population
genetics processes. The formulated model describes the random genetic
drift. The fluctuations of gene frequency in consecutive generations are
described in terms of a random walk. The position of a moving particle
is interpreted as the state of the population expressed as the frequency of
appearance of a specific gene. This leads to a continuous model on the mi-
croscopic level in the form of two first order differential equations (known as
the telegraph equations). Applying the modified Chapman—Enskog proce-
dure we show the transition from this system to a macroscopic model which
is a diffusion type equation. Finally, the error of approximation is estimated.

1. Introduction. This work is devoted to mathematical modelling of
processes in population genetics. Population genetics involves investigations
of gene distribution in populations and analysis of changes of specific genes
proportions in consecutive generations. Population genetics, as a scientific
discipline, has an importance for medicine due to the consequences of genes
dynamics for human being evolution [4], [5].

Basing on some geneticists’ papers [8], [6] and Wright—Moran’s mathe-
matical model [7], [13] I assume that fluctuations of gene frequency can be
treated as a “random walk” phenomenon. In this model, the position of a
randomly moving particle is equivalent to the state of the population ex-
pressed in terms of the frequency of appearance of the gene considered. The
state space is therefore the real interval [0, 1]. Further, I assume that there
exists a positive correlation between two consecutive steps of the random
walk. Under these assumptions the probability density of the population
being in a particular state is given by a system of first order differential
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equations, known as the telegraph equations. Then I show that the solu-
tion of that system can be approximated by the solution of an appropriate
diffusion type equation.

The formulated model describes the phenomenon of genetic drift, which
still intrigues the geneticists. Istudy mathematical connections between var-
ious descriptions of this phenomenon including the random walk description,
the telegraph equations description, and the description by an appropriate
diffusion equation.

2. Mathematical models in population genetics

2.1. Genetic basics. We confine ourselves to the case of the simplest pop-
ulation consisting of diploid individuals. In every diploid cell, both chromo-
somes and particular genes are coupled. A gene located at a specific position
of a chromosome has its counterpart (allele) in another homologous chro-
mosome. Thus, there is always a pair of genes responsible for any feature
or disease with Mendel’s type of heritage.

As is customary, I will mark dominant genes with capital letters, and
recessive ones with small letters. In the simplest case of only two alleles,
A and a, gametes can produce three different genotypes (pairs of genes):
AA, aa, Aa. The difference between Aa and aA configurations is of no
importance because we cannot distinguish between the genes in homologous
pairs. AA and aa are homozygotes while Aa is a heterozygote. A diploid
cell can give the gamete (a reproductive cell) only one allele from a pair.
The genotypes of progeny are created in a random way. The Mendelian
segregation law states that every parental gene is transmitted to an offspring
genotype with probability 1/2. For example, the possible genotypes formed
from the crossing Aax Aa are AA, Aa and aa, with probabilities respectively:
1/4,1/2, 1/4, but the crossing AA X aa results only in a hybrid offspring Aa.

The rule of random crossing assumes that all processes of parental pairs
formation are stochastically independent and equally probable. This is cer-
tainly valid only in very large populations and in the absence of any selec-
tion. The fundamental mechanism of evolution is based on the changes in
the frequency of genes.

The simplest mathematical approach to the problem is to treat the pro-
cess as a deterministic one [6]. This kind of description is acceptable for
very large populations and special mating conditions.

The Hardy—Weinberg law says that under such circumstances, random
mating results in unchanging probability distribution of genotypes and genes
in each consecutive generation [5]. This law is commonly used to calcu-
late the frequencies of appearance of recessive features carriers, for example
phenylketonuria, mucoviscidosis, albinism, inborn deafness, and others [4].
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In practice there are, however, additional important factors influencing
the genetic variety of a population. Apart from nonrandom mating (sib
mating for example) there are also: mutation, migration and selection.

2.2. Phenomenon of genetic drift. Genetic drift as a factor of evolution
is still a controversial issue among geneticists. It can be defined as a process
of gene frequency variation in a natural finite population due to the ran-
dom nature of transmitting alleles during reproduction and other accidental
random events that influence the allele frequency [8]. This process of ran-
dom fluctuations is repeated from generation to generation. The changes in
subsequent generations do not depend on the initial state (“lack of genetic
memory” ).

Genetic drift can result in falling away of one of alleles and creation of
a homozygotic population. It can be the result of population finiteness;
it is then called a pure genetic drift. In such a population, in the case of
non-numerous offspring, it can happen that gene frequencies are not exactly
reproduced in future generations. This can be interpreted as a sampling
error. It is worth noticing that falling away of both alleles, a and A, is
equally probable. Actually, quite often those probabilities might not be
the same as a result of some selections. So, in our further consideration of
genetic drift the existence of selections is assumed.

According to some geneticists, genetic drift is one of the most important
mechanisms of evolution [8].

The basic model of genetic drift was formulated in terms of finite Markov
chains by Wright and Malecot [13]. This model, after modification by Moran
[7], can be described as a “random walk with an absorbing boundary”.
Investigations using Markov chains were carried out by Feller, Karlin, and
McGregor. An overview of the known results can be found in [7].

Kimura [8] and Ludwig [9] proposed a continuous stochastic process for
modelling the gene frequency changes in time. They assumed that the
changes of gene frequency exhibited the lack of memory and therefore could
be modelled by a Markov process. Their model has the form of diffusion
equations known as the Kolmogorov prospective and retrospective equa-
tions, but it is not strictly justified. Nevertheless, using diffusion approxi-
mation, a range of genetic problems have been solved ([8], [9]).

While analysing these results, it is of interest to show that the solution of
a diffusion equation can be a good approximation of the probability density
of finding the population in a given set of states. The state of the population
is defined as the ratio of the number of alleles A to the number of all alleles
(2N), so the state variable takes values in [0, 1].

3. Setting the problem. Following the above mentioned idea of Moran
to conceptualize variations of gene frequency in terms of random walk, I se-
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lected for further investigation the model of random walk proposed by Taylor
and Goldstein and the model of random walk with correlations investigated
by Banasiak and Mika [3] just in the aspect of diffusion approximation. Con-
trary to the model analysed by Banasiak and Mika, the model formulated
in the present paper takes into account the phenomenon of drift. In [3], the
diffusion equation did not describe a drift, as the drift coefficient (the coef-
ficient of the first derivative of the space variable x) was equal to 0. That
was a consequence of their prior assumption that the probability of taking
a specific direction by a moving particle does not depend on its previous
direction. In the case of genetic applications a substantial difference can be
seen between the probability that the number of alleles A will continue to
increase if it has been increasing earlier, and the probability that the num-
ber of alleles A will continue to decrease if it has been decreasing earlier.
This difference induces some kind of selection.

In the present work these probabilities are taken as different functions.
As a result, in the system of telegraph equations there appears an additional
term, and in the diffusion equation a nonzero drift coefficient. It can be
either positive or negative, which reflects the possibility of genetic drift in
both directions.

When describing variations of gene frequency in the language of random
walk, the position of a randomly walking particle is identified with the con-
centration of alleles A in the population. That concentration (frequency)
can range from 0, which corresponds to the homozygotic population aa,
to 1, which corresponds to the homozygotic population AA. Thus, in the
model considered, the state space is the real interval [0, 1], where 0 and 1
are absorbing states, because when a population becomes homozygotic, the
change of its state is possible only through mutation.

The main objective of the present work is to show that the solution of the
diffusion equation with drift, with an appropriately modified initial value,
complemented with initial layer equations, approximates the solution of a
singularly perturbed telegraph system with drift and that this system is an
adequate description of a random walk with correlations.

4. Correlated random walk with drift

4.1. Formulation of the model. We consider the problem of correlated
random walk. We assume that a particle moves along the interval [0,1]. The
location x of the randomly moving particle corresponds to the ratio of the
number X (¢) of alleles A to the number 2N of all alleles in the population.
We consider the general case when there exists a positive correlation between
two consecutive steps of the random walk that approaches value 1 when the
time step approaches 0. This correlation reflects the tendency of particles
to move in a given direction with a finite velocity.
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We will define two probability density functions a(z,t) and B(z,t) cor-
responding to the particle movement to the right and left, respectively. De-
note by p*(z) the probability that a particle continues to move in the same
direction while moving to the right, ¢ (x) the probability that a particle
changes its direction while moving to the right, and p~(x), ¢~ (x) similar
probabilities for the initial movement to the left.

The assumption that p~(z) = pT(x) and ¢~ (z) = ¢t () leads to diffu-
sion approximation with zero drift coefficient ([2], [3]). This corresponds to
pure genetic drift without selections.

The probability that a particle “rests” at a given step is independent of
the earlier movement direction and equals 1 — o(z), where o(z) = p™(z) +

¢ (x) =p~(z) + ¢ (2).
Assume that o is a Lipschitz continuous function and

(4.1) 0<o9<o(x)<o; <oo, Vzrel0,1].

Under the above assumptions we have the following system of difference
equations for the functions a(z,t) and f(z,1):

(42) ae,t+0) = [1 - p* (@) — ¢ (@), 1) + p* (2 — Hale — 6,1)
+q (z—=0)B(x —6,t),
(43) Bl t+0) = [1—p~ () — ¢~ @)]B(w1) + p~(x + )8 +6,1)
+ ¢ (z + 8z + 6,1).
Assuming the presence of positive correlations we expect that as § — 0,
the probabilities p™(z) and p~ () approach o(z) and the probabilities ¢*(z)

and ¢~ (z) of direction reversal approach 0. Thus, it is reasonable to take
those probabilities in the form

p* (@) = ola) — A (2)6 + O(6?),
P~ (2) = ola) — A~ (2)8 + O(6?),
(45)  qH@) =A@+ 0%, ¢ (x) = A" (2)0 + O(6?),

(4.4)

where AT (z) and A~ (z) are the rates of direction reversal. These are related
to the strength of correlations in the system. These equations characterize
the nature of the correlated process. We assume that A™(z) and A\~ (x) are

Lipschitz continuous functions satisfying
(4.6) 0< Ay <AT(z) <\ < o0,
' 0< Ay <A (2) <A <o, Vxel0,1].

Expanding the functions o and § in Taylor series, using (4.4) and (4.5) and
letting d, # — 0 in such a way that v = lims_,0, g0 0/6 remains finite, we
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obtain the system of equations
(4.7) Oz, t) = — YO [o(x)a(x,t)] — AT (2)a(x, t) + A (2)B(x, 1),
(4.8)  0:8(z,t) = vOu[o(x)B(x,t)] — A~ (2)B(z,t) + AT (z)a(z, t).

For further transformations we assume that the functions A*(z) and
A~ (z) have the form

(4.9) A (z) = AMz) —¢(x), A (z) = A=)+ ¢(@),
where 0 < Ao < A(z) < A1 < oo, and the function ¢ is bounded.
We introduce two new functions:
(4.10) v(x,t) = a(z,t) + B(x,t), w(z,t)=ax,t)— B(z,t),
where v is the density and w the net flux of particles to the right.
Finally we get the following system of equations (already referred to as
the telegraph system):
Opv + Y0, =0,
(4.11) v+ 705 (ow)
0w + Y0, (ov) + 2 w — 2¢v = 0,

with initial conditions

(4.12) v(z,0) =0(x), w(z,0)=w(zx).
4.2. FEristence and uniqueness of solution of the telegraph equations for

the correlated random walk. The system (4.11) is considered on the interval
[0, 1] with Dirichlet’s homogeneous boundary conditions

(4.13) v(0,t) =v(1,t) =0, t>0.

The conditions correspond to the absorbing border and hence are appropri-
ate for the model considered as shown in [14]. The solution must satisfy the
initial conditions (4.12).

Let us rewrite (4.11) as the following evolution system in the Hilbert
space W22

(4.14) o, Lﬂ ZWS[Z]JF%C[Z]JF%B[H,
where
R R O WS )
and W%2 = L2([0,1]) x L?([0,1]) with the norm
(v, w)|[5 = ilv dfﬂ+§| (2)[o(x) da.
0 0

This norm is equivalent to the standard norm in L?([0,1]?) by (4.1).
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It will be shown that the operator S is maximal dissipative and hence
it generates a semigroup of contractions. Since the operators 2AC and 2¢pB
are bounded, the operator K = v5+2AC'+2¢ B also generates a semigroup.
Hence the Cauchy problem related to (4.14) is solvable.

Further, some concepts and theorems from the theory of semigroups of
bounded linear operators [12] are used.

LEMMA 4.1. The operator S defined on D(S) = Wolﬁ([(), 1]) x Wolﬁ([(), 1))
1s dissipative.

Proof. We have

we (5[] [])=$ e [o]ows

So, we obtain the equality Rez = —ReZz. Therefore Rez = 0 and the
dissipativity of S follows. m

LeEMMA 4.2. R(I — S) = X.
Proof. Since S is dissipative we have
l(AL = S)ul|| > A|lu|]| VYu e D(S) and X > 0.

This implies that the range R(A —5) is closed. Indeed, take a sequence f,, €
R(A — S) such that f,, — f. Then there is w,, such that f, = (A — S)u,.
Since || fn| = (AL = S)un|| > Aljuy]|, we have u, — u, u € D(A — S) and
(M — S)u = f. This means that f € X. So, it follows that R(AI — 5) is
closed for all A > 0, in particular for A = 1.

It is now sufficient to show that R(I — S) is dense, e.g. by showing that

vm echcgoa{s)] : (I—S)[Z] _ m
We have
v+ 0z(ow)=f, w4+ 0y(ov)=g, w=g—0:(ov),
v+ 0x(0g) — 0x(00:(0v)) = f,
v — 0y (00, (0v)) = f — 0r(09).
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So, we get
(4.16) Au=h inC,
where
(4.17) h=f—0y(09), A=1-0,00.0.
Take ¢ € C§°. Multiplying (4.16) by ¢o and integrating by parts we get
(4.18) (Au, @) = (h, ),
where
1 1
(4.19) (Au,¢) = — S 0, (00, (ou))po dx + Xugba dx
0 0
1 1
= Sax(au)ax(a(b)a dz — Oy (ou)opo|l + waa dx.
0 0

Now 9, (ou)ogo|} vanishes because ¢ € C5°. Therefore we have
1 1
(4.20) (Au, @) = S Oy (ou)0y(0p)o dx + Suqﬁa dx.
0 0
Now, we show the uniqueness of the solution of the above problem in
the space Wolﬁ, which is the closure of C§° under the norm W12,
Let a(u, ¢) = (Au, ¢). From Hoélder’s inequality and boundedness of o, it
follows that a(u, ¢) is a bounded bilinear form with respect to u, ¢, and (h, ¢)
is a linear functional. Moreover, a(-,-) is a coercive form, i.e. Re(Au,u) >

cHu||3V01,2, which follows from the properties of o. So, the assumptions of

the Laf{fMilgram theorem are satisfied. Therefore the problem considered
has a unique solution. This implies that R(I — S) is dense in X. =

REMARK 4.1. From Lemmas 4.1 and 4.2 it follows that the operator S
is m-dissipative and hence it is maximal dissipative.

LeEMMA 4.3. D(S) = X.

Proof. The operator S is m-dissipative and I/VOIU2 is a reflexive space.
Therefore the domain of S is dense in X. =

LEMMA 4.4. S is the generator of a Cy-semigroup of contractions.

Proof. This follows immediately from the Lumer—Phillips theorem.
The assumptions of that theorem are satisfied by Lemmas 4.1-4.3. =

THEOREM 4.1. For each pair (0,w) € W&)’UQ([O, 1]) x WL2([0,1]) the
Cauchy problem for (4.14) has a unique classical solution on [0, c0).

Proof. The operator K = 5 4 2AC + 2¢B is the generator of a semi-
group denoted by {Gx (t)}+>0. This results from the fact that S generates a
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semigroup of contractions and the operators 2AC' and 2¢ B are bounded (by
the form of the matrices C' and B and the assumptions on ¢). Therefore
the Cauchy problem for (4.14) has a unique solution. m

Now, we show that the semigroup {Gk (t)}+>0 is bounded, i.e. that there
is a constant M > 0 such that |Gg ()| < M, ¢t > 0.

We introduce the notation A = 2AC' + 2pB. The operator A is then of
the form

(4.21) A= [2?0 _gA]

For abbreviation we set S = vS. Equation (4.14) can be rewritten as follows:

(4.22) at[”}:§[”]+A[”]

w w w
Consider the problem (4.22) for the following functions:
(4.23) t=ve P@ G =we P@,

where D is a function of z.
Substituting (4.23) into (4.22) we obtain, after some transformations,

(4.24) a{ﬁ}:?[ﬁ]a@[q,
w w w
where
- 0 —D'o
(4.25) A= |:—’)/D/U +2Vdp  —2A }

and D’ is the first derivative of D.

By Lemma 4.4, S is the generator of a Cyp-semigroup of contractions.
Since 7 is a constant, it is easy to see that S is also the generator of a
Cy-semigroup of contractions. We will show that there exists D such that
A is the generator of a Cy-semigroup of contractions.

LEMMA 4.5. There exists D such that the operator A defined on D(A) =
W&ﬁ([o, 1]) x Wolﬁ([(), 1]) is dissipative.

Proof. We have

(57 [% : —D'o® T
Re <A [@} ! [@D :é[(—’yD'U—l—Qap)@—Q)\ﬁ)\} [E} o d
1
0

(—2yD’'cwvo + 2pvio — 2 \iwwo ) dx < 0.
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The above inequality holds if —29D'0? + 200 = 0, thus if D'(z) =
©(y/(vo(x)). Therefore, A is dissipative for

R OO
(4.26) D(x) éw(s)d o)

Further, the operator A is considered with the D given by (4.26).
LEMMA 4.6. R(I — A) = X.

Proof. Since A is dissipative we have |[(Al — A)u| > Al|lul|. From this
inequality it follows that R(\I —A) is closed for each A > 0, and in particular
for A = 1. Tt is sufficient to show that R(I — A) is dense, e.g. by showing
the existence and uniqueness of solution of the problem

(4.27) 'yD'al— 2¢ 17—13,20)\] [%:| - [ﬂ in Co™.

The above problem has a unique solution if and only if det(I — A) # 0. But
det(I —A) =14+ 2\ —yD'o(yD'c —2p) =14+2X+¢*> >0 V. m
LEMMA 4.7. A is the generator of a Cy-semigroup of contractions.

Proof. From Lemmas 4.5 and 4.6 it follows that A is m-dissipative,

and hence it is maximal dissipative. Moreover, D(A) = X, as in the case
of S. Thus, by the Lumer—Phillips theorem, for D given by (4.26), A is the
generator of a Cy-semigroup of contractions.

THEOREM 4.2. The semigroup {Gk (t)}i>0 is bounded, so there exists a
constant M > 0 such that

G <M, t=0.

Proof. By Lemma 4.4, S is the generator of a Cy-semigroup of con-
tractions, thus S is the generator of a semigroup of contractions. From
Lemma 4.7 it follows that so is A. Using these facts and the Trotter formula
([12]), we will show that K = S + A is also the generator of a Cyp-semigroup
of contractions. We have

(4.28) (GsGz0)" | < llGsOI"IGzO" < 1.

It is easy to check that the assumptions of the Trotter formula are satisfied,
i.e. that there exists p > 0 such that R(ul — (S + A)) is dense in X.
Therefore K = S + A is the generator of a semigroup of contractions, thus
|Gw(t)]| <1, and hence

Gk @)]| < M,

where M is a positive constant. This follows from the fact that eP®) is
bounded for D given by (4.26) and x € [0,1]. m
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5. Analysis of the singularly perturbed evolution equation. In
the case of weak correlations, i.e. large A, one can expect that the corre-
lated process of random walk is similar to an uncorrelated one described by
diffusion equations.

Applying the theory of singularly perturbed systems we will show that
the solution of the diffusion equation with drift approximates the solution
of the system of correlated random walk with drift and we will estimate the
approximation error.

In the spirit of that theory we now perform an appropriate scaling of
the coefficients in (4.14) by introducing a small positive parameter € > 0,
independent of x.

Various scalings are possible. For the scaling

(5.1) y=Fle, A=XE, o=/,
equation (4.14) takes the form
gl 2 25
o af2]- 5[ Bele] o[
w e |w € w € w
whereas for the scaling
(5.3) A=Me, ©=0q/e,
it takes the form
2 25
(5.4) at{”}:as{”%—c[”]jt—%[”]
w w 15 w € w

In both cases 7, X and @ are independent.

Further we will use the scaling (5.1) and equation (5.2). There is no need
to analyse both scalings separately since the substitution ¢’ = et transforms
(5.4) into (5.2). Thus the scaling (5.3) also leads to a diffusion equation
with the only difference that the equation involves the parameter € and the
diffusion coefficient is of order 1/A.

5.1. Analysis of a singularly perturbed telegraph system. Now, consider
the singularly perturbed problem (5.2):

A + L8, (ow) = 0,
(5:5) o 2A6 2
Ow + =0z (0v) + S w — ?@v =0,

with initial conditions
v(0,2) =0, w(0,z) =w.

By the results already obtained we know that the above system has a unique
solution.
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In order to obtain “diffusion approximation” we apply a mathematical
version of the Chapman—Enskog method proposed by Banasiak and Mika
(2, B3).

That method relies on representing the functions v and w in the following
form:

(5.6) v(t) =o(t) + v(7),

(5.7) w(t) =w(t) + w(r),

where 7 = t/c2. This representation is needed for the description of the
initial layer phenomena.

The function w depends on t only through its dependence on v, i.e.
there is a function W such that w(t) = W (w(t)). This is the essence of
Chapman—Enskog’s procedure.

The functions w, v, w are expanded into asymptotic series in &:

(5.8) W(t) = Wo(t) + ew (t) + O(e?)

= Wo(v(t)) + W1 (v(t) + O(£),
(5.9) (1) = To(7) + et (1) + O(?),
(5.10) W(1) = Wo(T) 4+ ewy (1) + O(e?),

The clue of the method is that the function v remains unexpanded and it is
treated as a function of order O(1) at all levels of approximation, and the
function w depends on ¢ only through its dependence on .

The Chapman—Enskog procedure consists in inserting the expanded func-
tions (5.8)—(5.10) into (5.5) and comparing the coefficients of the same pow-
ers of €.

Substituting (5.8) into (5.5) and neglecting terms of order O(e), we ob-
tain

1. ~
(5.11) 0 = —5781,(0@0) — Y0, (0w ).
Setting W; := dW;/dv for j = 0,1,... we have
1.
(5.12) W0 v+eW{ow+ ...+ 27(91,(06)

/1 1 25
A sWo(@) + -Wh(v) —... | — —v=0.
+ (62 0(?) + z 1(0) > _ v
Substituting the expansion (5.11) of 0;v into (5.12) and comparing coeffi-
cients of the same powers of € we get

(5.13) Wo =0,
5 1
(5.14) Wy = — —0,(07) + <97,

2
(5.15) W, = 0.
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Thus we obtain the following equation for 1), the first order approximation
of v:

22
1) _ 14 [O =YY _ 5V
(5.16) OyU 5 (9I<X(91,(0v )) YOy ()\ )

It is a diffusion type equation, but neither a prospective Kolmogorov equa-
tion nor a strictly retrospective one.

Now, using the fact that 72/)\ = ~2/X and go/)\ = ¢/\ we rewrite the
diffusion equation with original coefficients. We get

2
7O =25 (%8 (65D — 7 oV
(5.17) O 5 0s <)\8r(av )> Y0y (Asov )

To obtain the equations of the initial layer for (5.16) we substitute (5.9)
and (5.10) into (5.5) and compare the coefficients of the same powers of ¢.
We get

(5.18) O- Wy = — 2\,
(5.19) d:700 = 0,

(5.20) O,y = — 2XWy,
(5.21) 0,0, = — 30, (o).

Since we are looking for solutions which represent the initial layer, they
must decay exponentially at infinity. Thus we obtain

(5.22) vo(1) =0,
(5.23) To(r) = To(0)e 2,
(5.24) x<% “27 g, >
(5.25) wy (1) = w1 (0 6_2>\T

To establish initial values for (5.16), (5.18)—(5.21) take
(5.26) & =751(0) + 7, (0),
(5.27) w = wp(0) + (w1 (0) + w1 (0)).

Equation (5.26) defines a solution 7" (0). From (5.23)—(5.25) and (5.27) we
get

(5.28) Wo(0) =,
(5:20)  5(0) =70, (m )
(5.30) w1 (0) = —w,(0) = %ax(a@“)(o)) - %@0)(0)
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And for 7 (0) we have
(5.31) 71 (0) = 6 — £0,(0),
5.32 71(0) = & — €70 (iw)
(5.32) (0) 70:\ 35
The function T(Y) must satisfy the same boundary conditions as v, thus
(5.33) 71(0,t) =7V (1,4) = 0.

5.2. Estimation of the approximation error. The approximation error is
defined as follows:

(5.34) y(#) = v(t) — 5D () — By (é)

(5.35) () = wlt) — (%) - a<m1 + @ (%))

To determine it, we substitute (formally) v and w defined by (5.34) and
(5.35) into equation (5.5). After algebraic transformations we obtain

(5.36) Oy + g(?x(az) = — 78,00,

5 2A 2 JUNEIU
(5.37) Oz + g@r(ay) + PRl 0wy — 0,001 + 20707

The initial values for the above system are

(5.38) y(0) =0,
(5.39) z(0) =0,
whereas the boundary values for y are
_ ~ _ b~ g 72XTO
(5.40) y(t)| =0 = —€0) ()] =0 = —67696(56 w> x:?.
r=

This follows from (5.34), (5.25), (5.33) and the absorbing boundary condi-
tions for v.

Analysing (5.40) shows that the boundary conditions can be written as
follows:

(5.41) y(t,0) = eQ(t/e?) = e~ 2AO0)/¢? °(t/e?),
N 2
y(t,l) _ 6Q1(7f/€2) — 6672/\(1)1&/5 ql(t/€2)’
where ¢°, ¢! are polynomials with respect to 7 = t/e2 with coefficients

depending on w, \, o, v and their derivatives at x = 0 and z = 1 respectively.
We will show that under appropriate assumptions concerning the initial
values the approximation error is of the order of O(g?).
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LEMMA 5.1. If U&Ox(X)|x:1 =0 and axaiﬂx:l =0, then

(5.42) y(t)| v=g =0,
Proof. From (5.40) we have
o o~
) om0 = — V0, <—,\62/\Tﬁ)>
y(#)| 2= 70: = -
= [ — 5‘y\<ar(0w)2)\A_ 20005 _ 227(833))6_2/\7] =0,
Y 22 2=0

since O (o) = 0 and oA =0. m
Further we will use the following facts:

PROPOSITION 5.1 ([1]). The operator D defined by

(5.43) Dv = %2335 (%&U(av)) — Y0y <§cpv>

with domain

(5.44) D(D) = WZ([0,1]) N W, 7 ([0,1])

is the generator of an analytic semigroup {Gp(t)} in L%(]0,1]).

PROPOSITION 5.2 ([12]). Let X be a reflexive space and let G(t) be a Cp-
semigroup generated by an operator A. Then the adjoint semigroup G(t)* is
the Cy-semigroup generated by A*.

PROPOSITION 5.3 ([12]). If an operator A is bounded on X, then A* is
bounded on X* and ||GA(t)|| = ||Ga=(t)].

PROPOSITION 5.4 ([1], [11]). D(D'Y/?) = W, %([0,1]), and for k = 3,4,

D(DF/?) = {u e Wh2([0,1]) : v| v=0 =0,
g g
Oy (Xam(av)> - =0, v0, (Xgov) - = 0}.

THEOREM 5.1. The semigroup generated by the operator defined in (5.43)
satisfies the condition

(5.45) IGp(®)] < Me™

for some M, w > 0.
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Proof. Consider the operator D* adjoint to D, i.e. (D’U,u)wol,Q =
(’U,D*U)Woly,f. Then

. (o Y
(5.46) D*u = E(?x (Xﬁx(au)> + Tax(au),
(5.47) u(t,0) = u(t,1) = 0.

We will show that D* is the generator of a semigroup of negative type.
There exists a constant M such that ||e!?” || < Me #ot where —ug =
sup{Rep : p € o(D*)} ([1)).
From the maximum principle it follows that Re u < 0 for u € o(D*). It
can be shown that the spectrum of the operator D* determined by (5.46) and
. . . . x
(5.47) is discrete. By the substitution u = ¢ef, where ¢ = —% §o ©(s)ds —
%cp(O), the eigenvalue problem D*u = pu can be reduced to the problem

75*(]5 = ¢, where D* is a self-adjoint operator. The domain of the latter
consists of functions of compact support. Hence D* has a discrete spectrum
([10]). This implies that —ug = sup{Rep : p € o(D*)} < 0. Therefore D*
generates a semigroup of negative type.

Propositions 5.2 and 5.3 yield that if ||/ || < Me~#ot, then [[e!P| <
Me=#ot hence D is the generator of a semigroup of negative type. m

THEOREM 5.2. Suppose that

(1) A € C3([0,1]), o € C*([0,1]), 0 < Ao < A(z) < A < 00, 0 < 09 <
o(z) < o1 < o0,

(i) © € W32([0,1]), § =0 =0,
g g
83:(}83;(0@)) T 0, O, (Xgov) = 0,
=1 r=1
(iii) & € W2([0,1]), 9:(0d)| =0 =0, a0, (2)))| r=g =0,

(iv) ¢ € C2([0,1]), ¢ < 1 < 00.

Then there exists a constant C' such that the approzimation error defined by
(5.34)—(5.35) satisfies the condition

(5.48) H{y(®), ()} 2 < C<*,
uniformly for t € [0, 00).

Proof. Consider the problem (5.36)-(5.40). From assumption (iii) and
Lemma 5.1 it follows that y(t)| z=0 = 0.

Due to the assumptions on the coefficients and initial conditions the error
function {y, z} defined by (5.34) and (5.35) is differentiable with respect to
t and x. Thus, we can substitute it into the system (5.36)—(5.37). Hence
{y, z} is a solution of the initial-boundary value problem (5.36)—(5.40).
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Using (5.14) and (5.15) the term 0;w; can be rewritten as follows:

€ D(D) by (ii) and (iii). Using Proposition 5.4 and
Fy(t)||r> can be estimated as

gl (0
) ( o7 <2>\ >>

1 o
= DGp(t)70, | =1
)\SD< o(thy (2)\w>>

Y ~ g o
—AaxO' DG t 81, —=w
2\ < o(t)7 <2)\ >> L2

gl 3/2 = <J o>
5 p(t)o7y o

~

L2
T |Ip2Gp (1) (Daaar (iw»
21 2\

< CIDY2Go ()|l - [@lws.2,

because § — 70, (%)
(iii), |

assumptions (ii), (iii),

(5.50) [F2(t)llz2 <

L2

_|_

L2

and

(5.51)

IN

IN

L2

where C' is a constant.
To estimate || D'/2Gp(t)|| we use the following fact:

PROPOSITION 5.5 ([12]). If — A is the generator of an analytic semigroup
GA(t) and 0 belongs to the resolvent set o(A) then for each o > 0 there
exists B > 0 such that

|ACGA(t)|| < Myt=%e Pt
Hence we have
(5.52) IDY2Go (1) = (D — oI +61)' /G ()]
< M%eﬁt L 6V2)Go(1)].
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Using (5.52), (5.51) and (5.45) we obtain

v n [T o
—AaxO' DGp(t Bx —=w
2\ < ptfy (2)\ >>

1
<Cl14—=)e v,
L2 ( Vit >
for some constants C and w > 0.

Similarly we can estimate H% (DGp ()70, (%ﬁ))) H 2> which finally im-
plies that

(5.54) IF2(t)][22 < C(L+1/VE)e ",

where C' and w > 0 are new constants.
To obtain the desired estimates we consider the following two problems:

(5.53)

e problem Py:

Owy1 + gax(o-zl) = —H0y0w1,

o~

5.55 5 2A 2 . — n ~ —
( ) Orz1 + gax(ff@h) + 6—221 - gﬂpyl = —€2F2(t) — Y001 + 2001,

21 (07-%') =0, yl(Oax) =0, yl(tv 0) - yl(tv 1) =0;
e problem Ps:
aty2 + 381(0'22) =0,

5.56 o 2\ 2 . _
(5.56) Orz2 + g&:(ayz) + 22 P = —el'((t),

ZQ(O,CC) =0, yz(O,ﬂf) =0, yQ(t’O) = yQ(t’ 1) =0.

We will show that ||[{y1,21}]|z2 < Ce? and ||{y2, 22}|| 12 < Ce%.
Consider problem P;. A mild solution {y1, 21} can be written as

(5.57) [Zﬂ = Gx. (1) {Ziﬁgﬂ

N SGIC (t—s) —30 0w (s/?)

A [-52?2(8) — A0, 01(s/€?) + 2001 (s/<?)
Here {G._(t)}+>0 is the semigroup generated by the operator
2X

ds.

2
K. ’YS+ 50+ 2pB.

This is a problem similar to that of Theorem 4.1. By Theorem 4.2 and
the form of the operator K, it follows that the semigroup {Gx_(t)}i>0 is
bounded. Thus we have ||Gk_(t)|| < M, t > 0, for some M > 0.

Notice that all functions on the right-hand side of problem P; are of

the form e‘zx(t/EQ)p(t/az), where p is a polynomial with respect to t/&2,
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whose coefficients depend on the coefficients of the system (5.56). Using the
condition (5.45) and inequality (5.54) we come to the following estimate:

(5.58) H [2]

where C' is a constant depending on the coefficients and initial values but
independent of ¢t and € and P is a polynomial.

To estimate H [i’j] H ;2 we introduce an additional function / defined as
the solution of the problem

t/e?
<20y S 6_2/\05/13(3’) ds' < Ce?,
L2 0

~

2\ —
8th+—2h: —€F17

3

h(0) = 0.

(5.59)

Solving the above problem we obtain
t

(5.60) h(t,z) = —¢ S e~ 2A(@)(t=s)/<* Fi(s,z)ds.
0

Define z5 = z9 — h. From this definition problem P, is equivalent to the
following one:

~+

(5.61) Byyo + g@r(azg) — 70, (a [e A=/ Fy () ds),

0
.7 N, 2.
(5.62) 0u25 + L0u(0y2) + 525 — ~Pya =0,
(5.63) 25(0,2) =0, y2(0,z) =0,

Denote this last problem by Pj.
From assumption (ii) and Proposition 5.4 it follows that ¢ € D(D3/?).
Hence similarly to (5.54), the following estimate also holds:

(5.65) 18, F1(t, )| z2 < c<1 + %)wt.

Let us consider a mild solution of P;. It can be written in the form

o 4] = ae [20)]

2 2

t

t
A —2X(t—s)/2 T
+{ G, (t - 5) ’Yaw<0§e F1<3)ds> ds.

€

0 0
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Thus using (5.63) we have the following estimate of the L? norm of {ys, 23 }:
Y2
)
t

< S HG’CE (t _ 5)” H _aar <0_ S e—QX(S—S’)/52 Fl (SI) d8,>
0 0

(5.67)

L2

ds.

L2

By the properties of the semigroup {Gx_(t)}+>0 and the estimate (5.65) we
obtain

ts ’
N / 2 — ’ 1
(568) ' |:y2:| ‘ S CSS@*Q/\(S*S )/E <1+S S >ews <1+_> ds/ dS,

* 2 /
22 L2 00 g Sl

where C' denotes some constant. Hence we obtain

y o0 1 o0 . R s

2 —ws’ / —2Xs/e

: <Cl\e 1+—>ds e <1—|——>ds.
[ 2 ] L2 § ( Vs (S] g2
Finally we arrive at

5

&)

(5.69)

S 0182
L2

for some constant C'.
From (5.60), it follows that there exists a constant C such that

(5.71) Ih(#)]| 22 < Coe®.

From (5.58), (5.70) and (5.71) it follows that the mild solution {y; + ya,
21 + 22} of the problem (5.36)—(5.40) satisfies

(5.72) H{y1 + Yo, 21 + ZQ}HLQ < 0382.

for some constant Cf.
Since the problem (5.36)—(5.40) has a classical solution {y, z}, it equals
the mild solution ([14]). Thus, we obtain (5.48). m

6. Summary and conclusions. It has been shown how the random
walk system with correlations can be modified to improve the model. Start-
ing from the description of genetic drift in terms of random walk we derived
the equations of the continuous model having the form of two first order
partial differential equations. Then we demonstrated that the long time be-
haviour of solutions can be aproximated by the appriopriate solutions of an
equation of diffusion type. The final diffusion equation involves a nonzero
drift coefficient.

It is worth noticing that the parameter ¢ is introduced in such a way
that the strength of correlation is A = \/e2. Therefore the approximation
error is of order A1
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