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# EXTENDED COMPARISON BETWEEN TWO NEWTON-JARRATT SIXTH ORDER SCHEMES FOR NONLINEAR MODELS UNDER THE SAME SET OF CONDITIONS 

Abstract. Two sixth order convergence order schemes are compared and extended to solve Banach space valued models. Earlier studies have used derivatives and Taylor expansions up to order seven to show the convergence order in a finite-dimensional Euclidean space setting. We compute the order by finding computational convergence order or approximate computational convergence order, and condition only on the derivative that is present in the schemes. Moreover, a computable convergence radius, upper error bounds and uniqueness of the solution are provided. Numerical applications illustrate the theoretical results.

1. Introduction. Let $X$ and $Y$ denote Banach spaces, and $D \subseteq X$ be convex and open. Further, suppose that $L(X, Y)$ denotes the bounded linear operator mappings of $X$ into $Y$. In applied mathematics many problems can be expressed in the form

$$
\begin{equation*}
H(x)=0, \tag{1.1}
\end{equation*}
$$

where $H: D \subset X \rightarrow Y$ is a differentiable mapping. Numerous schemes to compute a solution $\alpha$ of (1.1) are iterative, since solutions are rarely obtained in closed form (see $1-3,6-10,12$ ).

[^0]Here, we investigate two sixth order schemes given in 4. 11 for $X=Y=$ $\mathbb{R}^{m}$ respectively by

$$
\begin{align*}
y_{n} & =x_{n}-\frac{2}{3} H^{\prime}\left(x_{n}\right)^{-1} H\left(x_{n}\right), \\
z_{n} & =x_{n}-\frac{1}{2} A_{n}^{-1}\left(3 H^{\prime}\left(y_{n}\right)+H^{\prime}\left(x_{n}\right)\right) H^{\prime}\left(x_{n}\right)^{-1} H\left(x_{n}\right),  \tag{1.2}\\
x_{n+1} & =z_{n}-2 A_{n}^{-1} H\left(z_{n}\right),
\end{align*}
$$

where $A_{n}=3 H^{\prime}\left(y_{n}\right)-H^{\prime}\left(x_{n}\right)$ and

$$
\begin{align*}
y_{n} & =x_{n}-\frac{2}{3} H^{\prime}\left(x_{n}\right)^{-1} H\left(x_{n}\right),  \tag{1.3}\\
z_{n} & =x_{n}-\left(\frac{23}{8} I-\left(3 I-\frac{9}{8} H^{\prime}\left(x_{n}\right)^{-1} H^{\prime}\left(y_{n}\right)\right) H^{\prime}\left(x_{n}\right)^{-1} H^{\prime}\left(y_{n}\right)\right) H^{\prime}\left(x_{n}\right)^{-1} H\left(x_{n}\right), \\
x_{n+1} & =z_{n}-\frac{1}{2}\left(5 I-3 H^{\prime}\left(x_{n}\right)^{-1} H^{\prime}\left(y_{n}\right)\right) H^{\prime}\left(x_{n}\right)^{-1} H\left(z_{n}\right) .
\end{align*}
$$

The sixth order convergence of 1.2 and 1.3 was established in 4,11 respectively by using Taylor series and conditions on $H^{(i)}, i=1, \ldots, 7$. These conditions limit the applicability for these schemes. Notice that only the first derivatives are used in the schemes. Indeed, consider $H: D=[-5 / 2,2] \rightarrow \mathbb{R}$ defined by

$$
H(x)= \begin{cases}x^{3} \log \left(\pi^{2} x^{2}\right)+x^{5} \sin \frac{1}{x}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

leading to
$H^{\prime \prime \prime}(x)=\frac{1}{x}\left[\left(1-36 x^{2}\right) \cos \left(\frac{1}{x}\right)+x\left(22+6 \log \left(\pi^{2} x^{2}\right)+\left(60 x^{2}-9\right) \sin \left(\frac{1}{x}\right)\right)\right]$.
Hence, $H^{\prime \prime \prime}(x)$ is not continuous on $D$, so the results of [4, 11] are not applicable.

The goal of this paper is to extend the applicability of methods 1.2 and 1.3 in cases not covered in earlier studies, which required the use of derivatives up to order seven not appearing in the methods. The price we pay by using conditions on the first derivative which actually appears in the method is that we show only linear convergence. To find the convergence order is not however our intention, since this is already known in the $m$-dimensional Euclidean space. Notice also that the order is rediscovered by using ACOC or COC (see Remark 2.1), which requires only the first derivative. Moreover, in earlier studies using Taylor series no computable error distances are available based say on generalized Lipschitz conditions. So, we do not know for example in advance how many iterates are needed to achieve a predetermined error tolerance. Furthermore, no uniqueness of the solution results are available in the aforementioned studies; we also provide such results. Our technique can be used to extend the applicability of other methods in an analogous way, since it is fairly general. Finally, notice that
local results of this type are important, since they demonstrate the difficulty in choosing initial points.

We summarize the contents of the paper. In Section 2, the local convergence analysis is presented including a convergence radius. Some numerical applications are developed in Section 3.
2. Analysis. Some parameters and functions will be used in the local convergence analysis of method $\sqrt{1.2}$ ). Consider $D=[0, \infty)$. Suppose the following:
(i) There exists a function $v_{0}: D \rightarrow D$ continuous and nondecreasing and such that the equation

$$
\begin{equation*}
v_{0}(t)-1=0 \tag{2.1}
\end{equation*}
$$

has a minimal zero $r_{0} \in D-\{0\}$.
(ii) Set $D_{0}=\left[0,2 r_{0}\right)$. Let $v: D_{0} \rightarrow D$ be a continuous nondecreasing function. Define $h_{1}: D_{0} \rightarrow D$ by

$$
h_{1}(t)=\frac{\int_{0}^{1} v((1-\theta) t) d \theta+\frac{1}{3} \int_{0}^{1} v_{1}(\theta t) d \theta}{1-v_{0}(t)} .
$$

The equation

$$
\begin{equation*}
h_{1}(t)-1=0 \tag{2.2}
\end{equation*}
$$

has a minimal zero $\delta_{1} \in D_{0}-\{0\}$.
(iii) The equation

$$
\begin{equation*}
q(t)-1=0, \quad \text { where } \quad q(t)=\frac{1}{2}\left(3 v_{0}\left(h_{1}(t) t\right)+v_{0}(t)\right) \tag{2.3}
\end{equation*}
$$

has a minimal zero $r_{1} \in D_{0}-\{0\}$.
(iv) Let $r_{2}=\min \left\{r_{0}, r_{1}\right\}$ and $D_{1}=\left[0, r_{2}\right)$. Let $v_{1}: D_{1} \rightarrow D$ be a continuous nondecreasing function. Define $h_{2}: D_{1} \rightarrow D$ by

$$
h_{2}(t)=\frac{\int_{0}^{1} v((1-\theta) t) d \theta}{1-v_{0}(t)}+\frac{3\left(v_{0}(t)+v_{0}\left(h_{1}(t) t\right)\right) \int_{0}^{1} v_{1}(\theta t) d \theta}{4\left(1-v_{0}(t)\right)(1-q(t))}
$$

The equation

$$
\begin{equation*}
h_{2}(t)-1=0 \tag{2.4}
\end{equation*}
$$

has a minimal zero $\delta_{2} \in D_{1}-\{0\}$.
(v) The equation

$$
v_{0}\left(h_{2}(t) t\right)-1=0
$$

has a minimal zero $r_{3} \in D_{1}-\{0\}$.
(vi) Let $r=\min \left\{r_{2}, r_{3}\right\}$ and $D_{2}=[0, r)$. Define $h_{3}: D_{2} \rightarrow D$ by

$$
\begin{aligned}
h_{3}(t)= & {\left[\frac{\int_{0}^{1} v\left((1-\theta) h_{2}(t) t\right) d \theta}{1-v_{0}\left(h_{2}(t) t\right)}\right.} \\
& \left.\quad+\frac{\left(v_{0}(t)+3 v_{0}\left(h_{1}(t) t\right)+2 v_{0}\left(h_{2}(t) t\right)\right) \int_{0}^{1} v_{1}\left(\theta h_{2}(t) t\right) d \theta}{2\left(1-v_{0}\left(h_{2}(t) t\right)\right)(1-q(t))}\right] h_{2}(t)
\end{aligned}
$$

The equation

$$
\begin{equation*}
h_{3}(t)-1=0 \tag{2.5}
\end{equation*}
$$

has a minimal zero $\delta_{3} \in D_{2}-\{0\}$.
We shall prove that

$$
\begin{equation*}
\delta=\min \left\{\delta_{i}: i=1,2,3\right\} \tag{2.6}
\end{equation*}
$$

is a convergence radius for method $(1.2)$. Let $D_{3}=[0, \delta)$.
The definition of $\delta$ implies that for all $t \in D_{3}$,

$$
\begin{align*}
& 0 \leq v_{0}(t)<1  \tag{2.7}\\
& 0 \leq v_{0}\left(h_{2}(t) t\right)<1  \tag{2.8}\\
& 0 \leq h_{i}(t)<1 \tag{2.9}
\end{align*}
$$

We denote by $\bar{B}(\alpha, \delta)$ the closure of the ball $B(\alpha, \delta)$ of radius $\delta>0$ and center $\alpha$. From now on the functions $v_{i}$ are as above.

The local convergence analysis requires the following conditions (called conditions A). Assume:
$\left(\mathrm{A}_{1}\right) H: D \rightarrow Y$ is continuously differentiable with $\alpha$ a simple solution of equation (1.1).
$\left(\mathrm{A}_{2}\right)\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(x)-H^{\prime}(\alpha)\right)\right\| \leq v_{0}(\|x-\alpha\|)$ for all $x \in D$.
$\left(\mathrm{A}_{3}\right)$ Set $D_{0}=D \cap B\left(\alpha, r_{0}\right)$. Then $\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(x)-H^{\prime}(y)\right)\right\| \leq v(\|x-y\|)$ and $\left\|H^{\prime}(\alpha)^{-1} H^{\prime}(x)\right\| \leq v_{1}(\|x-\alpha\|)$ for all $x, y \in D_{0}$.
$\left(\mathrm{A}_{4}\right) \bar{B}(\alpha, R) \subset D$ for some $R>0$ to be determined later.
$\left(\mathrm{A}_{5}\right)$ There exists $x^{*} \geq \delta$ satisfying

$$
\int_{0}^{1} v_{0}\left(\theta x^{*}\right) d \theta<1
$$

Set $D_{1}=D \cap \bar{B}\left(\alpha, x^{*}\right)$.
Next, conditions (A) are used in the local convergence result for method (1.2).

Theorem 2.1. Suppose conditions (A) with $R=\delta$ hold. Then the following assertions hold for method $\sqrt{1.2}$ provided that $x_{0} \in B(\alpha, \delta)-\{\alpha\}$ :

$$
\begin{align*}
& \left\{x_{n}\right\} \subset B(\alpha, \delta), \quad \lim _{n \rightarrow \infty} x_{n}=\alpha  \tag{2.10}\\
& \left\|y_{n}-\alpha\right\| \leq h_{1}\left(d_{n}\right) d_{n} \leq d_{n}<\delta  \tag{2.11}\\
& \left\|z_{n}-\alpha\right\| \leq h_{2}\left(d_{n}\right) d_{n} \leq d_{n}  \tag{2.12}\\
& \left\|x_{n+1}-\alpha\right\| \leq h_{3}\left(d_{n}\right) d_{n} \leq d_{n} \tag{2.13}
\end{align*}
$$

with $d_{n}=\left\|x_{n}-\alpha\right\|$. Moreover, the only solution of equation (1.1) in the set $D_{1}$ given in $\left(\mathrm{A}_{5}\right)$ is $\alpha$.

Proof. Assertions $2.10-2.13$ will be proved by induction on $n$. Choose $w \in B(\alpha, \delta)-\{\alpha\}$. Using $\left.\left(\mathrm{A}_{1}\right),\left(\mathrm{A}_{2}\right), 2.6\right)$ and (2.7), we have

$$
\begin{equation*}
\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(w)-H^{\prime}(\alpha)\right)\right\| \leq v_{0}\|w-\alpha\|<v_{0}(\delta)<1 \tag{2.14}
\end{equation*}
$$

But then (2.14) and Banach's lemma [3] on inverses of linear operators imply $H^{\prime}(w)^{-1} \in L(Y, X)$ and

$$
\begin{equation*}
\left\|H^{\prime}(w)^{-1} H^{\prime}(\alpha)\right\| \leq \frac{1}{1-v_{0}\|w-\alpha\|} \tag{2.15}
\end{equation*}
$$

Moreover $y_{0}$ and $z_{0}$ exist by the first and second substep of $(1.2)$ for $n=0$ (if $w=x_{0}$ in 2.15 ), from which we can also write

$$
\begin{align*}
y_{0}-\alpha= & x_{0}-\alpha-H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)+\frac{1}{3} H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)  \tag{2.16}\\
= & {\left[H^{\prime}\left(x_{0}\right)^{-1} H^{\prime}(\alpha)\right]\left[\int_{0}^{1} H^{\prime}(\alpha)^{-1}\left(H^{\prime}\left(\alpha+\theta\left(x_{0}-\alpha\right)\right)-H^{\prime}\left(x_{0}\right)\right) d \theta\left(x_{0}-\alpha\right)\right] } \\
& +\frac{1}{3} H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)
\end{align*}
$$

and

$$
\begin{align*}
z_{0}-\alpha= & x_{0}-\alpha  \tag{2.17}\\
& -H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)+\frac{3}{2} A_{0}^{-1}\left(H^{\prime}\left(y_{0}\right)-H^{\prime}\left(x_{0}\right)\right) H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)
\end{align*}
$$

Then by 2.6, 2.9) (for $i=1,2$ ), $\left(\mathrm{A}_{3}\right)$, 2.15 (for $w=x_{0}$ ), 2.16) and (2.17), we have in turn

$$
\begin{align*}
\left\|y_{0}-\alpha\right\| & \leq \frac{\int_{0}^{1} v\left((1-\theta) d_{0}\right) d \theta d_{0}+\frac{1}{3} \int_{0}^{1} v_{1}\left(\theta d_{0}\right) d \theta d_{0}}{1-v_{0}\left(d_{0}\right)}  \tag{2.18}\\
& =h_{1}\left(d_{0}\right) d_{0} \leq d_{0}<\delta
\end{align*}
$$

and

$$
\begin{align*}
\left\|z_{0}-\alpha\right\| & \leq\left[\frac{\int_{0}^{1} v\left((1-\theta) d_{0}\right) d \theta}{1-v_{0}\left(d_{0}\right)}+\frac{3\left(v_{0}\left(d_{0}\right)+v_{0}\left(\left\|y_{0}-\alpha\right\|\right)\right) \int_{0}^{1} v_{1}\left(\theta d_{0}\right) d \theta}{4\left(1-v_{0}\left(d_{0}\right)\right)\left(1-q\left(d_{0}\right)\right)}\right] d_{0}  \tag{2.19}\\
& \leq h_{2}\left(d_{0}\right) d_{0} \leq d_{0}
\end{align*}
$$

which proves that $y_{0}, z_{0} \in B(\alpha, \delta)$ and (2.10)-(2.12) hold with $n=0$, where we have also used

$$
\begin{aligned}
\left\|\left(2 H^{\prime}(\alpha)\right)^{-1}\left(A_{0}-H^{\prime}(\alpha)\right)\right\| \leq & \frac{1}{2}\left(3\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}\left(y_{0}\right)-H^{\prime}(\alpha)\right)\right\|\right. \\
& \left.+\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}\left(x_{0}\right)-H^{\prime}(\alpha)\right)\right\|\right) \\
\leq & \frac{1}{2}\left(3 v_{0}\left(\left\|y_{0}-\alpha\right\|\right)+v_{0}\left(d_{0}\right)\right) \\
\leq & q\left(d_{0}\right) \leq q(\delta)<1,
\end{aligned}
$$

so

$$
\left\|A_{0}^{-1} H^{\prime}(\alpha)\right\| \leq \frac{1}{2\left(1-q\left(d_{0}\right)\right)} .
$$

The iterate $x_{1}$ is well defined by the third substep of method 1.2), from which we can also write

$$
\begin{align*}
x_{1}-\alpha= & z_{0}-\alpha  \tag{2.20}\\
& -H^{\prime}\left(z_{0}\right)^{-1} H\left(z_{0}\right)+H^{\prime}\left(z_{0}\right)^{-1}\left(A_{0}-2 H^{\prime}\left(z_{0}\right)\right) A_{0}^{-1} H\left(z_{0}\right)
\end{align*}
$$

It follows that in view of (2.6), 2.9) (for $i=3$ ), (2.15) (for $\left.w=z_{0}\right)$ and (2.18)-2.20),

$$
\begin{align*}
\left\|x_{1}-\alpha\right\| \leq & {\left[\frac{\int_{0}^{1} v\left((1-\theta)\left\|z_{0}-\alpha\right\|\right) d \theta}{1-v_{0}\left(\left\|z_{0}-\alpha\right\|\right)}\right.}  \tag{2.21}\\
& \left.+\frac{\left(3 v_{0}\left(\left\|y_{0}-\alpha\right\|\right)+v_{0}\left(d_{0}\right)+2 v_{0}\left(\left\|z_{0}-\alpha\right\|\right)\right) \int_{0}^{1} v_{1}\left(\theta\left\|z_{0}-\alpha\right\|\right) d \theta}{2\left(1-q\left(d_{0}\right)\right)\left(1-v_{0}\left(\left\|z_{0}-\alpha\right\|\right)\right)}\right] \\
& \times\left\|z_{0}-\alpha\right\| \\
\leq & h_{3}\left(d_{0}\right) d_{0} \leq d_{0}
\end{align*}
$$

proving $x_{1} \in B(\alpha, \delta)$ and (2.13) for $n=0$. Replace $x_{0}, y_{0}, z_{0}, x_{1}$ by $x_{n}, y_{n}$, $z_{n}, x_{n+1}$ in the preceding calculations to terminate the induction. Then, by the estimation

$$
\begin{equation*}
\left\|x_{n+1}-\alpha\right\| \leq \beta d_{n}<\delta, \tag{2.22}
\end{equation*}
$$

where $\beta=h_{3}\left(d_{0}\right) \in[0,1)$, we get $x_{n+1} \in B(\alpha, \delta)$, and $\lim _{n \rightarrow \infty} x_{n}=\alpha$.
Suppose $u \in D_{1}$ with $H(u)=0$, and set $T=\int_{0}^{1} H^{\prime}(u+\theta(\alpha-u)) d \theta$. By $\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{5}\right)$, we get

$$
\begin{align*}
\left\|H^{\prime}(\alpha)^{-1}\left(T-H^{\prime}(\alpha)\right)\right\| & \leq \int_{0}^{1} v_{0}(\theta\|\alpha-u\|) d \theta  \tag{2.23}\\
& \leq \int_{0}^{1} v_{0}\left(\theta x^{*}\right) d \theta<1
\end{align*}
$$

so $u=\alpha$ follows, since $T^{-1} \in L(Y, X)$, and

$$
0=H(\alpha)-H(u)=T(\alpha-u)
$$

Next, we develop the local convergence analysis of method 1.3 in an analogous manner. Now the $h$ functions are defined by

$$
\begin{aligned}
\bar{h}_{1}(t)= & \frac{\int_{0}^{1} v((1-\theta) t) d \theta+\frac{1}{3} \int_{0}^{1} v_{1}(\theta t) d \theta}{1-v_{0}(t)}=h_{1}(t) \\
\bar{h}_{2}(t)= & \frac{\int_{0}^{1} v((1-\theta) t) d \theta}{1-v_{0}(t)}+\frac{3}{8}\left(3\left(\frac{v_{0}(t)+v_{0}\left(h_{1}(t) t\right)}{1-v_{0}(t)}\right)^{2}\right. \\
& \left.+2 \frac{v_{0}(t)+v_{0}\left(h_{1}(t) t\right)}{1-v_{0}(t)}\right) \frac{\int_{0}^{1} v_{1}(\theta t) d \theta}{1-v_{0}(t)}, \\
\bar{h}_{3}(t)= & {\left[\frac{\int_{0}^{1} v\left((1-\theta) \bar{h}_{2}(t) t\right) d \theta}{1-v_{0}\left(\bar{h}_{2}(t) t\right)}+\frac{\left(v_{0}\left(\bar{h}_{2}(t) t\right)+v_{0}(t)\right) \int_{0}^{1} v_{1}\left(\theta \bar{h}_{2}(t) t\right) d \theta}{\left(1-v_{0}(t)\right)\left(1-v_{0}\left(\bar{h}_{2}(t) t\right)\right)}\right.} \\
& \left.+3 \frac{\left(v_{0}(t)+v_{0}\left(\bar{h}_{1}(t) t\right)\right) \int_{0}^{1} v_{1}\left(\theta \bar{h}_{2}(t) t\right) d \theta}{\left(1-v_{0}(t)\right)^{2}}\right] \bar{h}_{2}(t)
\end{aligned}
$$

and

$$
\begin{equation*}
\bar{\delta}=\min \bar{\delta}_{i} \tag{2.24}
\end{equation*}
$$

where $\bar{\delta}_{i}$ is the least solution (if any exists) in $D_{0}$ of the equation

$$
\begin{equation*}
\bar{h}_{i}(t)-1=0 . \tag{2.25}
\end{equation*}
$$

The functions $\bar{h}_{i}$ are motivated by method (1.3), since

$$
y_{0}-\alpha=x_{0}-\alpha-H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)+\frac{1}{3} H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)
$$

implies

$$
\begin{aligned}
\left\|y_{0}-\alpha\right\| & \leq \frac{\int_{0}^{1} v\left((1-\theta) d_{0}\right) d \theta+\frac{1}{3} \int_{0}^{1} v_{1}\left(\theta d_{0}\right) d \theta}{1-v_{0}\left(d_{0}\right)} \\
& \leq \bar{h}_{1}\left(d_{0}\right) d_{0} \leq d_{0}<\bar{\delta}
\end{aligned}
$$

and

$$
\begin{aligned}
z_{0}-\alpha= & x_{0}-\alpha-H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)-\frac{3}{8}\left(5 I-8 H^{\prime}\left(x_{0}\right)^{-1} H^{\prime}\left(y_{0}\right)\right. \\
& \left.+3\left(H^{\prime}\left(x_{0}\right)^{-1} H^{\prime}\left(y_{0}\right)\right)^{2}\right) H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right) \\
= & x_{0}-\alpha-H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)-\frac{3}{8}\left(3\left(H^{\prime}\left(x_{0}\right)^{-1} H^{\prime}\left(y_{0}\right)-I\right)^{2}\right. \\
& \left.-2\left(H^{\prime}\left(x_{0}\right)^{-1} H^{\prime}\left(y_{0}\right)-I\right)\right) H^{\prime}\left(x_{0}\right)^{-1} H\left(x_{0}\right)
\end{aligned}
$$

yields

$$
\begin{aligned}
\left\|z_{0}-\alpha\right\| \leq & {\left[\frac{\int_{0}^{1} v\left((1-\theta) d_{0}\right) d \theta}{1-v_{0}\left(d_{0}\right)}+\frac{3}{8}\left(3\left(\frac{v_{0}\left(d_{0}\right)+v_{0}\left(\left\|y_{0}-\alpha\right\|\right)}{1-v_{0}\left(d_{0}\right)}\right)^{2}\right.\right.} \\
& \left.\left.+2 \frac{v_{0}\left(d_{0}\right)+v_{0}\left(\left\|y_{0}-\alpha\right\|\right)}{1-v_{0}\left(d_{0}\right)}\right) \frac{\int_{0}^{1} v_{1}\left(\theta d_{0}\right) d \theta}{1-v_{0}\left(d_{0}\right)}\right] d_{0} \\
\leq & \bar{h}_{2}\left(d_{0}\right) d_{0} \leq d_{0}
\end{aligned}
$$

and further

$$
\begin{aligned}
x_{1}-\alpha= & z_{0}-\alpha-H^{\prime}\left(z_{0}\right)^{-1} H\left(z_{0}\right) \\
& +H^{\prime}\left(z_{0}\right)^{-1}\left(H^{\prime}\left(x_{0}\right)-H^{\prime}\left(z_{0}\right)\right) H^{\prime}\left(x_{0}\right)^{-1} H\left(z_{0}\right) \\
& -3 H^{\prime}\left(x_{0}\right)\left(H^{\prime}\left(x_{0}\right)-H^{\prime}\left(y_{0}\right)\right) H^{\prime}\left(x_{0}\right)^{-1} H\left(z_{0}\right)
\end{aligned}
$$

leads to

$$
\begin{aligned}
\left\|x_{1}-\alpha\right\| \leq & {\left[\frac{\int_{0}^{1} v\left((1-\theta)\left\|z_{0}-\alpha\right\|\right) d \theta}{1-v_{0}\left(\left\|z_{0}-\alpha\right\|\right)}\right.} \\
& +\frac{\left(v_{0}\left(d_{0}\right)+v_{0}\left(\left\|z_{0}-\alpha\right\|\right)\right) \int_{0}^{1} v_{1}\left(\theta\left\|z_{0}-\alpha\right\|\right) d \theta}{\left(1-v_{0}\left(\left\|z_{0}-\alpha\right\|\right)\right)\left(1-v_{0}\left(d_{0}\right)\right)} \\
& \left.+3 \frac{\left(v_{0}\left(d_{0}\right)+v_{0}\left(\left\|y_{0}-\alpha\right\|\right)\right) \int_{0}^{1} v_{1}\left(\theta\left\|z_{0}-\alpha\right\|\right) d \theta}{\left(1-v_{0}\left(d_{0}\right)\right)^{2}}\right]\left\|z_{0}-\alpha\right\| \\
\leq & \bar{h}_{3}\left(d_{0}\right) d_{0} \leq d_{0}
\end{aligned}
$$

Hence, we arrive at the corresponding result for method (1.3):
ThEOREM 2.2. Suppose conditions (A) hold for $R=\bar{\delta}$. Then the conclusions of Theorem 2.1 hold for method (1.3) with the $h_{i}$ functions replaced by $\bar{h}_{i}$.

REMARK 2.1. The computational order of convergence (COC) 13 is defined as

$$
\begin{equation*}
\mathrm{COC}=\log \left\|\frac{d_{i+2}}{d_{i+1}}\right\| / \log \left\|\frac{d_{i+1}}{d_{i}}\right\|, \quad i=1,2, \ldots \tag{2.26}
\end{equation*}
$$

and the approximate computational order of convergence (ACOC) 4 is

$$
\begin{equation*}
\mathrm{ACOC}=\log \left\|\frac{\bar{d}_{j+2}}{\bar{d}_{j+1}}\right\| / \log \left\|\frac{\bar{d}_{j+1}}{\bar{d}_{j}}\right\|, \quad j=1,2, \ldots \tag{2.27}
\end{equation*}
$$

where $\bar{d}_{j}=x_{j}-x_{j-1}$. Hence, we provide a practical convergence order which avoids higher derivatives.
3. Numerical results. Estimates (2.6) and (2.24) are used to find $\delta$ and $\bar{\delta}$, respectively.

Example 1. We consider the example given in the introduction. Note that $\alpha=1 / \pi$ is a zero of the function $H$. Then we can choose $v_{0}(t)=L t$, $v(t)=L t$ and $v_{1}(t)=L / 2$, where $L=\frac{2}{2 \pi+1}\left(80+16 \pi+(11+12 \log 2) \pi^{2}\right)$. So, we obtain the radii
$\delta_{1}=1.0355 \times 10^{-1}, \delta_{2}=1.5843 \times 10^{-5}, \delta_{3}=1.3069 \times 10^{-5}, \delta=1.3069 \times 10^{-5}$, $\bar{\delta}_{1}=1.0355 \times 10^{-1}, \bar{\delta}_{2}=1.5850 \times 10^{-3}, \bar{\delta}_{3}=2.5376 \times 10^{-4}, \bar{\delta}=2.5376 \times 10^{-4}$.

Example 2. Consider the function $H: D \rightarrow \mathbb{R}^{3}$ defined by $H(x)=\left(10 x_{1}+\sin \left(x_{1}+x_{2}\right)-1,8 x_{2}-\cos ^{2}\left(x_{3}-x_{2}\right)-1,12 x_{3}+\sin \left(x_{3}\right)-1\right)^{T}$, where $x=\left(x_{1}, x_{2}, x_{3}\right)^{T}$.

The Fréchet derivative of $H(x)$ is given by

$$
H^{\prime}(x)=\left[\begin{array}{ccc}
10+\cos \left(x_{1}+x_{2}\right) & \cos \left(x_{1}+x_{2}\right) & 0 \\
0 & 8+\sin 2\left(x_{2}-x_{3}\right) & -\sin 2\left(x_{2}-x_{3}\right) \\
0 & 0 & 12+\cos \left(x_{3}\right)
\end{array}\right] .
$$

We can choose $v_{0}(t)=v(t)=0.269812 t$ and $v_{1}(t)=1.08139$. So, we obtain

$$
\delta_{1}=1.5802, \delta_{2}=8.8440 \times 10^{-1}, \delta_{3}=8.3063 \times 10^{-1}, \delta=8.3063 \times 10^{-1},
$$

$\bar{\delta}_{1}=1.5802, \bar{\delta}_{2}=7.7517 \times 10^{-1}, \bar{\delta}_{3}=5.7843 \times 10^{-1}, \bar{\delta}=5.7843 \times 10^{-1}$.
Example 3. Next, we consider an equation due to Kepler:

$$
H(x)=x-\beta \sin (x)-K=0,
$$

where $0 \leq \beta<1,0 \leq K \leq \pi$. Different values of $\beta$ and $K$ are given in (5). Set $K=0.1$ and $\beta=0.27$. Then we have $\alpha \approx 0.13682853547099 \ldots$. Notice that

$$
H^{\prime}(x)=1-\beta \cos (x),
$$

so

$$
\begin{aligned}
\left|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(x)-H^{\prime}(y)\right)\right| & =\frac{|\beta(\cos (x)-\cos (y))|}{|1-\beta \cos (\alpha)|} \\
& =\frac{2 \beta\left|\sin \left(\frac{x+y}{2}\right) \sin \left(\frac{x-y}{2}\right)\right|}{|1-\beta \cos (\alpha)|} \\
& \leq \frac{\beta}{|1-\beta \cos (\alpha)|}|x-y|
\end{aligned}
$$

and

$$
\left|H^{\prime}(\alpha)^{-1} H^{\prime}(x)\right|=\frac{|1-\beta \cos (x)|}{|1-\beta \cos (\alpha)|} \leq \frac{1+\beta}{|1-\beta \cos (\alpha)|} .
$$

Then we can choose $v_{0}(t)=v(t)=0.3685888 t$ and $v_{1}(t)=1.7337327$. The
calculated values of parameters are given by
$\delta_{1}=7.6343 \times 10^{-1}, \delta_{2}=4.6114 \times 10^{-1}, \delta_{3}=4.2457 \times 10^{-1}, \delta=4.2457 \times 10^{-1}$, $\bar{\delta}_{1}=7.6343 \times 10^{-1}, \bar{\delta}_{2}=5.1284 \times 10^{-1}, \bar{\delta}_{3}=3.2891 \times 10^{-1}, \bar{\delta}=3.2891 \times 10^{-1}$.

Example 4. Consider $C[0,1]=Y=X$ and $D=\bar{B}(0,1)$. Define a function $H$ on $D$ by

$$
H(\varphi)(x)=\varphi(x)-10 \int_{0}^{1} x \theta \varphi(\theta)^{3} d \theta
$$

Then

$$
H^{\prime}(\varphi(\xi))(x)=\xi(x)-30 \int_{0}^{1} x \theta \varphi(\theta)^{2} \xi(\theta) d \theta \quad \text { for each } \xi \in D
$$

Since $\alpha=0$, we can choose $v_{0}(t)=15 t, v(t)=30 t, v_{1}(t)=30$. Then we obtain
$\delta_{1}=3.0000 \times 10^{-1}, \delta_{2}=1.9135 \times 10^{-4}, \delta_{3}=1.5863 \times 10^{-4}, \delta=1.5863 \times 10^{-4}$, $\bar{\delta}_{1}=3.0000 \times 10^{-1}, \bar{\delta}_{2}=7.2968 \times 10^{-3}, \bar{\delta}_{3}=1.4109 \times 10^{-3}, \bar{\delta}=1.4109 \times 10^{-3}$.

Example 5. Consider the Hammerstein equation

$$
\begin{align*}
x(s) & =\int_{0}^{1} G(s, t)\left(x(t)^{3 / 2}+\frac{x(t)^{2}}{2}\right) d t  \tag{3.1}\\
G(s, t) & = \begin{cases}(1-s) t, & t \leq s \\
s(1-t), & s \leq t\end{cases}
\end{align*}
$$

Clearly, we have $\alpha(s)=0$. Define $H: D \subseteq C[0,1] \rightarrow C[0,1]$ by

$$
H(x)(s)=x(s)-\int_{0}^{1} G(s, t)\left(x(t)^{3 / 2}+\frac{x(t)^{2}}{2}\right) d t
$$

Observe that

$$
\left\|\int_{0}^{1} G(s, t) d t\right\| \leq 1 / 8
$$

Since

$$
H^{\prime}(x) y(s)=y(s)-\int_{0}^{1} G(s, t)\left(\frac{3}{2} x(t)^{1 / 2}+x(t)\right) d t
$$

and $H^{\prime}(\alpha(s))=1$, we have

$$
\begin{equation*}
\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(x)-H^{\prime}(y)\right)\right\| \leq \frac{5}{16}\|x-y\| \tag{3.2}
\end{equation*}
$$

Replacing $y$ by $x_{0}$ we have

$$
\left\|H^{\prime}(\alpha)^{-1}\left(H^{\prime}(x)-H^{\prime}\left(x_{0}\right)\right)\right\| \leq \frac{5}{16}\left\|x-x_{0}\right\|
$$

Therefore, we can take

$$
v_{0}(x)=v(x)=L_{0} x, \quad v_{1}(x)=L x, \quad \text { where } \quad L_{0}=L=\frac{5}{16} .
$$

Hence, we obtain

$$
\begin{array}{llll}
\delta_{1}=1.7454, & \delta_{2}=1.2208, & \delta_{3}=1.1917, & \delta=1.1917 \\
\bar{\delta}_{1}=1.7454, & \bar{\delta}_{2}=1.0594, & \bar{\delta}_{3}=9.8115 \times 10^{-1}, & \bar{\delta}=9.8115 \times 10^{-1}
\end{array}
$$

Example 6. Lastly, we intend to show the sixth order convergence of the methods under study by calculating the approximate computational order of convergence (ACOC) using formula 2.27). To do that, we apply the methods $(1.2)$ and 1.3 to solve systems of nonlinear equations in $\mathbb{R}^{m}$. Computations are performed in Mathematica using multiple-precision arithmetic. For every method, we record the number $n$ of iterations needed for the stopping criterion

$$
\left\|H\left(x_{n}\right)\right\|<10^{-350}
$$

to be satisfied. This precision is required to compute the approximate computational order of convergence (ACOC) of higher order methods. This is because higher order methods gain a large number of significant digits of a solution in just a few iterations. The command used to get such precision is $N$ [expression, $n$ ], which gives the numerical value of the expression with $n$-digit precision.

Numerical results are displayed in Table 1, and include:

- The required number $n$ of iterations.
- The value of $\left\|H\left(x_{n}\right)\right\|$ of approximation to the corresponding solution, where $N(-h)$ denotes $N \times 10^{-h}$.
- The approximate computational order of convergence (ACOC).
- The elapsed CPU-time in seconds recorded by taking the mean of 50 performances of the program.

Let us consider the system of nonlinear equations

$$
\begin{cases}x_{i}^{2} x_{i+1}-1=0, & 1 \leq i \leq m-1  \tag{3.3}\\ x_{i}^{2} x_{1}-1=0, & i=m\end{cases}
$$

with initial value $x_{0}=\left\{2,{ }^{m \text { times }}, 2\right\}^{T}$. The required solution of the systems for $m=8,25,50,100$ is $\alpha=\left\{1,{ }^{m \text { times }}, 1\right\}^{T}$.

From the numerical results shown in Table 1 it is clear that methods 1.2 and (1.3) have stable convergence behavior. Similar numerical tests, carried out for a number of other problems, confirmed the above conclusions to a large extent.

Table 1. Performance of methods

| Methods | $n$ | $\left\\|H\left(x_{n}\right)\right\\|$ | ACOC | CPU-time |
| :--- | :--- | :--- | :--- | :--- |
| $m=8$ |  |  |  |  |
| 1.2 | 4 | $1.2961(-304)$ | 6 | 0.0475 |
| 1.3 | 4 | $1.1849(-168)$ | 6 | 0.0472 |
| $m=25$ |  |  |  |  |
| 1.2 | 4 | $2.2913(-304)$ | 6 | 0.1420 |
| 1.3 | 4 | $2.0947(-168)$ | 6 | 0.0939 |
| $m=50$ |  |  |  |  |
| 1.2 | 4 | $3.2404(-304)$ | 6 | 0.4521 |
| 1.3 | 4 | $2.9624(-168)$ | 6 | 0.2187 |
| $m=100$ |  |  |  |  |
| 1.2 | 4 | $4.5826(-304)$ | 6 | 0.9357 |
| 1.3 | 4 | $4.1894(-168)$ | 6 | 0.4722 |

## References

[1] G. Argyros, M. Argyros, I. Argyros and S. George, Unified ball convergence of third and fourth convergence order algorithms under $\omega$-continuity conditions, J. Math. Model. 2 (2021), 173-183.
[2] R. Behl, A. Cordero and J. R. Torregrosa, High order family of multivariate iterative methods: Convergence and stability, J. Comput. Appl. Math. 405 (2022), art. 113053, 16 pp .
[3] R. Behl, M. Salimi, M. Ferrara, S. Sharifi and S. K. Alharbi, Some real-life applications of a newly constructed derivative free iterative scheme, Symmetry 11 (2019), art. 239, 14 pp .
[4] A. Cordero, J. L. Hueso, E. Martínez and J. R. Torregrosa, A modified NewtonJarratt's composition, Numer. Algorithms 55 (2010), 87-99.
[5] J. M. A. Danby and T. M. Burkardt, The solution of Kepler's equation, I, Celest. Mech. 31 (1983), 95-107.
[6] J. A. Ezquerro and M. A. Hernández, Recurrence relation for Chebyshev-type methods, Appl. Math. Optim. 41 (2000), 227-236.
[7] J. P. Jaiswal, Semilocal convergence of an eighth-order method in Banach spaces and its computational efficiency, Numer. Algorithms 71 (2016), 933-951.
[8] V. Kanvar, P. Sharma, I. Argyros, R. Behl, C. Argyros, A. Ahmadian and M. Salimi, Geometrically constructed family of the simple fixed point iteration, Mathematics 9 (2021), art. 694, 13 pp .
[9] H. Ren and I. Argyros, On the complexity of extending the convergence ball of Wang's method for finding zero of derivative, J. Complexity 64 (2021), art. 101526, 9 pp.
[10] J. R. Sharma and H. Arora, Efficient Jarratt-like methods for solving systems of nonlinear equations, Calcolo 51 (2014), 193-210.
[11] J. R. Sharma, R. Sharma and A. Bahl, An improved Newton-Traub composition for solving systems of nonlinear equations, Appl. Math. Comput. 290 (2016), 98-110.
[12] J. R. Sharma, I. K. Argyros and S. Kumar, A faster King-Werner-type iteration and its convergence analysis, Appl. Anal. 99 (2020), 2526-2542.
[13] S. Weerakoon and T. G. I. Fernando, A variant of Newton's method with accelerated third-order convergence, Appl. Math. Lett. 13 (2000), 87-93.

Janak Raj Sharma
Department of Mathematics
Sant Longowal Institute of Engineering and Technology
Longowal, Sangrur 148106, India
E-mail: jrshira@yahoo.co.in
ORCID: 0000-0002-4627-2795
Ioannis K. Argyros
Department of Mathematical Sciences
Cameron University
Lawton, OK 73505, USA
E-mail: iargyros@cameron.edu
ORCID: 0000-0003-1609-3195

Sunil Kumar
Department of Mathematics
Amrita School of Engineering Amrita Vishwa Vidyapeetham

Chennai 601103, India
E-mail: k_sunil@ch.amrita.edu
ORCID: 0000-0002-0878-1804
Christopher I. Argyros
Department of Computing and Technology
Cameron University
Lawton, OK 73505, USA
E-mail: christopher.argyros@cameron.edu
ORCID: 0000-0002-7647-3571


[^0]:    2020 Mathematics Subject Classification: Primary 65E99; Secondary 65H10, 49M15.
    Key words and phrases: Banach space, Fréchet derivative, local convergence.
    Received 17 July 2021; revised 31 October 2021.
    Published online 27 March 2023.

