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REGULARITY OF DISPLACEMENT SOLUTIONS
IN HENCKY PLASTICITY.

I: THE EXTREMAL RELATION

Abstract. The aim of this paper is to study the problem of regularity of
displacement solutions in Hencky plasticity. A non-homogeneous material
whose elastic-plastic properties change discontinuously is considered. We
find (in an explicit form) the extremal relation between the displacement
formulation (defined on the space of bounded deformation) and the stress
formulation of the variational problem in Hencky plasticity. This extremal
relation is used in the proof of the regularity of displacements.

In part II of the paper, we will prove that the displacement solution
belongs to the classical Sobolev space (if the stress solution belongs to the
interior of a set of admissible stresses, at each point). We will find the
regularity theorem for displacement solutions in composite materials whose
elastic-plastic properties may change discontinuously.

1. Introduction. The principal aim of this paper is to prove regular-
ity of displacement solutions in Hencky plasticity. Here, a non-homogeneous
(composite) material is considered, whose elastic-plastic properties change
discontinuously. The extremal relation between the displacement formula-
tion defined on BD(Ω) and the stress formulation of the relevant variational
problem is found (see (3.1), (3.2) and Section 2). This relation is used in the
proof of the regularity of solutions. The basic results of the first part of this
paper are presented at the end of the fourth section (Theorems 8 and 9).

In the second part of the paper, we prove that the displacement solution
belongs to the space LD(Ω) (if the stress solution belongs to the interior of
a set of admissible stresses, at each point). Moreover, under the aforemen-
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tioned assumption, the relaxed Dirichlet condition is satisfied exactly by the
displacement solution for the non-homogeneous material.

The study of the regularity of displacement solutions is significant for
understanding the appearance of cracks. If the set of admissible hydrostatic
stresses σ is bounded from above (i.e., for some δ > 0,

∑3
i=1 σii = trσ ≤

δ <∞ for every admissible σ) the arising and increase of cracks is possible
in an elastic-plastic material. Indeed, it is sufficient to analyze the relaxed
Dirichlet condition (see [8], [9] and also [10]). Let us recall that in a model
of soil materials the set of admissible hydrostatic stresses is bounded from
above. Note that when locating cracks, the non-homogeneity of the elastic-
plastic potential is especially important (see [3]). Gold, a homogeneous metal
(which lacks micro-defects) is at the same time perfectly plastic.

In [1] (see also [4]) the existence of solutions for the nonlinear elastic po-
tential is proved in the space SBV (Ω) of special vector fields with bounded
variation (SBD(Ω) of special vector fields with bounded deformation, respec-
tively). The authors assume that the potentials considered have nonlinear
behavior at infinity.

In [21] the problem of regularity of displacement solutions is investigated
in the case of an isotropic Hencky material using the von Mises yield criterion
(cf. [21, Lemma 2.2]). The proof of the main theorem of [21] (Theorem 5.1)
is based on the relation between the displacement field and the associated
stress tensor (cf. formula (1.8) of [21]). However, the formula (1.8) describes
the relation between the displacement solution and the stress solution only in
the case when the space of admissible stress fields is given by the inequality
(
∑n

i,j=1 |σDij |2)1/2 ≤ k (see the Prandtl–Reuss law of plasticity [25, formula
(2.10b)]). Therefore, these authors do not consider the Tresca yield criterion
or the yield criterion of soil material (where the set of admissible stresses
is a convex cone). Moreover, they do not consider bodies clamped at the
boundary.

Anzellotti and Giaquinta [3] study the local regularity of minimizers
of functionals defined on the space BV (Ω). They obtain the regularity of
minimizers under the assumption that the normal integrand

(1.1) Ω × Rn×n 3 (x,p) 7→ j(x,p) ∈ R ∪ {+∞}

is of class C2 with respect to p, and is continuous with respect to the first
variable. These authors do not consider boundary conditions.

Seregin [35] investigates the local continuity of stress and displacement
solution in a homogeneous Hencky material under the assumption of reg-
ularity of the volume forces. He considers the original problem only for
displacements which exactly satisfy the boundary condition. Therefore, the
relaxation of the displacement boundary condition is not studied.
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In [7] the problem of regularity of displacement solutions is considered
for the case of a non-homogeneous Hencky material whose elastic-plastic
properties may change discontinuously. If the stress solution is continuous
and belongs to the interior of the set of admissible stresses, then the regu-
larity of displacements solutions is obtained. However, the stress solution is
discontinuous (see [38]).

Liu [26] investigates the regularity of a weak solution of a quasi-linear
elliptic transmission problem with two subdomains. He assumes that the
interface is smooth and does not intersect the exterior boundary of Ω. Only
elastic (or non-linearly elastic) problems are considered. Indeed, the relation
between stresses σ and displacements u is given by

(1.2) σ = k(z, |∇u|)∇u.

Moreover

(1.3) k(z, t) ≥M(t+ 1)p−2 for every t > 0,

where 1 < p < ∞ and M > 0 (see assumptions (R1) and (RR2)). Then
k(z, t) ≥M(t+ 1)−1+δ for some δ > 0. Therefore

(1.4) k(z, t)t ≥M1t
δ for every t > 1,

for some M1 > 0 and δ > 0. But this conflicts with the assumption that
admissible stresses σ are bounded (except the hydrostatic part) in plastic-
ity. Moreover, in [26] the author obtained the existence of solutions for an
arbitrarily strong and steady force (the limit analysis is omitted).

In [14, 22, 23, 27, 30, 31, 32, 33] the regularity of solutions of quasi-
linear (or linear) elliptic boundary transmission problems of a domain Ω
(composed of a finite family of regular subdomains Ωi) is studied. In each
subdomain Ωi the coefficients of the equations are either constant or smooth.

In [30, 31] the authors study transmission problems for elliptic operators
of order 2m with general boundary and interface conditions. They obtain
regularity and asymptotics of solutions in ordinary Sobolev spaces for non-
constant coefficient operators. In the case of two-dimensional domains, they
assume that the boundaries of subdomains are Lipschitz-continuous and are
smooth curvilinear polygons. In the case of three-dimensional domains, the
boundaries of subdomains are supposed to be smooth (except at one point).

In [33] the author investigates the regularity of solutions of interface
problems for the Laplacian in two dimensions. The regularity of the results is
independent of global bounds of the data. The data considered are constant
on subdomains and they could be interpreted as a diffusion term.

In [27] the transmission problems for the Laplace operator in a two-
dimensional domain are investigated. The regularity of the solutions ob-
tained is better than H1.
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The transmission problems for elasticity operators are studied in [22,
23, 32]. The domain considered is divided into polyhedral subdomains in
[22, 23]. Moreover, the author assumes that the growth properties of the
differential operator may vary from subdomain to subdomain.

In [16] the transmission problem in a domain composed of two polyhedral
subdomains (with a plane interface) is investigated. It is essential for the
proof that the energy densities satisfy certain growth properties.

In [28] the authors study the Sobolev regularity of the solution of the
transmission problem in a polygonal domain of the plane, with unilateral
boundary conditions of Signorini type on part of the boundary and Dirichlet
or Neumann boundary conditions on the remainder part.

In [13] the problem of regularity of solutions for a static plate is studied.
Kohn and Temam [24] solve the existence problem for an elastic-perfectly

plastic solid made of a homogeneous and isotropic Hencky material. To prove
that the functional of the total potential energy is weakly∗ lower semicontin-
uous (l.s.c.) in the space BD(Ω), the method of relaxation of the kinematic
boundary condition is used (see also [36]).

The existence problem for an anisotropic elastic-perfectly plastic solid
made of a non-homogeneous Hencky material, with the Signorini constraints
on the boundary, is solved in [5]. The Signorini problem for an isotropic and
homogeneous body made of a Hencky material with the von Mises plastic
yield condition is solved in [39].

We show in [8] that the relaxation of the problems defined in [24] and [5]
is the l.s.c. regularization of the displacement energy (cf. [17]). That is, the
relaxation given in [24] and [5] is the largest (l.s.c. in weak∗ BD(Ω) topol-
ogy) minorant less than the displacement energy functional of the original
problem.

In this paper we find explicitly the extremal relation between the dis-
placement formulation and the stress formulation of the variational problem
in Hencky plasticity. The dual problem is presented in [38], in the case where
the original (displacement) problem is defined on the space LD(Ω). But the
existence of solutions for the bidual problem is proved in the space BD(Ω)
(or U(Ω) ≡ {u ∈ BD(Ω) | div u ∈ L2(Ω)}) and LD(Ω) ( BD(Ω) (see [24],
[36], [5]). In [36] the extremal relation for a homogeneous body is consid-
ered; however, the definition of the scheme of duality is omitted (the spaces
Y and V ∗ are not provided there, see Section 2). Moreover, in [36] the au-
thor studies the duality between the generalized stresses and strains but
does not derive the dual or bidual problem from the original problem, when
the original problem is defined on BD(Ω).

The extremal relation under consideration determines the relation be-
tween the displacement solution and the stress solution. It is a substitute
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for the elastic law in the theory of elasticity. Unfortunately, in the theory of
plasticity, the displacement formulation is relaxed. Therefore, we obtain only
a global relation between the displacement solution and the stress solution.

We consider any given yield criterion (von Mises, Tresca or yield criterion
of soil material) in both parts of this paper. However, we have to assume in
part II that the stress solution belongs to the space Wn(Ω, div) (see (3.7)).

In part II we prove the regularity of displacement solutions. We do not
assume the continuity of the displacement field on the interface between
subdomains because the space BD(Ω) contains discontinuous functions. The
elastic-plastic potential is a normal integrand (see [17, Chapter 8, p. 232] and
Definition 1); thus, this potential is a discontinuous function with respect
to the space variable in the case of a non-homogenized body composed of a
few components. Moreover, the yield criterion may change in a discontinuous
way, i.e., the yield criterion may jump on the interface between subdomains.

The problem of the regularity of displacement solutions has not been
discussed in the papers [3, 35] in the case of discontinuous elastic-plastic
properties. Moreover, the regularity of solutions in [21] was proved only for
the Mises yield criterion. Therefore the set of admissible hydrostatic stresses
is not bounded in [21].

2. Duality in convex optimization. In this section we introduce a
family of perturbations of the original problem which will be studied later
(cf. Chapter 3 of [17]).

Let V and V ∗ (Y and Y ∗) be two topological vector spaces placed in
duality by the bilinear pairing 〈·, ·〉V (〈·, ·〉Y , respectively). We shall assume
the existence of a continuous linear operator Λ from V into Y, with ad-
joint Λ∗. Considering a function V 3 v 7→ F (v) + G(Λv) ∈ R ∪ {+∞}, we
are concerned with the minimization problem

(2.1) (P ) inf{F (v) +G(Λv) | v ∈ V }.

We shall also consider a function Φ : V × Y → R ∪ {+∞} such that
Φ(v,0) = F (v) + G(Λv), and for every z ∈ Y we shall consider the mini-
mization problem

(2.2) (Pz) inf{Φ(v, z) | v ∈ V },

where Φ(v, z) ≡ F (v) + G(Λ(v) + z) for every v ∈ V and z ∈ Y . The
problems (Pz) are called perturbed problems of (P ). Let Φ∗ be the conjugate
function of Φ in the duality between V × Y and V ∗ × Y ∗, given by

(2.3) Φ∗(v∗, z∗) = sup{〈v∗,v〉V − F (v)− 〈z∗, Λv〉Y + 〈z∗, Λ(v) + z〉Y
−G(Λ(v) + z) | v ∈ V, z ∈ Y } = F ∗(v∗ − Λ∗z∗) +G∗(z∗).



264 J. L. Bojarski

The problem

(2.4) (P ∗) sup{−Φ∗(0, z∗) | z∗ ∈ Y ∗}
is called the dual problem of (P ) with respect to Φ.

It is natural to associate the perturbed problems (v∗ ∈ V ∗)
(2.5) (P ∗v∗) sup{−Φ∗(v∗, z∗) | z∗ ∈ Y ∗}
with the dual problem (P ∗), and to determine the dual problem of (P ∗) with
respect to these perturbations; we easily arrive at the following problem
which will be called the bidual problem of (P ):

(2.6) (P ∗∗) inf{Φ∗∗(v,0) | v ∈ V },
where Φ∗∗(v, z) = F ∗∗(v) +G∗∗(Λ(v) + z) for every v ∈ V, z ∈ Y and

F ∗∗(v) = sup{〈v∗,v〉V − F ∗(v∗) | v∗ ∈ V ∗},(2.7)
G∗∗(Λ(v) + z) = sup{〈z∗, Λ(v) + z〉Y −G∗(z∗) | z∗ ∈ Y ∗}.(2.8)

3. Some basic definitions and theorems. Let Ω be a bounded open,
connected set of class C1 in Rn. The space of continuous functions with
compact support is denoted by Cc. Let C∞(Ω,Rm) be the space of Rm-
valued, infinitely differentiable functions. Moreover, the space of infinitely
differentiable functions equal to 0 at the boundary FrΩ of Ω is denoted
by C∞0 (Ω). Finally, Mb(Ω,Rm) is the space of Rm-valued, bounded, regular
measures on Ω, with the norm ‖ · ‖Mb(Ω,Rm).

In the main part of this paper we will use one of the duality pairs (Mr, Cc)
or (Mb, C0), where Mr is the space of regular Radon measures. Bilinear
forms will be denoted by brackets 〈·, ·〉, and the scalar product of z, z∗ ∈ Rn

by z · z∗ or zz∗. The scalar product of w and w∗ ∈ Rn×n is denoted by
w : w∗ = wijw∗ij . Let g = (g1, . . . , gm) ∈ C(Ω,Rm) and µ = (µ1, . . . , µm) ∈
Mb(Ω,Rm). Then

	
Ω g · µ =

	
Ω gµ ≡

∑m
i=1

	
Ω giµi. If F : Y → R ∪ {+∞},

then F ∗ denotes its polar function F ∗(y∗) ≡ sup{〈y∗, y〉 − F (y) | y ∈ Y}
and domF ≡ {y ∈ Y | F (y) <∞} is the effective domain of F (see [17]). If
Q is a subset of Y, then IQ(·) stands for its indicator function (taking the
value 0 in Q and +∞ outside), and I∗Q(·) stands for its support function.

Finally, we need the following notation. Let V be a metric space. Then
BV (Ξ, r) is the closed ball in V with center Ξ and radius r. Furthermore,
clV (Z) stands for the closure of Z (with Z ⊂ V ) in the topology of the
space V , while, analogously, cl‖·‖(Z) is the closure of the set Z in the
norm ‖ · ‖. Similarly, intZ denotes the interior of Z. We will also consider
the spaces En of real n×n matrices and Ens of symmetric real n×n matrices.
In our paper we take ‖[eij ]‖En ≡

∑n
i,j=1 |eij | and ‖ · ‖Ens ≡ ‖ · ‖En , where

[eij ] ∈ En. By ⊗ (⊗s respectively) we denote the tensor product (symmet-
ric tensor product, respectively). Let L0(Ω,Rm)µ be the set of µ-measurable
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functions from Ω into Rm. If τ ⊂ 2X is a linear topology in a vector space X,
then [X, τ ] denotes the topological space and [X, τ ]∗ the space dual to [X, τ ].
We define the following Banach spaces (see [24], [36], [37]):

(3.1) LD(Ω) ≡
{

u ∈ L1(Ω,Rn)
∣∣∣∣

εij(u) ≡ 1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
∈ L1(Ω), i, j = 1, . . . , n

}
,

(3.2) BD(Ω) ≡ {u ∈ L1(Ω,Rn) | εij(u) ∈Mb(Ω), i, j = 1, . . . , n},
with natural norms

(3.3) ‖u‖LD = ‖u‖L1 +
n∑
i,j

‖εij(u)‖L1 , ‖u‖BD = ‖u‖L1 +
n∑
i,j

‖εij(u)‖Mb
.

The space of rigid motions in Rn is denoted by R0 ≡ {u ∈ BD | ε(u) = 0}.

Proposition 1 (see [36]). Let BD(Ω) and L1(FrΩ,Rn) be endowed
with the norm topologies. There exists a continuous surjective linear trace
γB of BD(Ω) into L1(FrΩ,Rn) such that γB(u) = u|FrΩ for all u ∈ BD ∩
C(Ω,Rn).

We define the spaces

(3.4) X ≡ Cc(Ω,Rn)× Cc(Ω,Ens ) and X0 ≡ {(g,h) ∈ X | g = div h},
endowed with the natural norm
(3.5)
‖g‖C(Ω,Rn) + ‖h‖C(Ω,Ens ) ≡ sup{‖g(x)‖Rn | x ∈ Ω}+ sup{‖h(x)‖Ens | x ∈ Ω}
for every g ∈ C(Ω,Rn) and h ∈ C(Ω,Ens ). Then BD(Ω) is isomorphic to
the dual of [(X/X0), ‖ · ‖C(Ω,Rn) + ‖ · ‖C(Ω,Ens )] (see [36] and [37]).

The topology σ((X/X0)∗, X) = σ(BD(Ω), Cc(Ω,Rn) × Cc(Ω,Ens )) is
called the weak∗ BD topology. A net {uδ}δ∈D ⊂ BD(Ω) is convergent to
u0 ∈ BD(Ω) in the weak∗ BD topology if and only if for all (g,h) ∈ X,

(3.6)
�

Ω

g · (u0 − uδ) dx+
�

Ω

h : ε(u0 − uδ)→ 0

(see [18, pp. 73–81]). Nets are also called generalized sequences (cf. [15,
pp. 26–29]). For every ϕ ∈ L1(FrΩ,Rn), the set {u ∈ BD(Ω) | γB(u) = ϕ}
is dense in the space [BD(Ω), weak∗ topology] (see [5, Proposition 2.5]). If
the space L1(FrΩ,Rn) is endowed with a Hausdorff topology, then the trace
operator γB is not continuous on [BD(Ω),weak∗ topology].

In this paper we define the Banach space of measurable functions

(3.7) Wn(Ω, div) ≡ {σ ∈ L∞(Ω,Ens ) | divσ ∈ Ln(Ω,Rn)}



266 J. L. Bojarski

endowed with the natural norm

‖σ‖Wn(Ω,div) = ‖σ‖L∞(Ω,Ens ) + ‖divσ‖Ln(Ω,Rn)

(cf. [36, Chapter 2, Section 7] and [5]). The distribution σ : ε(u), where
σ ∈Wn(Ω, div), u ∈ BD(Ω), defined for every ϕ1 ∈ C∞c (Ω) by

(3.8) 〈σ : ε(u), ϕ1〉D′×D = −
�

Ω

(divσ) · uϕ1 dx−
�

Ω

σ : (u⊗ gradϕ1) dx,

is a bounded measure on Ω, and it is absolutely continuous with respect to
|ε(u)| (see [36]).

Assumption 1. Let Ω ⊂⊂ Ω1 be bounded open connected sets of class
C1 in Rn.

Theorem 2 (cf. [36]). There exists a continuous, linear, surjective, open
map βB from [Wn(Ω, div), ‖ · ‖Wn(Ω,div)] onto [L∞(FrΩ,Rn), ‖ · ‖L∞ ] such
that for every σ ∈ C(Ω, Ens ), βB(σ) = σ|FrΩ · ν, where ν denotes the
exterior unit vector normal to FrΩ. Furthermore, for all u ∈ BD(Ω) and
all σ ∈Wn(Ω, div), the following Green formula holds:

(3.9)
�

Ω

σ : ε(u) +
�

Ω

(divσ) · u dx =
�

FrΩ

βB(σ) · γB(u) ds.

In this paper, the Lebesgue and the Hausdorff measures on Ω and FrΩ
are denoted by dx and ds, respectively. Let Γ0 and Γ1 (Γ1 = Γ 1) be Borel
subsets of FrΩ such that Γ0 ∩ Γ1 = ∅ and ds(FrΩ − (Γ0 ∪ Γ1)) = 0.

We will consider an elastic-perfectly plastic body, occupying the given
set Ω. Moreover, let K : Ω → 2Ens be a multifunction such that the set K(x)
denotes the elasticity convex domain at the point x ∈ Ω.

Assumption 2 (cf. [5]). K(x) is a convex closed subset of Ens (for all
x ∈ Ω) and the following conditions hold:

(i) if z(x) ∈ K(x) for dx-almost every (dx-a.e.) x ∈ Ω, z ∈ C(Ω,Ens )
and z|intΩ ∈Wn(Ω, div), then z(y) ∈ K(y) for every y ∈ Ω;

(ii) for every y ∈ Ω and every w ∈ K(y) there exists z ∈ C(Ω,Ens )
such that z|intΩ ∈ Wn(Ω, div), z(y) = w and z(x) ∈ K(x) for every
x ∈ Ω.

Conditions (i) and (ii) are equivalent to the condition that for every
y ∈ Ω,

(3.10) K(y) = {z(y) | z ∈ C(Ω,Ens ), z|intΩ ∈Wn(Ω, div),

z(x) ∈ K(x) for dx-a.e. x ∈ Ω}.

Definition 1. A function j∗ : Ω × Ens → R ∪ {+∞} is called a convex
normal integrand if
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(i) the function Ens 3 w∗ 7→ j∗(x,w∗) is convex and l.s.c. for dx-a.e.
x ∈ Ω;

(ii) there exists a Borel function j̃∗ : Ω × Ens → R ∪ {+∞} such that
j̃∗(x, ·) = j∗(x, ·) for dx-a.e. x ∈ Ω (cf. [17, Chapter 8, p. 232]).

Moreover, let the following equality hold:

(3.11) {w∗ ∈ Ens | j∗(x,w∗) < +∞} = K(x) for dx-a.e. x ∈ Ω.

We define

(3.12) j(x,w) ≡ j∗∗(x,w) ≡ sup{w : w∗ − j∗(x,w∗) | w∗ ∈ Ens }

for dx-a.e. x ∈ Ω and for all w ∈ Ens . The function j is a convex normal
integrand (cf. [17, Chapter 8, Proposition 1.2]). Define j∞ : Ω × Ens →
R ∪ {+∞} by

(3.13) j∞(x,w) ≡ sup{w : w∗ − IK(x)(w
∗) | w∗ ∈ Ens }

for all x ∈ Ω and w ∈ Ens .
Let f ∈ Ln(Ω,Rn) and g ∈ L∞(Γ1,Rn). In this paper, we consider the

following functional:

(3.14) BD(Ω) 3 u 7→ Fλ(u) +Gj(ε(u)),

where

(3.15) Fλ(u) ≡ −λL(u) + ICa(u0)(u), L(u) ≡
�

Ω

f · u dx+
�

Γ1

g · γB(u) ds,

and kinematically admissible displacement fields Ca(u0) are defined by

(3.16) Ca(u0) ≡ {u ∈ BD(Ω) | γB(u)|Γ0
= u0 on Γ0, u0 ∈ L1(Γ0,Rn)}.

The functional Gj : Mb(Ω,Ens )→ R ∪ {+∞} is given by the expression

(3.17) Gj(µ) ≡


�

Ω

j(x,µ) dx if µ ∈ L1(Ω,Ens ), i.e. µ is absolutely
continuous with respect to dx,

+∞ otherwise.

The formula (3.14) describes the total elastic-perfectly plastic energy of
a body occupying the given subset Ω of the space Rn. This body is sub-
jected to volume forces f ∈ Ln(Ω,Rn) and boundary forces g ∈ L∞(Γ1,Rn).
The constant 0 ≤ λ < +∞ is the load multiplier (see [36, Chapter 1,
Sec. 4]). The body is clamped on Γ0 (see [5] and [36]). The functional
(x, ε(u)(x)) 7→ j(x, ε(u)(x)) is the elastic-plastic potential, where x 7→ u(x)
is a displacement field. Moreover, (x,σ(x)) 7→ j∗(x,σ(x)) is the dual elastic-
plastic potential, where x 7→ σ(x) is a stress field.
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Let µ ∈ Mb(Ω,Ens ). We recall that |µ| is the total variation measure
associated with µ, i.e. for every µ-measurable subset Ω̃ of Ω,

(3.18) |µ|(Ω̃) = sup
ϕ

{ �
eΩ
ϕ : µ

∣∣∣ϕ ∈ C(Ω,Ens ), max
i,j
‖ϕij‖C(Ω) ≤ 1

}
.

Then ‖µ‖Mb(Ω) =
	
Ω |µ|. The density of µ with respect to |µ| will be denoted

by dµ/d|µ|. Let µ = µa(x)dx+µs be the Lebesgue decomposition of µ into
the absolutely continuous and singular parts with respect to dx.

4. The scheme of duality and the extremal relation in Hencky
plasticity. We consider the duality between the displacement formulation
(defined on BD) and the stress formulation of the variational problem in
Hencky plasticity. We present the basic results of the paper at the end of
this section. We consider the special case of the spaces Y and V below.

Let

V ≡ BD(Ω), Y ∗ ≡Wn(Ω, div).(4.1)

and

(4.2) Y = Y (Ω) ≡ span(ε(BD(Ω)), L1(Ω,Ens )) = {µ ∈Mb(Ω,Ens ) |
∃u ∈ BD(Ω) and ∃w ∈ L1(Ω,Ens ) such that µ = ε(u) + wdx}.

Definition 2. Let µ ∈ Y and σ ∈ Y ∗ = Wn(Ω, div). Moreover, let
µ = ε(u) + wdx, where u ∈ BD(Ω) and w ∈ L1(Ω,Ens ). Then the measure
σ : µ is defined by the formula σ : µ = σ : ε(u) + σ : wdx, where σ : ε(u)
is given by (3.8).

Proposition 3. Let µ ∈ Y and σ ∈ Y ∗. Moreover, let µ = ε(u) +
wdx = ε(u1) + w1dx, where u,u1 ∈ BD(Ω) and w,w1 ∈ L1(Ω,Ens ). Then
σ : ε(u) + σ : w dx = σ : ε(u1) + σ : w1dx in the sense of equality of
measures.

The space Wn(Ω, div) is endowed with the topology σ(Wn(Ω, div),
Y (Ω)). Then Y (Ω) is dual to Wn(Ω, div), i.e., [Wn(Ω, div), σ(Wn(Ω, div),
Y (Ω))]∗=Y (Ω) (see [15, Theorem V.3.9]). We say that a sequence {σk}k∈N
⊂Wn(Ω, div) converges to σ0 ∈Wn(Ω, div) in the topology σ(Wn(Ω, div),
Y (Ω)) if

(4.3)
�

Ω

σk : w→
�

Ω

σ0 : w =〈w,σ0〉Y×Wn(Ω,div), ∀w ∈ Y (Ω),

as k → +∞. The space Y (Ω) is endowed with the topology σ(Y (Ω),Wn(Ω,
div)). We say that a sequence {wk}k∈N ⊂ Y (Ω) converges to w0 ∈ Y (Ω) in
σ(Y (Ω),Wn(Ω, div)) if

	
Ω σ : wk →

	
Ω σ : w0 for all σ ∈Wn(Ω, div)).
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Let V ∗ denote the space dual to BD(Ω):

(4.4) V ∗(Ω) = V ∗ ≡ {(u∗,ϕ∗) ∈ Ln(Ω,Rn)× L∞(FrΩ,Rn)},

where the duality between BD(Ω) and V ∗(Ω) is given by

(4.5) 〈u, (u∗,ϕ∗)〉BD×V ∗ ≡
�

FrΩ

ϕ∗ · γB(u) ds−
�

Ω

u∗ · u dx.

The space BD(Ω) is endowed with the topology σ(BD(Ω), V ∗(Ω)). More-
over, let V ∗(Ω) be endowed with the topology σ(V ∗(Ω), BD(Ω)). The lin-
ear operator ε : [BD, σ(BD,V ∗)]→ [Y, σ(Y,Wn(Ω, div))] is continuous (see
(3.9)). Then the explicit form of ε∗ : Wn(Ω, div) → V ∗ is

〈ε(u),σ〉Y×Y ∗ =
�

FrΩ

βB(σ)γB(u) ds−
�

Ω

(divσ)u dx(4.6)

= 〈u, ε∗(σ)〉V×V ∗ ,

i.e. ε∗(σ) = (divσ,βB(σ)).
In this paper we consider the original relaxed problem

(4.7) (RPλ,j) find inf{Fλ,R(u) +Gj(ε(u)) | u ∈ BD(Ω)},

where Fλ,R : BD(Ω)→ R ∪ {+∞} is defined by
(4.8)
Fλ,R(u) ≡ −λ

( �

Ω

f ·udx+
�

Γ1

g · γB(u) ds
)

+
�

Γ0

j∞(x, (u0− γB(u))⊗s ν) ds.

Here, j∞ is the relaxation of the Dirichlet boundary condition on Γ0. The
elastic-plastic potential Gj is given by the formula (3.17).

Proposition 4. The dual potential G∗j : Wn(Ω, div) → R ∪ {+∞} de-
fined by

(4.9) G∗j (σ) ≡ sup
{ �
Ω

σ : µ−Gj(µ)
∣∣∣µ ∈ Y (Ω)

}
satisfies G∗j (σ) =

	
Ω j
∗(x,σ) dx for every σ ∈Wn(Ω, div).

Proof. By (3.17) and [34, Theorem 3A and Proposition 2M], we have

(4.10) G∗j (σ) ≡ sup
{ �
Ω

[σ : w − j(x,w)] dx
∣∣∣w ∈ L1

}
=

�

Ω

j∗(x,σ) dx.

Definition 3. Define the bidual potential G∗∗j : Y (Ω)→ R ∪ {+∞} by

(4.11) G∗∗j (w) ≡ sup
{ �
Ω

σ : w −G∗j (σ)
∣∣∣σ ∈Wn(Ω, div)

}
for every w ∈ Y (Ω).
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Theorem 5. The bidual potential G∗∗j satisfies

(4.12) G∗∗j (ε(u)) =
�

Ω

j(x, ε(u)a) dx+
�

Ω

j∞

(
x,
d(ε(u)s)
d|ε(u)s|

)
d|ε(u)s|

for every u ∈ BD(Ω), where ε(u)a is the absolutely continuous part and
ε(u)s the singular part of ε(u) with respect to dx.

The component
	
Ω j∞(d(ε(u)s)/d|ε(u)s|) d|ε(u)s| characterizes disconti-

nuities of the field of displacements.

Proposition 6. Let Fλ,R be given by (4.8); then the dual functional
(Fλ,R)∗ : V ∗(Ω)→ R ∪ {+∞}, defined by

(Fλ,R)∗(−ε∗(σ)) ≡ sup{〈u,−ε∗(σ)〉BD×V ∗ − Fλ,R(u) | u ∈ BD(Ω)},
satisfies

(4.13) (Fλ,R)∗(−ε∗(σ)) =



−
�

Γ0

βB(σ) · u0 ds if divσ = −λf in Ω,

βB(σ) = λg on Γ1 and
βB(σ)(x) ∈ K(x) · ν(x)
for ds-a.e. x ∈ Γ0,

+∞ otherwise
for every σ ∈Wn(Ω, div) (cf. (4.5), (4.6)).

In the above case −
	
Γ0
βB(σ) · u0 ds is the work on Γ0, where u0 is the

displacement field forced on the boundary Γ0.

Proposition 7. The bidual functional (Fλ,R)∗∗ : BD(Ω)→ R ∪ {+∞}
defined by
(4.14)
(Fλ,R)∗∗(u) ≡ sup{〈u, (u∗,ϕ∗)〉BD×V ∗ − (Fλ,R)∗(u∗,ϕ∗) | (u∗,ϕ∗) ∈ V ∗},

where (Fλ,R)∗(u∗,ϕ∗) ≡ sup{〈u, (u∗,ϕ∗)〉BD×V ∗ − Fλ,R(u) | u ∈ BD(Ω)},
satisfies the equality (Fλ,R)∗∗(u) = Fλ,R(u) for every u ∈ BD(Ω) (cf. (4.8)).

Theorem 8. The dual relaxed problem (RP ∗λ,j) is

(4.15) find sup{−(Fλ,R)∗(−ε∗(σ))−G∗j (σ) | σ ∈Wn(Ω, div)}
(cf. Propositions 4, 6 and Section 2).

Theorem 9. The bidual relaxed problem (RP ∗∗λ,j) is

(4.16) find inf{(Fλ,R)∗∗(u) +G∗∗j (ε(u)) | u ∈ BD(Ω)}
(cf. Theorem 5, Proposition 7, formula (4.8) and Section 2).

A maximizer of (RP ∗λ,j) is a solution of the stress problem. Similarly, a
minimizer of (RP ∗∗λ,j) is a solution of the displacement problem.

Due to [17, Chapter 3] we have (RP ∗∗∗λ,j ) = (RP ∗λ,j).
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5. Additional assumptions and supplementary information. In
this section we state the remaining mathematical assumptions. Moreover, we
formulate the essential definitions and properties of the spaces considered.
We begin by formulating Assumptions 3 and 4.

Assumption 3. There exist k > 0 and r1 > 0 such that

(5.1) 0 ≤ j∗(x,w∗) ≤ k, ∀w∗ ∈ BEns (0, r1), for dx-a.e. x ∈ Ω,
and j∗ is nonnegative on Ω × Ens . Moreover, for every r̂ > 0 there exists cbr
such that

(5.2) sup
{ �
Ω

j∗(x, z∗) dx
∣∣∣ z∗ ∈ L∞(Ω,Ens ), ‖z∗‖L∞ < r̂

and z∗(x) ∈ K(x) for dx-a.e. x ∈ Ω
}
< cbr < +∞.

That is, the dual elastic potential z∗ 7→
	
Ω j
∗(x, z∗) dx is finite for every

z∗ ∈ L∞(Ω,Ens ) such that z∗ is an admissible stress field. From (3.11) and
(5.1) we get BEns (0, r1) ⊂ K(x) for dx-a.e. x ∈ Ω.

Definition 4 (see [20]). A Borel set C ⊆ Rn is called a Caccioppoli set
if

(5.3) sup
{�
C

(div f̃) dx
∣∣∣ f̃ ∈ C1

0 (Ω2,Rn), ‖f̃(x)‖Rn ≤ 1 ∀x ∈ Ω2

}
< +∞

for all bounded open subsets Ω2 of Rn.

That is, the Hausdorff measure of the set Fr C is finite (cf. (3.9)).

Assumption 4. Let Γ1 = FrΩ ∩ C, where C = cl int C ⊂ Ω1 is a closed
Caccioppoli set and ds(FrΩ ∩ Fr C) = 0.

Proposition 10 (see [36, p. 255]). If u ∈ BD(Ω1), then

(5.4) ε(u) = ε(u)|Ω + ε(u)|Ω1−Ω + (γOB(u)− γIB(u))⊗s ν ds,

where the inner trace γIB : BD(Ω) → L1(FrΩ,Rn) and outer trace γOB :
BD(Ω1 − Ω) → L1(FrΩ,Rn) are given by the formulae γIB(u) = u|FrΩ

for u ∈ BD(Ω) ∩ C(Ω,Rn), and γOB(u) = u|FrΩ for u ∈ BD(Ω1 − Ω) ∩
C(Ω1 − Ω,Rn), respectively, and where ⊗s denotes the symmetric tensor
product: (p⊗s ν)ij ≡ (piνj + pjνi)/2.

Lemma 11 (cf. [8, Lemma 5], [5, Lemma 4.18] and [2, Theorem 3.1]).
If there exists a closed Caccioppoli set C ⊂ Ω1 (C = cl int C) such that
Γ2 = FrΩ ∩ C, with ds(FrΩ ∩ Fr C) = 0, then for all u ∈ BD(Ω1) and all
σ ∈Wn(Ω1,div),

(5.5)
�

Γ2

βB(σ|Ω) · (γOB(u)− γIB(u)) ds =
�

Γ2

σ : [(γOB(u)− γIB(u))⊗s ν] ds,

where we denote σ : ε(u)|FrΩ by σ : [(γOB(u)− γIB(u))⊗s ν] ds.
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Remark 1 (see [5, Lemma 2.13]). For each σ ∈Wn(Ω, div) there exists
σ1 ∈Wn(Ω1, div) such that σ1|Ω = σ.

It is easy to obtain the following inequalities. By the formula (5.1), we
have

(5.6) cnr1‖w‖Ens − k ≤ j(x,w) for dx-a.e. x ∈ Ω,
where the positive constant cn depends only on the dimension of Ens . By
Appendix A and [17, Chapter 8, Proposition 1.2], j∞ is a convex normal
integrand. Because of (3.11) and (5.1), we have, for all x ∈ Ω,

(5.7) cnr1‖w‖Ens ≤ j∞(x,w).

The following example confirms the fact that the multifunction K which
satisfies Assumption 2 describes a composite material with a fluctuating
plastic yield condition.

Example. We define a multifunction KA on ΩA = BRn(0, RA), valued
in Ens , by

KA(x1, . . . , xn) =
{
BEns (0, R2) if x1 ≤ 0,
BEns (0, R3) if x1 > 0,

where 0 < R2 < R3 < +∞. We show that KA satisfies Assumption 2, where
K is replaced by KA and Ω is replaced by ΩA. Indeed, for every δ > 0 there
exists a smooth function hδ : R→ [1, R3/R2] such that hδ(x) = 1 for x ≤ 0,
hδ(x) = R3/R2 for x ≥ δ and hδ(x) ∈ [1, R3/R2] for x ∈ (0, δ). Then

KA(x1, . . . , xn)={(y1, . . . , yn2)hδ(x1)|(y1, . . . , yn2) ∈ BEns (0, R2), δ∈(0, 1)}.
Definition 5 (see [36] and [18, Chapter 1, Sec. 6]). A net {uδ}δ ∈D ⊂

BD(Ω) converges to u0 (in the topology (5.8)–(5.9)) if and only if

(5.8) uδ → u0 in ‖ · ‖Lp(Ω,Rn) for each p such that 1≤p<q=n/(n−1)

and weakly in Lq(Ω,Rn); if n = 1 then q =∞,

(5.9) ε(uδ)→ ε(u0) weak∗ in Mb(Ω,Ens ).

Proposition 12 (cf. [5] and [8, Proposition 2]). The weak∗ BD(Ω)
topology and the topology (5.8)–(5.9) are equivalent on bounded subsets of
BD(Ω).

The injection of [BD(Ω), weak∗] into [Lp(Ω,Rn), weak topology] is con-
tinuous on bounded subsets of BD(Ω), where 1 ≤ p ≤ q = n/(n − 1); if
n = 1 then q =∞.

For completeness we provide the following proof:

Proof of Proposition 3. By [36, Chapter 2, Lemma 7.1] there exists a
sequence {σm}m∈N ⊂ C∞(Ω,Ens ) such that

(5.10) σm → σ in ‖·‖Lp(Ω,Ens ) (n < p <∞) and divσm → divσ in ‖·‖Ln .
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By (3.8) we have

(5.11)
�

Ω

[(divσm) · uϕ+ σm : (u⊗∇ϕ)] dx =
�

Ω

(divσm) · (u− u1)ϕdx

+
�

Ω

σm : ((u− u1)⊗∇ϕ) dx+
�

Ω

[(divσm) · u1ϕ+ σm : (u1 ⊗∇ϕ)] dx

for every ϕ∈C∞0 (Ω). Since u,u1 ∈ BD(Ω), we have u,u1 ∈ Ln/(n−1)(Ω,Rn)
(see [36, Chapter 2, Theorem 2.2]). Therefore, (5.11) holds with σm replaced
by σ (cf. (3.8)), and we obtain the conclusion.

6. The auxiliary scheme of duality. In this section we define an aux-
iliary duality between the displacement formulation and the stress formula-
tion of the variational problem in Hencky plasticity (cf. Section 2). We prove,
similarly to [38], the existence theorem for the stress problem (see Theorem
14 for an elastic-perfectly plastic solid, made of a non-homogeneous Hencky
material) where the following condition is fulfilled:

(6.1) ∃r2 > 0, ∀x ∈ Ω K(x) ⊂ BEns (0, r2).

Let

(6.2) Ṽ ≡ [LD(Ω), ‖ · ‖LD], Ỹ ≡ [L1(Ω,Ens ), ‖ · ‖L1(Ω,Ens )]

(cf. Section 2). Moreover, let

(6.3) Ṽ ∗ = LD∗(Ω) = [LD(Ω), ‖ · ‖LD]∗, Ỹ ∗ = [L∞(Ω,Ens ), σ(L∞, L1)].

The linear operator ε : LD(Ω) → L1(Ω,Ens ) = Ỹ is continuous (cf. (3.1)).
Below, the following functional is considered:

(6.4) LD(Ω) 3 u 7→ Fλ,1(u) +G1,j(ε(u)),

where Fλ,1(u) = Fλ(u) for every u ∈ LD(Ω) and G1,j(ε(u)) = Gj(ε(u))
for every u ∈ LD(Ω) (cf. (3.15) and (3.17)). Let γB(u0) = u0 on Γ0 where
u0 ∈ LD(Ω) (see [36, Chapter 2, Theorem 1.1]).

Lemma 13 (cf. [38] and [36, Chapter 1, Lemma 2.2]). The dual problem
to

(6.5) (Pλ,j) find inf{Fλ,1(u) +G1,j(ε(u)) | u ∈ LD(Ω)},

is

(6.6) (P ∗λ,j) find sup{−(Fλ,1)∗(−ε∗(σ))−G∗1,j(σ) | σ ∈ L∞(Ω,Ens )},
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where

(Fλ,1)∗(−ε∗(σ)) =


−

�

Γ0

βB(σ) · u0 ds if divσ = −λf in Ω,

and βB(σ) = λg on Γ1,

+∞ otherwise,

(6.7)

G∗1,j(σ) =
�

Ω

j∗(x,σ) dx.(6.8)

The trace βB(σ) on FrΩ exists, since divσ = −λf ∈ Ln(Ω,Rn) (cf. Theo-
rem 2).

Proof. (i) First we prove (6.8). Because of (3.12), the function j is a
convex normal integrand. By [34, Theorem 3A and Proposition 2M] we get
(6.8), since L1(Ω,Ens ) is a decomposable space and j(x,0) ≤ 0 for dx-a.e.
x ∈ Ω (j∗ is a nonnegative function).

(ii) We apply Lemma 2.1 of [36, Chapter 1] with v0 = u0 ∈ Ṽ = LD(Ω),

(6.9) 〈v∗0,u〉LD∗×LD = −λ
( �
Ω

f · u dx+
�

Γ1

g · γB(u) ds
)
, ∀u ∈ LD(Ω),

and where B is the set of u in LD(Ω) such that γB(u) vanishes on Γ0. We
deduce from the lemma that (Fλ,1)∗(−ε∗(σ)) is equal to

(6.10) Qu0(σ) ≡ 〈−ε∗(σ),u0〉LD∗×LD + λ
( �
Ω

f · u0 dx+
�

Γ1

g · γB(u0) ds
)

if Qu(σ) = 0 for every u ∈ B, and to +∞ if Qu1(σ) 6= 0 for some u1 ∈ B.
Below we consider σ ∈ L∞(Ω,Ens ) such that Qu(σ) = 0 for every u ∈ B.
In Qu(σ) we replace u by û ∈ LD0 ≡ {u ∈ LD(Ω) | γB(u) = 0 on FrΩ};
then

〈−σ, ε(û)〉L∞×L1 + λ
�

Ω

f · û dx = 0, ∀û ∈ LD0(Ω),(6.11)

〈−ε∗(σ), û〉LD∗×LD + λ
�

Ω

f · û dx = 〈λf − ε∗(σ), û〉LD∗×LD = 0(6.12)

for every û ∈ LD0(Ω). By (3.9) and (6.11),
	
Ω(λf + divσ) · û dx = 0 for

every û ∈ C∞0 (Ω,Rn) (cf. [5, formula (4.17)]) or in other words λf = −divσ
in the sense of distributions on Ω. The trace βB(σ) on FrΩ exists, because
div(σ) = −λf ∈ Ln(Ω,Rn) (see Theorem 2). By the equality Qu(σ) = 0 for
every u ∈ B, and by (3.9), we have

(6.13) 0 =
�

Ω

(λf + divσ) · u dx+
�

Γ1

(λg − βB(σ)) · γB(u) ds, ∀u ∈ B,
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because for every u ∈ B, γB(u) = 0 on Γ0. Therefore,

(6.14) 0 = −
�

Γ1

βB(σ) · γB(u) ds+ λ
�

Γ1

g · γB(u) ds, ∀u ∈ B,

since divσ = −λf . The trace γB is a function onto L1(FrΩ,Rn), so βB(σ) =
λg on Γ1. By (6.10) and (3.9) we obtain

(6.15) (Fλ,1)∗(−ε∗(σ))

= 〈−σ, ε(u0)〉L∞×L1 + λ
( �
Ω

f · u0 dx+
�

Γ1

g · γB(u0) ds
)

=
�

Ω

(λf + divσ) · u0 dx−
�

FrΩ

βB(σ) · γB(u0) ds+ λ
�

Γ1

g · γB(u0) ds

= −
�

Γ0

βB(σ) · γB(u0) ds,

where divσ = −λf in Ω and βB(σ) = λg on Γ1.

Theorem 14 (see [38] and [36]). Suppose inf(Pλ,j) is finite. Moreover,
assume that inclusion (6.1) holds. Then inf(Pλ,j) = sup(P ∗λ,j) and (P ∗λ,j) has
at least one solution σ0 ∈Wn(Ω, div), where (P ∗λ,j) is defined by (6.6), (6.7)
and (6.8).

Proof. The function

(6.16) L1(Ω,Ens ) 3 p 7→ G1,j(ε(u) + p) ∈ R ∪ {+∞}
is l.s.c. in the topology σ(L1(Ω,Ens ), L∞(Ω,Ens )), where u ∈ LD(Ω). Indeed,
by (6.8) and [34, Theorem 3A and Proposition 2M], we get

G∗∗1,j(p) ≡ sup
{ �
Ω

p : σ dx−
�

Ω

j∗(x,σ) dx
∣∣∣σ ∈ L∞(Ω,Ens )

}
(6.17)

=
�

Ω

j(x,p) dx, ∀p ∈ L1(Ω,Ens ),

since j∗∗ = j (cf. (3.17)). By the Mazur Lemma the function (6.16) is l.s.c.
in the norm ‖ · ‖L1 , because the epigraph of (6.16) is closed in the norm
R × L1(Ω,Ens ) 3 (z,p) 7→ |z| + ‖p‖L1(Ω,Ens ). By (6.1) we have j(x,w) =
j∗∗(x,w) ≤ cnr2‖w‖Ens for every w ∈ Ens and for dx-a.e. x ∈ Ω, where the
positive constant cn depends only on the dimension of Ens . Then domG1,j =
L1(Ω,Ens ). By [17, Chapter 1, Corollary 2.5], the function (6.16) is contin-
uous over the entire space [L1(Ω,Ens ), ‖ · ‖L1 ]. By [17, Chapter 3, Theorem
4.1] the proof is complete.

7. Proofs of basic results. We consider the duality between the dis-
placement formulation and the stress formulation, defined in (4.7) and (4.15).
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Let us recall that the original relaxed problem (RPλ,j) is defined in
(4.7). The elastic-plastic potential Gj is given by (3.17). Moreover, the dual
potential G∗j and the bidual potential G∗∗j are defined in (4.9) and (4.11).

Below we derive an explicit integral representation of G∗∗j (see Theo-
rem 5). An explicit form of G∗j is given in Proposition 4. We denote by
ε(BD)(Ω) the set {µ ∈Mb(Ω,Ens ) | ∃u ∈ BD(Ω), ε(u) = µ}.

Definition 6. We define

Wn
0 (Ω, div) ≡ {σ ∈Wn(Ω, div) |βB(σ) = 0 on FrΩ},(7.1)

Ccdiv(Ω,Ens ) ≡ Cc(Ω,Ens ) ∩Wn
0 (Ω, div).(7.2)

We define auxiliary functionals:

G∗(σ) ≡ sup
{ �
Ω

σ : µ−Gj(µ)
∣∣∣µ ∈ ε(BD)(Ω)

}
∀σ ∈Wn

0 (Ω, div),(7.3)

G∗∗(ε(u)) ≡ sup
{ �
Ω

σ : ε(u)−G∗(σ)
∣∣∣σ ∈Wn

0 (Ω, div)
}
∀u ∈ BD(Ω).

(7.4)

Moreover, we define

G#
1 (σ) ≡ sup

{ �
Ω

σ : wdx −Gj(w)
∣∣∣w ∈ L1(Ω,Ens )

}
∀σ ∈ Ccdiv(Ω,Ens ),

(7.5)

G##
1 (ε(u)) ≡ sup

{ �
Ω

σ : ε(u)−G#
1 (σ)

∣∣∣σ ∈ Ccdiv(Ω,Ens )
}
∀u ∈ BD(Ω),

(7.6)

G#(σ) ≡ sup
{ �
Ω

σ : wdx −Gj(w)
∣∣∣w ∈ ε(LD(Ω))

}
∀σ ∈ Ccdiv(Ω,Ens ),

(7.7)

G##(ε(u)) ≡ sup
{ �
Ω

σ : ε(u)−G#(σ)
∣∣∣σ ∈ Ccdiv(Ω,Ens )

}
∀u ∈ BD(Ω).

(7.8)

Remark 2. The definition of spaces placed in duality requires that for
every σ ∈ Wn

0 (Ω, div), σ 6= 0, there exist M = ε(u) ∈ ε(BD) such that	
Ω σ : M =

	
Ω σ : ε(u) 6= 0. But for every σ ∈ Wn

0 (Ω, div) such that
divσ = 0 in Ω, and for every M = ε(u) ∈ ε(BD)(Ω),

(7.9)
�

Ω

σ : ε(u) = −
�

Ω

(divσ) · u dx+
�

FrΩ

βB(σ) · γIB(u) ds = 0

(see (3.9), (5.5) and [19]). Therefore, the definition of the duality should be
given between the spaces ε(BD)(Ω) and

(7.10) Wn
0 (Ω, div)/{σ ∈Wn

0 (Ω, div) | divσ = 0 in Ω}
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or

(7.11) Ccdiv(Ω,Ens )/{σ ∈ Ccdiv(Ω,Ens ) | divσ = 0 in Ω}.
For simplicity of proofs, we consider here only the pairs of spaces (ε(BD)(Ω),
Wn

0 (Ω, div)) and (ε(BD)(Ω), Ccdiv(Ω,Ens )). Here (7.10) and (7.11) are the
sets of equivalence classes for the relation div(σ1 − σ2) = 0.

We say that the net {σk}k∈K ⊂ Ccdiv(Ω,Ens ) converges to σ0 in the
topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )) if

	
Ω σk : w dx →

	
Ω σ0 : w dx for all

w ∈ L1(Ω,Ens ).

Lemma 15. Let f1 : Ccdiv(Ω,Ens ) → R be a linear functional, contin-
uous in the topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )), such that for every σs ∈
Ccdiv(Ω,Ens ) with divσs = 0 in Ω, we have f1(σs) = 0. Then there exists
û1 ∈ LD(Ω) such that

(7.12) f1(σ) =
�

Ω

σ : ε(û1) dx ∀σ ∈ Ccdiv(Ω,Ens ).

Proof. Since f1 is continuous in the topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )),
by Theorem V.3.9 of [15] there exists m ∈ L1(Ω,Ens ) such that f1(σ) =	
Ω σ : m dx for all σ ∈ Ccdiv(Ω,Ens ). For every σs ∈ Ccdiv(Ω,Ens ) such that

divσs = 0 in Ω, we have f1(σs) =
	
Ω σs : m dx = 0. Then by [29] and

Theorem 1.3 of [36, Chapter 2] there exists û1 ∈ LD(Ω) such that (7.12)
holds (cf. Proposition 1.1 of [36, Chapter 2]).

Definition 7 (cf. [11]). A subset H0 of L0(Ω,Rm)µ1 is said to be
PCU-stable if, for any continuous partition of unity (α0, . . . , αd) such that
α0, . . . , αd ∈ C∞(Ω,R), and for every z0, . . . , zd ∈ H0, we have

∑d
i=0 αizi

∈ H0.

Lemma 16. We have

(7.13) G##
1 (ε(u)) =

�

Ω

j(x, ε(u)a) dx+
�

Ω

j∞

(
x,
d(ε(u)s)
d|ε(u)s|

)
d|ε(u)s|

for every u ∈ BD(Ω), where ε(u)a is the absolutely continuous part and
ε(u)s the singular part of ε(u) with respect to dx.

Proof. By Proposition 4, the proof of [11, Theorem 4′] and formulae
(3.10), (3.11), we obtain (7.13) for every u ∈ BD(Ω) (cf. [5, Step 1 of
Lemma 4.11]).

Let Q1 : Ccdiv(Ω,Ens )→ R ∪ {+∞} be defined by

(7.14) Q1(σ) = inf
σs
{G#

1 (σ + σs) | σs ∈ Ccdiv(Ω,Ens ) and divσs = 0 in Ω}.

Proposition 17. For every σ ∈ Ccdiv(Ω,Ens ) we have

(7.15) G#(σ) = clσ(Ccdiv,L
1)Q1(σ),
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where clσ(Ccdiv,L
1)Q1(σ) denotes the largest minorant less than Q1 and l.s.c.

in the topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )) (i.e., clσ(Ccdiv,L
1)Q1 is the l.s.c.

regularization of Q1 in σ(Ccdiv, L
1)).

Proof (see [7, Proposition 11]). Step 1. By Definition 6, G#(σ)≤G#
1 (σ)

for every σ ∈ Ccdiv(Ω,Ens ). Then Gj(ε(u)) ≥ G##(ε(u)) ≥ G##
1 (ε(u))

for every u ∈ BD(Ω). Therefore, by (7.13), Gj(ε(u)) = G##(ε(u)) =
G##

1 (ε(u)) for every u ∈ LD(Ω).

Step 2. By (3.9) we have

G#(σ) = sup
{
−
�

Ω

[(divσ)+(divσs)] · u dx−Gj(ε(u))
∣∣∣u∈LD(Ω)

}
(7.16)

= G#(σ + σs)

for every σ,σs ∈ Ccdiv(Ω,Ens ) with divσs = 0 in Ω.

Step 3. Suppose there exist σ1 ∈ Ccdiv(Ω,Ens ) and a constant δ0 > 0
such that

(7.17) G#(σ1) + δ0 < clσ(Ccdiv,L
1)Q1(σ1).

On account of Steps 1 and 2, it suffices to show that this assumption leads
to a contradiction.

The linear space M1 ≡ {σs ∈ Ccdiv(Ω,Ens ) | divσs = 0} is a closed
subspace of [Ccdiv(Ω,Ens ), σ(Ccdiv(Ω,Ens ), L1(Ω,Ens ))]. Indeed, by the Green
formula (3.9),

(7.18) M1 =
⋂

u∈LD(Ω)

{
σ ∈ Ccdiv(Ω,Ens )

∣∣∣
�

Ω

σ : ε(u) dx = −
�

Ω

(divσ) · u dx+
�

FrΩ

βB(σ) · γB(u) ds = 0
}
.

Step 4. Let Φ1 : [Ccdiv(Ω,Ens ), σ(Ccdiv, L
1)] → Ccdiv(Ω,Ens )/M1 be the

linear functional (the canonical homomorphism) such that M1 = kerΦ1 ≡
{σ ∈ Ccdiv(Ω,Ens ) | Φ1(σ) = 0}. Moreover, let Ccdiv(Ω,Ens )/M1 be endowed
with the strongest topology for which Φ1 is continuous. Since M1 is closed
in σ(Ccdiv, L

1), the set Ccdiv(Ω,Ens )/M1 is a Hausdorff topological space (cf.
[12, Chapter 1]). Therefore, the point (Φ1(σ1), G#(σ1) + δ0) is a closed
subspace of [Ccdiv(Ω,Ens )/M1]× R. The epigraph of σ 7→ clσ(Ccdiv,L

1)Q1(σ),
defined by
(7.19)

epi clσ(Ccdiv,L
1)Q1 = {(σ, a) ∈ Ccdiv(Ω,Ens )× R | clσ(Ccdiv,L

1)Q1(σ) ≤ a},

is convex. Then
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(7.20)
Â1≡{(σ̃, a)∈ [Ccdiv(Ω,Ens )/M1]×R | ∃σ, clσ(Ccdiv,L

1)Q1(σ) ≤ a, Φ1(σ)= σ̃}

is a convex set (cf. [12, Chapter 1]). Moreover Â1 is a closed subset of
[Ccdiv(Ω, Ens )/M1]×R, since for every σ ∈ Ccdiv(Ω,Ens ) and every σs ∈M1,
clσ(Ccdiv,L

1)Q1(σ) = clσ(Ccdiv,L
1)Q1(σ + σs). By the Hahn–Banach theorem,

there exists a closed affine hyperplane H which strictly separates Â1 and
(Φ1(σ1), G#(σ1) + δ0). Let

(7.21) H = {(σ̃, a) ∈ [Ccdiv(Ω,Ens )/M1]× R | f2(σ̃) + ba+ c2 = 0}

where b, c2 ∈ R and f2 : Ccdiv(Ω,Ens )/M1 → R is a continuous linear func-
tional such that for every (σ̃, a) ∈ Â1,

(7.22) f2(Φ1(σ1)) + b(G#(σ1) + δ0) + c2 < 0 < f2(σ̃) + ba+ c2.

Step 5. Now we consider the case b = 0. We obtain G#
1 (σ) ≥ 0 for every

σ ∈ Ccdiv(Ω, Ens ), since G#
1 (σ) =

	
Ω j
∗(x,σ) dx for every σ ∈ Ccdiv(Ω, Ens )

and j∗ is a non-negative function (cf. Proposition 4). Let

h ≡ |f2(Φ1(σ1)) + c2| > 0,(7.23)

d̂ ≡ max[1;G#(σ1) + δ0 − inf
σ
{G#

1 (σ) | σ ∈ Ccdiv(Ω,Ens )}](7.24)

and d ≡ h(2d̂)−1. Then the functional

(7.25) [Ccdiv(Ω,Ens )/M1]×R 3 (σ̃, a) 7→ f2(σ̃)+d(a+ d̂−G#(σ1)−δ0)+c2

strictly separates Â1 and (Φ1(σ1), G#(σ1) + δ0).

Step 6. By (7.22) and (7.25) there exist a continuous linear functional
f3 : Ccdiv(Ω,Ens )/M1 → R and c3 ∈ R such that

(7.26) f3(Φ1(σ1)) + c3 > G#(σ1) + δ0 and f3(σ̃) + c3 < a

for all (σ̃, a) ∈ Â1. Therefore, the affine functional σ 7→ f4(σ) + c3 defined
by f4(σ) = f3(Φ1(σ)) strictly separates epi clσ(Ccdiv,L

1)Q1 and

(7.27) {(σ, a) ∈ Ccdiv(Ω,Ens )× R | σ ∈M1 + {σ1}, a = G#(σ1) + δ0}.

Moreover, M1 ⊂ ker f4. Since Φ1 is continuous in the topology σ(Ccdiv, L
1)

and f3 is continuous on Ccdiv(Ω,Ens )/M1 it follows that f4 = f3 ◦ Φ1 is
continuous in the topology σ(Ccdiv, L

1) over the space Ccdiv(Ω,Ens ).

Step 7. Lemma 15 yields û1 ∈ LD(Ω) such that f4(σ) =
	
Ω σ : ε(û1) dx

for every σ ∈ Ccdiv(Ω,Ens ), because M1 ⊂ ker f4.

Step 8. The l.s.c. regularization of G#
1 in the topology σ(Ccdiv(Ω,Ens ),

ε(LD(Ω))), denoted by clσ(Ccdiv,ε(LD))G
#
1 , is given by



280 J. L. Bojarski

(7.28) clσ(Ccdiv,ε(LD))G
#
1 (σ) = sup

{ �
Ω

σ : ε(u) dx−G##
1 (ε(u))

∣∣∣u ∈ LD}
= sup

{ �
Ω

σ : ε(u) dx−Gj(ε(u))
∣∣∣u ∈ LD} = G#(σ)

for every σ ∈ Ccdiv(Ω,Ens ), because Gj(ε(u)) = G##
1 (ε(u)) for every u ∈

LD(Ω) (see [17, p. 15], [5, (4.36)] and Step 1). By (7.26), (7.28) and Step 7
of the proof, we obtain a contradiction.

We say that a net {στ}τ∈T ⊂ Ccdiv(Ω,Ens ) converges to ε0 in the topology
σ(Ccdiv(Ω,Ens ), ε(BD(Ω))) if�

Ω

στ : ε(u)→
�

Ω

σ0 : ε(u) ∀u ∈ BD(Ω).(7.29)

Lemma 18. For every r̂ > 0, the topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )) is
stronger than σ(Ccdiv(Ω,Ens ), ε(BD(Ω))) over the set {σ ∈ Ccdiv(Ω,Ens ) |
‖divσ‖Ln(Ω,Rn) ≤ r̂}.

Proof. Let {στ}τ∈T ⊂ {σ ∈ Ccdiv(Ω,Ens ) | ‖divσ‖Ln(Ω,Rn) ≤ r̂} be a net
convergent to σ̂ ∈ Ccdiv(Ω,Ens ) in the topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )).
Then for every u ∈ LD(Ω),

	
Ω(στ − σ̂) : ε(u) dx → 0. By the Green

formula (3.9) we have
	
Ω div(στ − σ̂) · u dx → 0 for every u ∈ LD(Ω).

The set LD(Ω) is dense in [Ln/(n−1)(Ω,Rn), ‖ · ‖Ln/(n−1) ], since C1
c (Ω,Rn)

is dense in Ln/(n−1)(Ω,Rn). Then

(7.30)
�

Ω

div(στ − σ̂) ·w dx→ 0 ∀w ∈ Ln/(n−1)(Ω,Rn).

Indeed, let ŵ ∈ Ln/(n−1)(Ω,Rn) and let δ > 0. There exists a sequence
{ũm}m∈N⊂LD(Ω) such that ‖ũm−ŵ‖Ln/(n−1)→0. By the Hölder inequality∣∣∣ �

Ω

div(στ − σ̂) · ŵ dx
∣∣∣ ≤ ∣∣∣ �

Ω

div(στ − σ̂) · (ŵ − ũm) dx
∣∣∣(7.31)

+
∣∣∣ �
Ω

div(στ − σ̂) · ũm dx
∣∣∣

and ∣∣∣ �
Ω

div(στ−σ̂) · (ŵ−ũm) dx
∣∣∣ ≤ ‖div(στ − σ̂)‖Ln‖ŵ − ũm‖Ln/(n−1)(7.32)

≤ 2r̂‖ŵ−ũm‖Ln/(n−1) → 0 as m→∞.

There exists m0 ∈ N such that for all m̃ > m0, ‖ŵ − ũ em‖Ln/(n−1) ≤ δ/(4r̂).
Moreover, there exist m̂ > m0 and τ0 ∈ T such that for every τ̃ > τ0,

(7.33)
∣∣∣ �
Ω

div(σeτ − σ̂) · ũ bm dx∣∣∣ < δ/2

because limτ∈T
	
Ω div(στ − σ̂) · ũm dx = 0 for all m ∈ N.
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In view of (7.30),
	
Ω div(στ − σ̂) · u dx→ 0 for all u ∈ BD(Ω), because

BD(Ω) ⊂ Ln/(n−1)(Ω,Rn) (cf. [36, Chapter 2, Theorem 2.2]). By (3.9), the
net {στ}τ∈T converges to σ̂ in σ(Ccdiv(Ω,Ens ), ε(BD(Ω))).

Proposition 19. Let Ãt ≡ {σ ∈ Ccdiv(Ω,Ens ) | ‖divσ‖Ln(Ω,Rn) ≤ t}.
For every σ̂ ∈ Ccdiv(Ω,Ens ) and every t > ‖div σ̂‖Ln,

(7.34) G#(σ̂) = cl eAt Q1(σ̂)

where cl eAtQ1(·) is the l.s.c. regularization of σ 7→ Q1(σ) + I eAt(σ) in the
topology σ(Ccdiv(Ω,Ens ), L1(Ω,Ens )), and I eAt(·) is the indicator function

of Ãt.

Proof. Step 1. Suppose there exist σ1 ∈ Ccdiv(Ω,Ens ) and constants t,
δ0 > 0 such that t > ‖divσ1‖Ln and G#(σ1)+δ0 < cl eAt Q1(σ1). On account
of Steps 1 and 2 of the proof of Proposition 17, it suffices to show that this
assumption leads to a contradiction.

For every ε(u) ∈ ε(BD(Ω)) let

(7.35) G#t
1 (ε(u)) ≡ sup

{ �
Ω

σ : ε(u)−G#
1 (σ)

∣∣∣σ ∈ Ãt}
and

(7.36) G#

1‖ eAt(σ) ≡ G#
1 (σ) + I eAt(σ) ∀σ ∈ Ccdiv(Ω,Ens ).

For every σ ∈ Ccdiv(Ω,Ens ) let

(7.37) clσ(Ccdiv,ε(LD))G
#

1|| eAt(σ) = sup
{ �
Ω

σ : ε(u)−G#t
1 (ε(u))

∣∣∣u ∈ LD}.
Then for every t̂ > 0 such that ‖divσ1‖Ln < t̂ we have

(7.38) clσ(Ccdiv,ε(LD))G
#

1|| eAbt(σ1) = G#(σ1)

(cf. (7.28)). Indeed,

(7.39) sup
{ �
Ω

σ1 : ε(u)−G#t
1 (ε(u))

∣∣∣u ∈ LD(Ω)
}

= sup
{ �
Ω

σ1 : ε(u)−G##
1 (ε(u))

∣∣∣u ∈ LD(Ω)
}

if t > ‖divσ1‖Ln , since G#t
1 is the supremum over all affine mappings

ε(BD(Ω)) 3 ε(u) 7→
	
Ω σ : ε(u) + c(σ), such that c(σ) = −G#

1 (σ) and
σ ∈ Ãt (cf. (7.6)). By [8, proof of Proposition 13] and Proposition 17 the
proof is complete.

Proposition 20. For every u ∈ BD(Ω) we have

G##
1 (ε(u)) = G##(ε(u)).
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Proof. Suppose that there exist u1 ∈ BD(Ω) and δ1 > 0 such that

(7.40) G##(ε(u1)) > G##
1 (ε(u1)) + 4δ1.

On account of the proof of Proposition 17, it suffices to show that this
assumption leads to a contradiction. There exists σ2 ∈ Ccdiv(Ω,Ens ) such
that

(7.41) G##(ε(u1)) <
{ �

Ω

σ2 : ε(u1)−G#(σ2)
}

+ δ1

(cf. (7.8)). Therefore, by Lemma 18, Proposition 19, the Green formula (3.9)
and [8, (4.49)] there exists k0 > 0 such that

(7.42) G##(ε(u1)) <
{
−

�

Ω

(divσ2) · u1 dx− cl eAk0 Q1(σ2)
}

+ δ1

≤ sup
σ

sup
σs

{
−

�

Ω

(div(σ + σs)) · u1 dx−G#
1 (σ + σs)

∣∣∣σ,σs ∈ Ccdiv(Ω,Ens ),

divσs = 0 in Ω
}

+ δ1 = G##
1 (ε(u1)) + δ1.

By (7.40) we have a contradiction.

Lemma 21 ([5, Lemma 4.12]). The topology σ(ε(BD)(Ω), Wn
0 (Ω, div))

is equivalent to σ(ε(BD)(Ω), Ccdiv(Ω,Ens )) on ‖ · ‖Mb
-bounded sets from

ε(BD)(Ω).

Proof. We show that

(7.43) [cl‖·‖Mb Bε(BD)(0, r), σ(ε(BD)(Ω),Wn
0 (Ω, div))]

is a compact topological space. Let {wδ}δ∈D ⊂ ε(BD)(Ω) be a ‖ · ‖Mb(Ω,Ens )

-bounded net. Then by Proposition 2.3 of [36, Chapter 2] there exists a
‖ · ‖BD(Ω)-bounded net {uδ}δ∈D such that for every δ ∈ D, ε(uδ) = wδ.
Since BD(Ω) ⊂ Ln/(n−1)(Ω,Rn) (cf. [36, Theorem 2.2, Chapter 2]), we
deduce that there exist a finer net {uδα}α∈A ⊂ {uδ}δ∈D and a function u0 ∈
Ln/(n−1)(Ω,Rn) such that

(7.44)
�

Ω

σ : ε(uδα) = −
�

Ω

(divσ)uδα dx→ −
�

Ω

(divσ)u0 dx

for every σ ∈ Wn
0 (Ω, div) (see (3.9)). Moreover, there exist a finer net

{uδαβ }β∈B and µ0 ∈ Mb(Ω,Ens ) such that ε(uδαβ ) → µ0 in the topology
σ(Mb(Ω,Ens ), C0(Ω, Ens )). The symmetric distributional derivative ε(u0) of
u0 is equal to µ0. Thus u0 ∈ BD(Ω). Therefore, the topological space (7.43)
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is compact, since ‖ε(uδ)‖Mb(Ω,Ens ) ≤ r for every δ ∈ D and

(7.45) ‖ε(u0)‖Mb(Ω,Ens ) = sup
ϕ

{ �
Ω

ϕ : ε(u0)
∣∣∣ϕ ∈ Ccdiv(Ω,Ens ),

|ϕij(x)| ≤ 1 ∀i, j ∈ {1, . . . , n}, ∀x ∈ Ω
}

(cf. (3.3) and [36, Chapter 2, (2.1)]). The Hausdorff topology σ(ε(BD)(Ω),
Ccdiv(Ω,Ens )) is weaker than σ(ε(BD)(Ω), Wn

0 (Ω, div)). Therefore, these
topologies are equivalent on bounded sets in ε(BD) (see [18, Corollary
3.1.14]).

Note that the set cl‖·‖MbBε(BD)(Ω)(0, r) with the topology σ(ε(BD),
Wn(Ω, div)) is not compact (cf. [5, Lemma 4.12]). Indeed, if Ω = (0, 1)
and {wm}m∈N ⊂ ε(BD)(0, 1) such that wm is the Dirac delta at the point
xm = 1/m, then {wm}m∈N converges to δ0, where δ0 is the Dirac delta at 0.
But δ0 /∈ ε(BD)(0, 1), because 0 /∈ (0, 1). The sequence {wm}m∈N converges
to 0 ∈ ε(BD)(0, 1) in the topology σ(ε(BD)(0, 1), W 1

0 ((0, 1),div))). More-
over, 〈wm, 1(0,1)〉Y×W0((0,1),div) =

	1
0 1wm = 1 for every m ∈ N, where 1(0,1)

is the constant function equal to 1 on the interval (0, 1).

Theorem 22 (cf. Theorem 4.14 of [5]). G##(ε(u)) = G##
1 (ε(u)) =

G∗∗(ε(u)) for every u ∈ BD(Ω).

Proof. The function G∗∗ is the l.s.c. regularization of Gj|ε(BD) in the
topology σ(ε(BD),Wn

0 (Ω, div)). Moreover, if ‖zm‖L1 → +∞, then Gj(zm)
→ +∞ (cf. (5.6)). Therefore, by (7.3), (7.4), (7.7), (7.8) and Lemma 21, we
find G## = G∗∗.

Proposition 23. We have, for every u ∈ BD(Ω) (cf. (4.9)),

G̃(ε(u)) ≡ sup
σ

{ �
Ω

σ : ε(u)−G∗j (σ)
∣∣∣σ ∈Wn

0 (Ω, div)
}

(7.46)

=
�

Ω

j(x, ε(u)a) dx+
�

Ω

j∞

(
x,
d(ε(u)s)
d|ε(u)s|

)
d|ε(u)s|.

Proof. Step 1. We have G∗j (σ) ≥ G∗(σ) for every σ ∈ Wn
0 (Ω, div),

since in the definition of G∗j we take the supremum over a larger domain
(see (4.2), (4.9) and (7.3)). Then G̃ ≤ G∗∗ (i.e., G̃(ε(u)) ≤ G∗∗(ε(u)) for
every u ∈ BD(Ω)); see also Lemma 16 and Theorem 22.

Step 2. Define Ĝj : ε(BD)(Ω)→ R ∪ {+∞} by

(7.47) Ĝj(ε(u)) ≡ sup
{ �
Ω

σ : ε(u)−
�

Ω

j∗(x,σ) dx
∣∣∣σ ∈ Ccdiv(Ω,Ens )

}
.

By Proposition 4, we have Ĝj ≤ G̃, since Ccdiv ⊂ Wn
0 (Ω, div). Since Ccdiv is
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PCU-stable (cf. Definition 7), by [11, Theorems 1 and 4] we get

Ĝj(ε(u)) ≡ sup
{ �
Ω

σ : ε(u)a dx−
�

Ω

j∗(x,σ) dx+
�

Ω

σ : ε(u)s
∣∣∣(7.48)

σ ∈ Ccdiv,σ(x) ∈ K(x), ∀x ∈ Ω
}

= sup
{ �

Ω

[σ : ε(u)a − j∗(x,σ)] dx

+
�

Ω

[
σ :

d(ε(u)s)
d|ε(u)s|

− IK(x)(σ)
]
d|ε(u)s|

∣∣∣σ ∈ Ccdiv(Ω,Ens )
}

=
�

Ω

j(x, ε(u)a) dx+
�

Ω

j∞

(
x,
d(ε(u)s)
d|ε(u)s|

)
d|ε(u)s|

(see (3.10), (3.11), (7.13) and Theorem 22).

Proof of Theorem 5. Step 1. The distribution σ : ε(u) is an absolutely
continuous measure with respect to |ε(u)| and

(7.49)
∣∣∣ �
Ω

ϕσ : ε(u)
∣∣∣ ≤ ‖σ‖L∞(Ω,Ens )

�

Ω

|ϕ| d|ε(u)|

for every σ ∈ Wn(Ω, div), u ∈ BD(Ω) and ϕ ∈ Cc(Ω) (cf. [36, Chapter 2,
Lemma 7.3]). Then, by the Radon–Nikodym Theorem (for given u ∈ BD(Ω)
and σ ∈ Wn(Ω, div)), there is a Borel-measurable function τu,σ : Ω → R
such that for every Borel subset Ωb of Ω,

(7.50)
�

Ωb

σ : ε(u) =
�

Ωb

τu,σ|ε(u)|

since |ε(u)| and σ : ε(u) are Borel measures.

Step 2. Let u ∈ BD(Ω). Moreover, let Ωa and Ωs be Borel subsets of
Ω such that Ω = Ωa ∪Ωs, Ωa ∩Ωs = ∅ and |ε(u)a|(Ωs) = 0 = |ε(u)s|(Ωa),
where ε(u)a is the absolutely continuous part and ε(u)s the singular part of
ε(u) with respect to dx. Similarly to [2, Theorem 3.1] we obtain τu,σ(x) =
σ(x) : d(ε(u)a)

d|ε(u)a| (x) for dx-a.e. x ∈ Ωa, where d(ε(u)a)
d|ε(u)a| (x̃) = 0 for dx-a.e.

x̃ ∈ {x ∈ Ω | ε(u)a(x) = 0}.

Step 3. Let us recall that sgn(z) = 1 if z > 0, sgn(z) = 0 if z = 0
and sgn(z) = −1 if z < 0. For given u ∈ BD(Ω) and σ ∈ Wn(Ω, div) −
Ccdiv(Ω,Ens ) we define a Borel-measurable function σu : Ω → Ens by

(7.51) σu(x) =


σ(x) for dx-a.e. x ∈ Ωa,

τu,σ(x)
[
sgn
(
d(ε(u)s)ij
d|ε(u)s|

)]
(x) for |ε(u)s|-a.e. x ∈ Ωs,



Regularity of displacement solutions in Hencky plasticity 285

where
[
sgn
(d(ε(u)s)ij
d|ε(u)s|

)]
is the matrix whose ij-entry is sgn

(d(ε(u)s)ij
d|ε(u)s|

)
. If σ ∈

Ccdiv(Ω,Ens ) then σu = σ. Thus we obtain τu,σ(x) = σu(x) : d(ε(u))
d|ε(u)| (x) for

(dx+ |ε(u)s|)-a.e. x ∈ Ω. Here, by (7.51), the following function is defined:
BD(Ω)×Wn(Ω, div) 3 (u,σ) 7→ σu ∈ L0(Ω,Ens )dx+|ε(u)s|.

Step 4. If σ1,σ2 ∈ Wn(Ω, div) and ϕ1, ϕ2 ∈ C∞(Ω,R), then for every
Borel subset Ωb of Ω,

(7.52)
�

Ωb

(ϕ1τu,σ1
+ ϕ2τu,σ2

)|ε(u)| =
�

Ωb

ϕ1(σ1 : ε(u)) +
�

Ωb

ϕ2(σ2 : ε(u))

=
�

Ωb

(ϕ1σ1 + ϕ2σ2) : ε(u) =
�

Ωb

τu,(ϕ1σ1+ϕ2σ2)|ε(u)|.

Step 5. For the given u ∈ BD(Ω) and for

(7.53) H1 ≡ {σ ∈Wn(Ω, div) | σ(x) ∈ K(x) for dx-a.e. x ∈ Ω}

there exists a smallest closed-valued measurable multifunction Γu such that
σu(x) ∈ Γu(x) for every σ ∈ H1 and for (dx + |ε(u)s|)-a.e. x ∈ Ω (see
[11] and [40]). Let H0 be given by (7.53) with Wn(Ω, div) replaced by
Wn

0 (Ω, div). Then for given u ∈ BD(Ω) there exists a smallest closed-valued
measurable multifunction Γu

0 such that σu(x) ∈ Γu
0 (x) for every σ ∈ H0

and for (dx+ |ε(u)s|)-a.e. x ∈ Ω. Let us define

(7.54) H̃u
1 ≡ {σu ∈ L0(Ω,Rm)dx+|ε(u)s| | σ ∈W

n(Ω, div),

σu(x) = σ(x) ∈ K(x) for dx-a.e. x ∈ Ω}

and let H̃u
0 be given by (7.54) with Wn(Ω, div)) replaced by Wn

0 (Ω, div).
By Step 4, H̃u

1 and H̃u
0 are PCU-stable sets, since K(x) is convex for every

x ∈ Ω. Because of [11, Theorem 1] we obtain

(7.55)
�

Ωs

ess sup
w∈Γu(x)

[
w :

d(ε(u)s)
d|ε(u)s|

]
d|ε(u)s|

+
�

Ωa

ess sup
w∈Γu(x)

[w : ε(u)a − j∗(x,w)] dx

≥
�

Ωs

ess sup
w∈Γu

0 (x)

[
w :

d(ε(u)s)
d|ε(u)s|

]
d|ε(u)s|+

�

Ωa

ess sup
w∈Γu

0 (x)
[w : ε(u)a − j∗(x,w)] dx

= sup
{ �
Ω

σ : ε(u)−
�

Ω

j∗(x,σ) dx
∣∣∣σ ∈Wn

0 (Ω, div)
}
.
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Let the Borel-measurable function h : Ω → R ∪ {+∞} be given by

(7.56) h(x) ≡


ess sup
w∈Γu(x)

[
w :

d(ε(u)s)
d|ε(u)s|

]
for |ε(u)s|-a.e. x ∈ Ωs,

ess sup
w∈Γu(x)

[w : ε(u)a − j∗(x,w)] for dx-a.e. x ∈ Ωa.

Similarly, let h0 : Ω → R∪{+∞} be defined by (7.56), where Γu is replaced
by Γu

0 . For (dx+ |ε(u)s|)-a.e. x ∈ Ω, h(x) ≥ h0(x), since Γu
0 (x) ⊂ Γu(x).

Step 6. There exists an increasing sequence {Ωk}k∈N of closed sets such
that

⋃∞
k=1Ω

k = Ω, Ωk1 ⊂ Ωk2 if k1 < k2,

(7.57) ∀k ∈ N, |ε(u)s|(Ω −Ωk) <
1
2k

and dx(Ω −Ωk) <
1
2k
,

since |ε(u)| and dx are regular measures. Since the space Rn is normal, for
every Ωk = Ωk ⊂ Ω there exists a continuous function t̃k : Rn → [0, 1] such
that t̃k|Ωk = 1 and t̃k|Rn−Ω = 0 (cf. Theorem 1.5.10 of [18]). Therefore, we can

assume that there exists an increasing sequence {Ωk}k∈N of closed sets such
that

⋃∞
k=1Ω

k = Ω, Ωk1 = Ωk1 ⊂ intΩk2 if k1 < k2 and condition (7.57)
holds.

Step 7. By Urysohn’s lemma [18, Theorem 1.5.10] for every k ∈ N there
exists a continuous function tk : Rn → [0, 1] such that tk|Ωk+1 = 1 and
tk|Rn−intΩk+2 = 0, because Ωk+1 = Ωk+1 ⊂ intΩk+2. There exists % > 0
such that

(7.58) dist(FrΩk,FrΩk+1) ≡ inf{‖x− y‖Rn | x ∈ FrΩk, y ∈ FrΩk+1} > 2%

and dist(FrΩk+2,FrΩk+3) > 2%, since Ω is bounded and Ωk1 ⊂ intΩk2

for every k1 < k2. Therefore, there exists a non-negative function J% ∈
C∞(R, [0,∞)) such that

	
Rn J%(x) dx = 1 and J%(x) = 0 if ‖x‖Rn ≥ %.

The function t̂k : Rn → [0, 1], defined to be the convolution J% ∗ tk(y) =	
Rn J%(y − x)tk(x) dx, is smooth, t̂k|Ωk = 1 and t̂k|Rn−intΩk+3 = 0. By (3.7),

for every k ∈ N and every σ ∈Wn(Ω, div) such that σ(x) ∈ K(x) for dx-a.e.
x ∈ Ω, we have t̂kσ ∈ Wn

0 (Ω, div) and t̂k(x)σ(x) ∈ K(x) for dx-a.e. x ∈ Ω,
because 0 ∈ K(x) for all x ∈ Ω (see (3.11), (5.1)). Then Γu

0 (x) = Γu(x)
for (dx+ |ε(u)s|)-a.e. x ∈ Ωk and for every k ∈ N. By (7.56), h(x) = h0(x)
for (dx + |ε(u)s|)-a.e. x ∈ Ωk and for every k ∈ N. Then h(x) = h0(x) for
(dx+ |ε(u)s|)-a.e. x ∈ Ω. From (7.55), (7.56) and Propositions 4 and 23 we
obtain (4.12).

The proof of Proposition 6 is based on the following result:
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Lemma 24. For every σ ∈Wn(Ω, div) we have

(7.59) sup
{
−

�

Γ0

βB(σ) · γB(u) ds−
�

Γ0

j∞(x, (u0 − γB(u))⊗s ν) ds
∣∣∣

u ∈ BD(Ω)
}

=


−

�

Γ0

βB(σ) · u0 ds if βB(σ)(x) ∈ K(x) · ν(x)

for ds-a.e. x ∈ Γ0,
+∞ otherwise.

Proof. Let t ∈ Rn; then for ds-a.e. x ∈ Γ0,

j∞(x, (t⊗s ν(x))) = sup{σ̂ : (t⊗s ν(x)) | σ̂ ∈ K(x) ⊂ Ens }(7.60)
= sup{(σ̂ · ν(x)) · t | σ̂ · ν(x) ∈ K · ν(x)},

because for every σ̂ (such that σ̂ · ν(x) ∈ K(x) · ν(x)) there exists σ ∈
K(x) such that σ · ν(x) = σ̂ · ν(x). The function Γ0 × Rn 3 (x, t) 7→
j∞(x, t) = j∞(x, (t ⊗s ν(x))) is a non-negative, convex, normal integrand
(i.e., conditions (i) and (ii) from Definition 1 hold ds-a.e. for j∞ : Γ0 × Rn

→ R, cf. [17, p. 232]). Indeed, by Theorem 26 from Appendix A, there exists
a multifunction K′ : Γ0 → 2Ens such that K (x) = K′(x) for ds-a.e. x ∈ Γ0

and {(x,y) ∈ Γ0 × Ens | y ∈ K′(x)} is a Borel subset of Γ0 × Ens . Therefore,
Γ0 × Ens 3 (x,y) 7→ IK′(x)(y) ∈ R ∪ {+∞} is a Borel function. For every
x ∈ Γ0, Ens 3 y 7→ IK(x)(y) is l.s.c., since K(x) is a closed subset in Ens . By
[17, Proposition 1.2, p. 237], j∞ : Γ0×Ens → R∪{+∞} is a normal integrand.
Therefore, j∞ : Γ0×Rn → R∪{+∞} is a convex, normal integrand, because
Ω is C1 and Γ0 × Rn 3 (x, t) 7→ (x, t⊗s ν(x)) ∈ Γ0 × Ens is continuous. By
[34, Theorem 3A], since γB is a surjection onto L1(FrΩ,Rn), we find

(7.61) sup
{ �

Γ0

βB(σ) · (u0 − γB(u)) ds−
�

Γ0

j∞(x, (u0 − γB(u))) ds
∣∣∣

γB(u) ∈ L1(FrΩ,Rn)
}
−

�

Γ0

βB(σ) · u0 ds = RHS of (7.59).

Proof of Proposition 6. As the space {(w, z)∈L1(Ω,Rn)×L1(FrΩ,Rn) |
∃u ∈ BD(Ω), u = w, γB(u) = z} is PCU-stable, by Theorem 1 of [11] and
by Lemma 24 we get

(7.62) (Fλ,R)∗(−ε∗(σ))

= sup
{ �
Ω

(divσ + λf) · u dx+
�

Γ1

(λg − βB(σ)) · γB(u) ds

+
�

Γ0

βB(σ) · (u0 − γB(u)) ds−
�

Γ0

j∞(x, (u0 − γB(u))⊗s ν) ds
∣∣∣

u ∈ BD(Ω)
}
−

�

Γ0

βB(σ) · u0 ds = RHS of (4.13).
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Proof of Proposition 7. Similarly to the proof of Proposition 6, we find

(7.63) (Fλ,R)∗(u∗,ϕ∗)

=



�

Γ0

ϕ∗ · u0 ds if u∗ = λf ,

ϕ∗(x) = −λg(x) for ds-a.e. x ∈ Γ1

and −ϕ∗(x) ∈ K(x) · ν(x) for ds-a.e. x ∈ Γ0,
+∞ otherwise.

Then by (7.60) we have

(7.64) (Fλ,R)∗∗(u) = sup
{
〈u, (u∗,ϕ∗)〉BD×V ∗ −

�

Γ0

ϕ∗ · u0ds
∣∣∣

(u∗,ϕ∗) ∈ V ∗,u∗ = λf , ϕ∗ = −λg on Γ1,

−ϕ∗(x) ∈ K (x) · ν(x) for ds-a.e. x ∈ Γ0

}
= Fλ,R(u)

for every u ∈ BD(Ω).

Proposition 25. If σ1 ∈ Wn(Ω, div) and σ1(x) ∈ K (x) for dx-a.e.
x ∈ Ω, then βB(σ1)(x) ∈ K(x) · ν(x) for ds-a.e. x ∈ FrΩ.

Proof. Step 1. Let K 1 : Ω1 → 2Ens be given by K1(x) = K(x) for every
x ∈ Ω and K1(x) = Ens for every x ∈ Ω1−Ω (cf. Assumptions 1 and 2). Let
j∗1 : Ω1 × Ens → R ∪ {+∞} be the normal integrand defined by

(7.65) j∗1(x,w∗) =
{
‖w∗‖2Ens if w∗ ∈ K1(x),
+∞ if w∗ /∈ K1(x),

for every x ∈ Ω1 and every w∗ ∈ Ens (cf. Theorem 26 from Appendix A and
Remark 1). The original potential j1 : Ω1 × Ens → R ∪ {+∞} is defined by

(7.66) j1(x,w) = sup{w : w∗ − j∗1(x,w∗) | w∗ ∈ Ens }

for every w ∈ Ens and dx-a.e. x ∈ Ω1. The functional Gj1 : Mb(Ω1,Ens ) →
R ∪ {+∞} is given by (3.17) with j replaced by j1. Due to Proposition 4,

G∗j1(σ) ≡ sup
w

{ �

Ω1

[σ : w − j1(x,w)] dx
∣∣∣w ∈ L1(Ω1,Ens )

}
(7.67)

=
�

Ω1

j∗1(x,σ) dx

for every σ ∈ Wn(Ω1, div). Let the bidual functional G∗#j1 : ε(BD(Ω1)) →
R ∪ {+∞} be defined by

(7.68) G∗#j1 (ε(u)) ≡ sup
σ

{ �

Ω1

σ : ε(u)−G∗j1(σ)
∣∣∣σ ∈ Ccdiv(Ω1,Ens )

}
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for every u ∈ BD(Ω1). Because of Lemma 16,

(7.69) G∗#j1 (ε(u)) =
�

Ω1

j1(x, ε(u)a) dx+
�

Ω1

(j1)∞

(
x,
d(ε(u)s)
d|ε(u)s|

)
d|ε(u)s|

for every u ∈ BD(Ω1). Moreover, define G̃j1 : ε(BD(Ω1))→ R ∪ {+∞} by

(7.70) G̃j1(ε(u)) ≡ sup
σ

{ �

Ω1

σ : ε(u)−G∗j1(σ)
∣∣∣σ ∈Wn

0 (Ω1, div)
}

for every u ∈ BD(Ω1). By Proposition 23, G̃j1(ε(u)) = G∗#j1 (ε(u)) for every
u ∈ BD(Ω1).

Step 2. Similarly to the proof of Theorem 5, for every u ∈ BD(Ω1) and
σ ∈ Wn

0 (Ω1, div), there exists a Borel-measurable function τu,σ : Ω1 → R
such that for every Borel subset Ωb of Ω1,

	
Ωb
σ : ε(u) =

	
Ωb
τu,σ|ε(u)|.

Moreover, let σu be given by (7.51). For the given u ∈ BD(Ω1) and for

(7.71) HΩ1
0 ≡ {σ ∈Wn

0 (Ω1, div) | σ(x) ∈ K1(x) for dx-a.e. x ∈ Ω1},
there exists a smallest closed-valued measurable multifunction Γu

Ω1
such that

σu(x) ∈ Γu
Ω1

(x) for every σ ∈ HΩ1
0 and for (dx + |ε(u)s|)-a.e. x ∈ Ω1. By

(5.5),

(7.72)
�

FrΩ

τu,σ|ε(u)| =
�

FrΩ

σ : ε(u) =
�

FrΩ

βB(σ|Ω) · (γOB(u)− γIB(u)) ds

for every u ∈ BD(Ω1) and σ ∈ Wn
0 (Ω1,div). Moreover, by Step 3 of the

proof of Theorem 5 we get
	
FrΩ σu : ε(u) =

	
FrΩ τ

u,σ|ε(u)| for every u ∈
BD(Ω1) and σ ∈Wn

0 (Ω1, div).

Step 3. Let there exist σ̂ ∈Wn(Ω, div) such that σ̂(x) ∈ K(x) for dx-a.e.
x ∈ Ω and βB(σ̂)(x) /∈ K(x) · ν(x) for x ∈ ω ⊂ FrΩ with ds(ω) > 0. There
exists û ∈ BD(Ω1) such that

(7.73)
�

FrΩ

βB(σ̂) · (γOB(û)− γIB(û)) ds >

sup
σ

{ �

FrΩ

βB(σ|Ω) · (γOB(û)− γIB(û)) ds
∣∣∣σ ∈ Ccdiv, σ(x) ∈ K1(x) ∀x ∈ Ω1

}
,

since γB is a surjection on L1(FrΩ,Rn). Then, by (7.72), we obtain

(7.74)
�

FrΩ

σ̂u : [(γOB(û)− γIB(û))⊗s ν] ds >

sup
σ

{ �

FrΩ

σ : [(γOB(û)− γIB(û))⊗s ν] ds
∣∣∣σ ∈ Ccdiv,σ(x) ∈ K1(x)∀x ∈ Ω1

}
.

Hence Γu
Ω1

(x)·ν(x) * K1(x)·ν(x) for ds-a.e. x ∈ ω ⊂ FrΩ and K1(x̃)·ν(x̃) ⊂
Γu
Ω1

(x̃) · ν(x̃) for ds-a.e. x̃ ∈ FrΩ, since Ccdiv(Ω1,Ens ) ⊂ Wn
0 (Ω, div) and by
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[5, Lemma 2.13] (see also (7.60) and Remark 1). Because of (7.55) we get
G̃j1(ε(û)) > G∗#j1 (ε(û)). Thus we have a contradiction (see Step 1).

Now Proposition 4, Proposition 6 and Section 2 imply Theorem 8. More-
over, from Theorem 5, Proposition 7, formula (4.8) and Section 2, Theorem 9
follows.

Because of Lemma 13 and Proposition 25, the problems (RP ∗λ,j) and
(P ∗λ,j) are equivalent.

8. Appendix A. In this section we prove an auxiliary result.

Theorem 26 (cf. [34, Theorem 1F]). Let Ω2 be a bounded, open set of
class C1 in Rn and let the multifunction K0 : Ω2 → 2Ens satisfy the following
condition:

(8.1) K0(y) = {z(y) ∈ Ens | z ∈ Ct(Ω2,Ens ), z|intΩ2
∈Wn(Ω2,div),

z(x) ∈ K0(x) for dx-a.e. x ∈ Ω2}

for all y ∈ Ω2, where t is a fixed integer (t ≥ 0). Moreover, let K0(x) be a
convex and closed subset in Ens for all x ∈ Ω2. Then:

(i) for every δ > 0, there is a closed set Tδ ⊂ Ω2 with dx(Ω2− Tδ) +
ds(FrΩ2 − Tδ) < δ such that the set {(x,w) ∈ Ω2 × Ens | x ∈ Tδ,
w ∈ K0(x)} is closed;

(ii) there is a closed-valued multifunction K′0 : Ω2 → 2Ens such that the
graph of K′0 ≡ {(x,w) ∈ Ω2 × Ens | w ∈ K′0(x)} is a Borel set in
Ω2 × Ens , K′0(x) = K0(x) for dx-a.e. x ∈ Ω2 and K′0(x) = K0(x) for
ds-a.e. x ∈ FrΩ2.

Proof. Step 1. Since Ω2 is bounded we have dx(Ω2) <∞. The boundary
FrΩ2 is a closed, bounded subset of Rn since Ω2 is of class C1. Hence
ds(FrΩ2) <∞.

Step 2. Let {Cm}m∈N be an enumeration of all countably many closed
subsets of Ens , complementary to open balls with rational centers and radii.
For each x ∈ Ω2, K0(x) is the intersection of all the sets Cm containing x.
Let Sm = {x ∈ Ω2 | K0(x)∩(Ens −Cm) 6= ∅} and S′m = Ω2−Sm = {x ∈ Ω2 |
K0(x) ⊂ Cm}. By [40] (see also [6, Theorem 7.1]) there exists a sequence
{zi}i∈N ⊂ Ct(Ω2,Ens ) such that zi|intΩ2

∈Wn(Ω2, div) for every i ∈ N and

(8.2) K0(y) = clEns {z(y) ∈ Ens | z ∈ {zi}i∈N}

for dx-a.e. y ∈ Ω2 and for ds-a.e. y ∈ FrΩ2 (or K0(y) = ∅ for every y ∈ Ω2).
Then by [34, Theorem 1B] the multifunction K0 is measurable. Therefore,
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Sm and S′m are measurable sets for every m ∈ N (cf. [34]) and

(8.3) graph of K0 =
∞⋂
m=1

[(Sm × Ens ) ∪ (S′m × Cm)].

Fix δ > 0. For each m, there exist compact sets ωm ⊂ Sm and ω′m ⊂ S′m
such that

(8.4)
dx(Ω2 − (ωm ∪ ω′m)) ≤ δ(2−(m+1)),

ds(FrΩ2 − (ωm ∪ ω′m)) ≤ δ(2−(m+1)),

since dx over Ω2 and ds over FrΩ2 are regular measures. Let

(8.5) Tδ =
∞⋂
m=1

(ωm ∪ ω′m).

Then Tδ is a compact set with dx(Ω2 − Tδ) + ds(FrΩ2 − Tδ) < δ, and we
have

(8.6) {(x,w) ∈ Ω2×Ens | x ∈ Tδ,w ∈ K0(x)} =
∞⋂
m=1

[(ωm×Ens )∪(ω′m×Cm)].

The latter set is closed, so (i) is established.

Step 3. For δ = m−1, m = 1, 2, . . . , let T be the union of the correspond-
ing sequence of sets Tδ. Then T is measurable with dx(Ω2−T )+ds(FrΩ2−T )
= 0, and the set {(x,w) ∈ Ω2×Ens | x ∈ T, w ∈ K0(x)} is a union of closed
sets. Thus (ii) is satisfied with K′0 equal to the restriction of K0 to T .
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