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SIMULTANEOUS MINIMAX ESTIMATION OF
PARAMETERS OF MULTINOMIAL DISTRIBUTION

Abstract. The problem of minimax estimation of parameters of multino-
mial distribution is considered for a loss function being the sum of the losses
of the statisticians taking part in the estimation process.

1. Introduction. Let X; = (X;1,...,X;), @ = 1,...,m, be observed
by the ¢th statistician. The random variables X;, ¢ =1,..., 7, have multino-
mial distribution with parameters n;, p = (p1,...,p), and are independent.
The statisticians do not know the observations of their colleagues but they
know all the numbers n;. They cooperate with each other. The problem is
to determine the simultaneous minimax estimator d = (dy,...,d,,) of the
parameter p where d;(X;) = (d;1(X;),...,di(X;)) is the estimator of this
parameter, used by the ith statistician. Let the loss function be

(1) L(p,d) = Zkz ch(dij(Xi) —p;)?

where k; > 0, ¢; > 0 are constants.
Let R(p, d) be the risk function connected with the estimator d,

R(p,d) = Ey(L(p,d))

where E,(-) is the operator of expected value with respect to the distribu-
tion of the random variable X = (Xi,...,X,,). Then we have to find the
estimator d° for which

sup R(p, d") = inf sup R(p, d).
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2. Solution of the problem. Without loss of generality we can sup-

pose that ¢; > ... > ¢, > 0. For the moment assume also that co # 0.
Consider the estimator d for which

X ;
2) dy(X) = 2975% G m j=1,..r

ni+’7

For this estimator the risk will take the form

- ZkZCJ (X”m]_pj)z

n; +7
) ik; (n; 27)2 [Ep(Xij —nipy)* + (a5 = 1p5)’]
= ]2;% é o ]_{:7)2 [(v* = na)p5 + (ni — 2057)p; + ]
Assume that
(@) i @t =0

It is easy to see that equation (4) always has a solution with respect to the
constant v > 0.
Moreover assume that the constants a; > 0 satisfy the equations

) C; ——(n; — 2057) = ¢ for j < L,
() J;(nz+,}/)2( J)

for some integer L and
(6) aj =0 forL<j<r
Finally, let

(7) Z aj =7

From (4) and (5) we obtain for j < L, if ¢; # 0,

m

k.
8 ——— (v* = 2a;7) = —.
®) > a0 2 =1
Then from (6)—(8), if ¢z, # 0, we obtain
m L
k‘,; C
(L —2)y? =) -
N e s
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or by (4),
m L

) (L-9) s -3 L

c
i=1 j=1 7

Thus the constant c¢ is determined for given L and ~.
Let jo be the greatest index j for which ¢; # 0 and let

1 s—2
10 L= < 9q : — > .
(10) maxfs <jos 30 1> 222

=1

We shall prove
LEMMA. Forj=L+1,...,r,

__L=2 .
ZZL:1 e ’

Proof. Notice that the proof is only necessary for j = L+ 1. If ¢4 =0
the lemma obviously holds. If ¢z 11 # 0, from (10) it follows that

(11) q:

L+11 L 1
L—1>c¢ —=1+4+c —.
= LH; o + LH;CZ

The lemma is a consequence of this inequality.

Taking into account (4) we obtain, from (3),

Thus R(p,d) = const = C' if Zle p; = 1 and always, by the Lemma,
R(p,d) < C for the simultaneous estimator d defined by (2) and satisfying
(4)—(7), (9) and (10). On the other hand, for any d and the loss function (1)
the expected risk r(m,d) = E(R(p,d)) attains its minimum if

dij(Xi) = E(p; | X).

Here E(-) is the expectation for a prior distribution 7 of the parameter p
and E(p; | X;) is the conditional expectation of p; given X;.
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Let a prior distribution of p = (p1,...,p,) be defined as follows:

Ppr+...+pL=1) =1,

12
" 9p1,---pr) = r(al)[ﬁ.%ﬂ(%) TR

where ¢ is a density. For the prior distribution (12) we obtain

dij(zi1, .., %ir,0,...,0) = E(p; | Xo1 = 241, ..., Xir = @iz,

X,;7L+1:...:X7;T:O)
Tij T forj=1,...,L,
=9 Mty
0 foryj=L+1,....r;¢=1,...,m.

Then the estimator d defined by (2) and satisfying (4)-(7), (9), (10) is Bayes
and from the Hodges and Lehmann theorem it follows that it is minimax.

For r = 2 always L = 2, ¢ = ¢ = 0 and the relevant estimator is a
constant risk estimator.

Up to this point we have assumed that co # 0. If only ¢; # 0 the
problem reduces to simultaneous estimation of the parameter p of binomial
distribution for the loss function

m

L(p,d) = > ki(di(X;) — p)°

i=1

where X; is observed by the ith statistician. In this case the simultaneous
minimax estimator is given by the formula

X; 2
di( Xi) — LV/
ng +y
where 7 satisfies (4).
The problem considered in this paper may be generalized by introducing
the loss function
L(p,d) = Z ki Z cji(dij (Xy) — pj)(di(Xi) — i)

i=1  j,l=1

where the matrix |c;;||7 is nonnegative definite. To solve the problem for
this loss function one can apply linear programming methods as done by
Wilezynski [2] for m = 1.

For problems of minimax estimation of many parameters by one statis-
tician see Trybuta [1].
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