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ESTIMATES FOR PERTURBATIONS OF
DISCOUNTED MARKOV CHAINS ON GENERAL SPACES

Abstract. We analyse a Markov chain and perturbations of the transition
probability and the one-step cost function (possibly unbounded) defined on
it. Under certain conditions, of Lyapunov and Harris type, we obtain new
estimates of the effects of such perturbations via an index of perturbations,
defined as the difference of the total expected discounted costs between the
original Markov chain and the perturbed one. We provide an example which
illustrates our analysis.

1. Introduction. Suppose that we have two Markov chains ¢ = {&,,}
and @ = {571}, n = 0,1,2,..., taking their values in the same arbitrary
measurable space (X, B). For some nonnegative measurable functions ¢ :
X — R and ¢: X — R we define the values

(1) Val@) =) a"E{c(®y) | Do =z}, Valz) =)  o"E{&(P,) | =z},
n=0 n=0

where 0 < a < 1 and z € X. Our main goal is to estimate from above the
differences

(2) An(z) = Va(z) — Va(z) and  Ay(z) = Va(z) — Valz)
when the functions ¢(-), ¢(-) and the kernels
Q(Alz) =P(P, 11 € A| P, =12), Q(Alz) =P(Ppy1 € A|D, = )

are close in some sense, where x € X, A€ Bandn=20,1,2,...
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This problem has the following intuitive background. Suppose that ¢(z) is
the cost that the chain @ pays at time ¢ when @; = z. In this case the volume
Va(x) may be called the total expected a-discounted cost when $g = x. But in
practice the functions ¢(-) and Q(:|-) are partially known, because generally
they are obtained by measurement or by statistical estimation, making it
impossible to know V,,(z) completely. In this situation we can suppose that
we have another two known functions ¢(-) and Q(-|-) and some information
about the differences

() =) and dist(Q(-|), Q([)),
where dist(-, -) is some probabilistic metric.

And now we want to estimate the value V,(x) using this information. It
is clear that it is sufficient to obtain the estimates from above for the values
Ay (x) and Ay (z), defined in (2).

An analogous, but more difficult, problem is known for Markov control
processes. We mean the problem of obtaining estimates for the so-called
“stability index” or “index of perturbations” (see, for example [3]-[6], [11]
and the references there). But, really, the main difficulty in the proofs of the
above-mentioned results consists in obtaining estimates for differences (2) for
two fixed Markov chains without any control. For this reason, the differences
Ay (x) and A, (z) may be called indices of perturbations.

In this paper we investigate the problem stated above without “nois-
ing control assumption”. Our aim is to obtain estimates which should con-
tain only explicitly defined functions and constants, and should have simple
proofs (see Theorem 1 and Corollary 2 below).

We emphasize that we consider Markov chains taking their values in an
arbitrary space. For countable Markov chains several estimates in similar
problems were considered earlier in [1] and [2].

The main estimates are presented in Section 2 and their proofs are gath-
ered in Section 3. In Section 4 we give an example that satisfies our condi-
tions.

2. Main results
2.1. Notations. We consider kernels
Q(Alz), Q(Alz) and K(Alz), zeX, AeB,

defined on an arbitrary space X with an arbitrary o-algebra B and such that
(3) Ve Q(X|z)=Q(X|z) =1 and K(X|z)<1.
We stress that all the notations and conventions which we introduce in
subsections 2.1 and 2.2 for the kernel K(:|-) will be used later on also for
the kernels Q(-|-) and Q(-|-). In these cases we will use the symbols Q or Q,
respectively, instead of K.
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We use the standard notations
K"(-lz) = K" '(Jy)K(dylx), n=1,2,...

where K°(A|x) = I4(z) is the indicator of the set A. Let
K.(Alz) = ia"K"(Akv), reX, AeB, 0<a<l.
We define -
(4) K" f(z) = | f(y)K"(dylz), Kaf(z)= i o"K"f(z)
n=0

for any function f such that
Vo Kaoff(x)<oo or Vo Kuf (z) < oo,

where we use the standard notations a™ = max{a,0} and ¢~ = max{—a,0}
for positive and negative parts of a number. If K, f(-) is defined, then it
satisfies the equality

() Vo Kaf(x) = f(2) + a|Kaf (y)K(dylz).
Note that
Ve |Kof(z)] <oo iff Vz K,|f|(z) < occ.

For any measure g we use the notations
pf=\f(z)pldr), pKof =\Kaof(x)p(ds).

If p and p are two measures then | — | denotes the total variation of the
signed measure pu — p. For any function W > 0 we set

(6) owm(x) = | W(@)|Q™(dy|z) — Q™ (dy|x).
For functions W(-) > 0 and V() > 0 we use the norms
_ @) _ @) _ /()]
1fllw = SUD 1 ) Ifllv = SUP 1fll+v = SUD e

Here and everywhere in the paper we assume that 0/0 = 0 and that 0/c = co
for ¢ > 0.

2.2. Special classes of kernels. We write K(+|-) € L(V, A, b) if the func-

tion V and the real numbers A, b are such that
Ve 0<V(zr)<oo, KV(zr)<AV(z)+b K(Xlz)<1,
0<A<oo, 0<b< .

(7)

The function V'(+) is usually called a Lyapunov function. Assumptions of
this type are used very often. See [4-6] and [7-10], for example.
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We write K(-|) € Hp, (W, B,w,v, h) if there exist a probability measure
v, functions W and h, real numbers 3 and w and an integer m > 1 such
that:

VeeXVAeB K"(Alz) > h(x)v(A) >0,

VW ()K" (dylz) < BW () + h(z) W (y) v(dy) < oo,
0<8< o0, SW(y)V(dy) <w < 00,

VeeX 0<h(z)<1<W(z)<oo, KX|z)=1.

(8)

REMARK 1. It is easy to see that the first assumption in (8) is a part of
a Harris type condition. For example, if h(z) = const - I¢(x), where I (+)
is the indicator of the set C, then C is frequently called ([10]) a small set.
Thus, assumptions (8) may be considered as a natural combination of the
Lyapunov and Harris conditions.

Assumptions (8) were used, for example, in the papers [1, 9], but with
the additional restrictions on the value {h(y) v(dy).

We write K(-|-) € Hp (W, B, w) if there exist a probability measure v
and a function h such that K(-|-) € H,, (W, B, w, v, h). It is easy to see that

Hi(V (), M) C LV (), A Db) C L+ V() A\b+1— ).

2.3. Key estimates. Suppose that a kernel Q(:|-) and a function ¢(+)
satisfy

9) Ve  |Qac(z) — Col < C1W(z) < 00

with some function W(-) > 0 and constants Cy and C;. Introduce also the
following assumptions:

(10) Q(|)eL(V,\b), 0<ar<l, 0<a<l,
(11) ey < oo, W)y < oo
THEOREM 1. Assume that conditions (3) and (9)—(11) are satisfied. Then

ab ) (5§+)

(12) B0(o) i= Quelie) ~ Qo) < (Vo) + 20 ) 120

l—«

. - o (-)
(13)  Aa(2) = Qallz) ~ Qaclw) < (Vm +1 _ba> 15_1 an’

for all x € X, where
+ -
(14) 677 = @ =)l +aCullowall,-

Thus, if we want to apply Theorem 1 we need first to obtain simple
sufficient conditions for assumption (9) to be satisfied. The simplest such
condition may be found in the following
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THEOREM 2. Suppose that
(15) Q(|) € Hi(W, B,w,v,h) and ||c|lw < oo.
Then inequality (9) is true with

() = (1 =a)Collw
1—ap ’

2.4. Now we may obtain several simple useful corollaries.

(16) Cp=vQue, C)= le

COROLLARY 1. Assume that
Q(|) € Hi(W, B,w),  le()lly <00, 0<aB <1,

and that conditions (3), (10) and (11) are satisfied. Then inequalities (12)
and (13) hold for all x € X with Cy defined in (16). In particular

(wi1-ap)
C: < T1—aB)? lellyy -

This assertion follows immediately from Theorems 1 and 2.

COROLLARY 2. Assume that condition (3) is satisfied and that

Q(‘)EHI(VV’ﬁaw)? Q(’) GHI(Wvﬁvw)7
0<af<l, 0<a<l, |ec()l, <oo, ()l <oo.
Then, for all x € X

Aule) < (vm) Lo >(||<c—6>+||w ) cgngw,lnw)’

11—« 1—ap (1—-ap)3

ow \ (€= "lly | Collewllw
11—« 1—apf (1—ap)? )’

Ag(z) < (W(x) +
where
CQ = a(w +1- a/B) min{HCvav HEHW}

To prove this assertion we need to apply Corollary 1 with A := 8 and
b :=w. But if ||e(-)|l,, > [|¢(+)],, then we must repeat these arguments using

the values Q and ¢ instead of Q and ¢, and vice versa.

2.5. Case m > 1. This case is a little more complicated. We need the
following additional notation:

(17) Qomf(@) =D a™Q™f(zx), m=12,...,
n=0

which may be used for any function f such that

Vr Qaff(z)<oo or Vo Quf (7)< oo.
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Suppose now that a kernel Q(-]-) and a function ¢(-) satisfy
(18) Ve |Qamc(x) — Com| < CrmW(x) < 00
with some function W (-) > 0, integer m and constants Cp ,,, and C .

THEOREM 3. Assume that conditions (3), (10), (11) and (18) are satis-
fied for some m > 1. Then, for oll x € X

ab 5(+)
<
(19) Aa(z) < <V(x)+1_a>1_a)\+6ma( ),
= ab 57({)
< _m
(20 Bofo) < (Vi) + 125 ) 2505 + Bmalo)
where
m—1
Q1) 5 =@l +aCrmlowmlys Gnal®) = Cim Y- a*owa(o).
k=1

The simplest sufficient condition for (18) to hold may be found in the
following

THEOREM 4. Suppose that
Q(‘) eHm(Wﬁawayvh) and ||CHW < 0.
Then inequality (18) is true with

22
() c :WU—O—a%ammV<w+1 6HH
1,m 1—amp - (1 amﬁ)? w:

The following simple corollary follows immediately from Theorems 3
and 4.

COROLLARY 3. Assume that

Q(|) € Hm(W’ﬂaw)v ||C()HW < 00, 0< amﬂ < 1)

and that conditions (3), (10) and (11) are satisfied. Then inequalities (19)
and (20) hold for all x € X with C; from (22).

REMARK 2. In this paper we consider only the case when the known
kernel Q(+|-) satisfies the Lyapunov type condition (10), whereas for the
initial kernel Q(+|-) assumptions of another type are supposed to be valid.
But we may apply all the assertions of the paper also in the case when Q( B
is the initial kernel that satisfies the Lyapunov type condition (10), whereas
Q(:|-) is the known kernel for which the above-mentioned assumptions of
another type are valid.
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3. Proofs
3.1. Auxiliary lemmas
LEmMA 1. If
K(|)e LV,\b) and |f|, <o
then the function Ko f(+) is defined, satisfies (5) and
(23)  K'f(2) < IFFLKV @) < [ (V@) + Y exE),

0<k<n
foralln =1,2,... In addition, for all o € (0, min{1,1/A}),
Kof(x) < T, KaV(2),  Kaf(x) <[fF v +KaV(2)),
where

(21 KoV(@)= > a"K'V(z) < <V($) + 1°:ba> - —1ax

It is not difficult to verify these inequalities immediately.

LEMMA 2. Suppose that the kernel K(-|-) and functions f and F are
such that

K(|) e LV AL), Tty + [F Ty < oo,

Vo o F(x) < f(x) +a|F(y)Q(dy|x)
and o € (0,min{1,1/A}). Then

(25)

(26) Vo F(x) <Kuof ().

Proof. Lemma 1 and (5) yield
(27) Vo Kaf'(2) = (@) + o |Kaf T (1)K (dylz) < oo
Hence, for

(28)  A(z) = F(z) = Kaf"(2) < F(2) < [|[F"1ev (1 + V(2))
we deduce from (25) and (27) that
Ax) < f(z) = fH(2) + a [ A(y)K(dy|e).
Thus for alln=1,2,3,...,
(29) Vo Alz) < ol A(y)K(dylz) < o | Ay)K"(dy|x).
Now (23), (28) and (29) yield
Aw) < | FF hav - o™ § (14 V(y) K" (dy|z)
< NF v (a + "\ " > bA’“)
0<k<n
<Pl (a® + "XV (2) + ™ - nb(1 + X)) = 0
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as n — oo because a € (0,1) and aX € (0,1). Hence A(x) <0 for all x and
(26) follows from definition (28). m

3.2. Proof of Theorem 1. We first prove inequality (12). We may assume
that the right hand side in (12) is finite, that is,

(30) I(€=e)¥ll, < oo and [lewal, < oo
We divide the proof of (12) into several lemmas.
LEMMA 3. If conditions (9)—(11) are satisfied then

(31) 1Qacllirv < oo and [Qacflirv < oo.

In addition, the function QQac(-) is well defined and finite.
Proof. From (9) we have

Ve |Qac(z)| < |Co| + C1W ()
and using (11) we obtain
1Qaclliry < [Col + C1[W 14y < oo.

The second inequality in (31) follows from (10), (11) and Lemma 1 with
K(-|) := Q(:]"). The same arguments give ||Q|Quc||1+v < oo. Hence, the
function QQuc(x) exists and is finite. m

By Lemma 3 we may introduce the following notation:
(32) Ji(2) == | Qae(y)Qdylz) — | Qac(y)Q(dyl2).
LEMMA 4. If conditions (3) and (9) are satisfied then
33) Vo |N(2)] < Crewa(x) and [[N1(z)], < Cillewally
Proof. Using (3) and (32) we obtain
(34) Ji(@) = §(Qacly) — Co)(Qdy|z) — Q(dy|))
for any constant Cy. Hence, by (34), (9) and (6),
(35) vz (@) < [|Qac(y) ~ Col [Q(dylx) ~ Q(dy|x)|
< G | W(y)|Q(dylz) — Q(dyl)| = Crow ().
It is easy to see that (35) implies (33). m

LEMMA 5. Suppose that (30) and all the conditions of Theorem 1 are
satisfied. Then

(36) Ve Alx) = Quel(x) ~ Qulz) < QuV ()8},
where the value 5§+) was defined in (14).



Perturbations of discounted Markov chains

Proof. By (5),

(37) Qac(z) = c(@) + a | Qac(y)Q(dyl),
(38) Qo) = (x) + o § Qae(y) Q(dylx).
From (36)—(38) we obtain

(39) Az) = c(z) — (@) + o (2),
where

(40)  J(2) = | Qac(y) Q(dylz) — | Qué()Q(dy|z) = Ji(x) + Jo(x).
From (32) and (40) we have

1) (@) = [(Qacly) — Qaty)Qldylz) = | A(y)Q(dyl=).

So, using (39)—(41) we obtain

(42) A(z) = f(z) + a| Aly)Q(dylz)

with

(43) f(z) =c(z) — c(x) + ai(z).

It follows from (30), (33) and (43) that

(44) £ ¥ v < Il < M@= )T llv + llewally, < oo
By (36) and Lemma 3,

(45) IAG I14+v < 1Qaéll1sv + [Qac]14v < oo

47

From (42)—(45) we see that we may apply Lemma 2 with F(x) := A(z)

and K(-|-) := Q(-|-) to obtain

(46) Vo A(z) < Qu(@— )T (2) + aQaJf (2).
It is easy to see that (46) and Lemma 1 with K(-|-) := Q(-|-) yield
(47) Vo Ax) < QaV(@) (e =TIl + all Jilly)-

Now (36) follows from (33) and (47). =

The desired inequality (12) is an immediate corollary of (36) and (24).
Thus inequality (12) is proved. To obtain the last assertion (13) of The-

orem 1, we only need to change in (12) the functions ¢ and ¢ into —¢ and

—¢, respectively.

3.3. Proof of Theorem 2. Suppose that all the assumptions of Theorem 2

are satisfied. Define
(48) K(Alz) = Q(A|x) — h(z)v(A) >0, zeX, Aeh.

Note that
(49) Q([-) € LW, B,w) and K(|) € L(W,B,0)



48 R. Montes-de-Oca et al.

as follows from (15) and the definitions of the classes £ and H. Let
(50) Vo(z) = Qac(z) —Cy  and  c¢o(z) = c(x) — (1 — a)Cy,
where Cj is defined in (16). It follows from (37) and (50) that
(51) Vo(z) = co(x) + | Vo(y) Q(dyl).
Using the definitions (48) and (16) it is easy to verify that
(52)  |Vo(y)Q(dylz) — | Vo(y)K(dy|z) = h(z) | Voly) v(dy)
= () (§ Quely) v(dy) — Co) = h(w) (¥Qac — ¥Quc) = 0.
Thus, from (34) and (52) we have
(53) Vo(x) = co(z) + a | Vo(y)K(dylz).

It follows immediately from (49) and (53) that we may apply Lemma 2 with
F() == W), f() := co(-), A := B, b := 0 and V(-) := W(:). We have
Vo(x) = Kyco(z) and so

(54) VoIl < (1= aB) " leg [l -
Using (54) with —cg instead of ¢g, we obtain
(55) Vo llw < (1= aB) g Il

Note that (9) is a special case of (54) and (55), by definition (50).

3.4. Proof of Theorem 3. We first prove (19). We may assume that the
right hand side of (19) is finite, that is,

(56) I€=e)ll, <oo and [owmll, < occ.
We first prove several lemmas.

LEMMA 6. If conditions (10), (11) and (18) are satisfied for some inte-
ger m, then

IQamellirv < oo and [|Qamélliiv < oo.

In addition, the functions Q”Qmmc() are well defined and finite for all
integers n.

Proof. Condition (10) and Lemma 1 yield
Q() € LIV A" b)) with by = D bA¥ <oo
0<k<n

for all integers n. This allows us to repeat the proof of Lemma 3 with the
kernels Q", Qa,m and Qg instead of Q, Q. and Q,, respectively. m

By Lemma 6 we may introduce the following notation:

(57) T (@) = | Qamecy)Q"(dy|z) — | Qame(y) Q™ (dy|x).
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LEMMA 7. If conditions (3) and (18) are satisfied then
Ve | (@) < Crmown(z)  and || Jma(z)ll, < Crmllownll, -
Proof. Repeating the proof of Lemma 4 we obtain
T () = [ (Qame(y) — Com)(Q(dylz) — Q" (dylz))

for any constant CO,m- Hence,
v ’Jmn(l'” < S|Qa,mc(y) - CO,m| |Qn(dy|aj) - Qn(dy|$)\

< CLm \W®)1Q™(dylz) — Q™(dylz)| = CLmow,(x). =

LEMMA 8. Suppose that assumption (56) and all the conditions of The-
orem 3 are satisfied. Then

(38) ¥z AM(2):= Qamc(r) = Qamd(®) < QamV ()3,
where the values 557 were defined in (21).

It is easy to see that Lemma 5 is a special case of Lemma 8 for m = 1.
On the other hand, if we repeat the proof of Lemma 5 with the kernels Q
and Q replaced by Q™ and Q™, respectively, then we immediately obtain
Lemma 8.

Introduce two new kernels

m—1 m—1
(59) Q= o Qf and Q=) o"Q~
k=0 k=0

By definitions (4), (17) and (59) it is easy to see that
(60)  Quc(z) = QhmQome(z) and  Que(r) = Qfn Qume(x).

Hence

(61) Quc(z) — Qué(x) = J5(z) + Jala)

where

(62) J3(2) = Q) Qanc(@) — Q1 Qaime(x),

(63) T1(%) = Q1 Qaymc(®) — Q1 Qamc().

Using (59) we may rewrite (62) in the following way:

m—1 m—1

(64)  Ja(z) =D " (QF = Q") Qame(z) = Y o*(QF — Q") Qame(a),
k=0 k=1

because Q°(A|z) = Q°(A|x) = I4(x) is the indicator of the set A by defini-
tion. From (57) and (64) we obtain

m—1
J3(z) = Z oF T 1 ().
k=1
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So, by Lemma, 7,

(65) |J3 Z « Cl mQWk ) = 5m,o¢(aj)’

Using (58) we infer from (63) that

(66) Ji(2) = Qo A™ (@) < QG QaunV (2)857.
But (60) and (66) yield

ab 5
(67) Ja(w) < QaV(2)d5) < <V(a:) + )1 -
The last inequality in (67) follows from (24).
The desired inequality (19) is an immediate consequence of (61), (65)
and (67). To obtain (20) we only need to change in (19) the functions ¢ and
¢ into —c and —¢, respectively.

1l -«

4. An example. In this section we present an example which is a special
case of the example provided in Section 5 of [4] (see also [6]). The version
that we give here satisfies all the assumptions of Corollary 2.

Consider two chains, ¢ and @, with the state space X = [0, 00), defined
by the following recursive equations:

bo=x, Ppi1=(Pn+C)T, n=01,2,...,
Bo=x, Pp1=@n+C)T, n=01,2,...,
where x € X is a given state. We suppose that each of the two sequences

¢, ¢, Coreo. and CCr,G,e

consists of independent and identically distributed random variables. In this
case, for all x € X and B € B we may define the kernels

(68) Q(B|z) :=P(P,.1 € B|®,=2)=P((z+ )" € B),
Q(Blz) := P($,41 € B|®, = z) = P((z + ()T € B),

where B denotes the Borel g-algebra of X = [0, 00).
For all real ¢ > 0 set

B, = max{Ee?", Equ},

(69) 20 ~
rgi= | max{e? 1}|dP(¢ < z) — dP({ < z)].
REMARK 3. Assume that
E¢ < 0, E( < 0,
(70) ¢ ¢

Ec™ < o0, Ee™¢ < 0,
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for some 7 > 0 and 7 > 0. It is well known (see, for example [4, p. 232]),
that in this case

(71) dg>0: p[;<1.
On the other hand, we may obtain (71) also in the case where one or both

of the expectations in (70) do not exist.

REMARK 4. Assume that the distributions of the random variables ¢
and ¢ have densities g and ¢, respectively, with respect to some measure .
It is easy to see that in this case we may calculate the value r, by the formula

0 [e%S)
(72) re= | lg(@) = @) p(de) + | e**|g(x) - ()| p(d).
—00 0

PROPOSITION 1. Assume that the numbers o, q and 34 are such that
(73) 0<a<l, 0<aB;<1, ¢>0.

Then the kernels Q(-|-) and Q(-|-), introduced in (68), satisfy all the as-
sumptions and assertions of Corollary 2 with

W(ﬂj‘) =el fi= ﬁtb w:=1, ||QW71||W < rg.
Suppose now that, in addition to assumptions (73),
Ve c¢(r) =c¢(z) and |c(x)| < de?.

In this case the assertions of Corollary 2 may by written in the following
very simple form:

~ a(Q_OZB ) T @
Ve >0 |Vo(z) — Val)| §rqdw<€q + 1—04)’

where the values V() and V,(-) were defined in (1).
The rest of the section is devoted to the proof of Proposition 1. We first
prove

LEMMA 9. If B, < oo with ¢ > 0 then the kernels Q and Q belong to
H1(W, By, 1) with W (z) = e?”.

Proof. 1t follows from Proposition 5.4 of [4] that
Q(|) € Ha(W, 5, W(0),n0,h) and  Q(|) € Hi(W. 5, W (0),v0,h)
where v is the Dirac measure concentrated at = = 0,
h(z) =P(x+¢<0), hz):=Px+(<0),
S =Ee® < By, 52 Ee® < By, Wi(x)=e.

This fact implies the assertion of Lemma 9. =
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LEMMA 10. If W(x) = €% for some q > 0 then

x
w = sup L/V’l( ) <r
>0 e

(74) low.|

q-

Proof. Assume that the distributions of the random variables ¢ and Z
have densities g and g, respectively, with respect to some measure p. (This
assumption does not restrict the generality, because we may everywhere put
pu(B) =P(¢ € B)+P(¢ € B).) It now follows from the definitions (6) and
(68) that (see also [4, p. 235])

(15)  owa(@) = | WdP((x 1+ OF <y) — dP((x + ) < y)] = Jo+ Joo
where

(76) Jo=[P((x+ )" =0)—P((z+{)" =0)|=|P((<—z) - P({<—a)]
< | lg@®) =g pdt) < e | |g(t) — G(t)| p(dt),

t<—x y<—zx
and
(77) Joo= | edP(z + ¢ <y) - dP(z+( < y)
y>0
= | f@dP(¢ <t) - dP(¢ < 1)
t>—x
= | e”|g(t) - G(t)] p(dt)
t>—x
<em | max{er, 1}g(t) — ()| ().
t>—x

Thus, from (75)—(77) we have

[e.9]

owa(x) < e | max{e”, 1}|g(t) — G(t)| p(dt) = e%r.

— o0
The latter equality follows from (72) and implies the desired inequality (74).

Now, the assertion of the proposition follows immediately from Corol-
lary 2 and Lemmas 9 and 10.
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