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WEAK CONVERGENCE OF MUTUALLY INDEPENDENT
X} AND X;! UNDER WEAK CONVERGENCE OF
X, =XxpP - x;}!

Abstract. For each n > 1, let {v,, ,k > 1} and {u, , k > 1} be mutually
independent sequences of nonnegative random variables and let each of them
consist of mutually independent and identically distributed random variables

with means ¥, and %, respectively. Let X2(t) = (1/c,) Zg-n:t]l(vn,j — Tp),

XAt = (1/en) S0 (ung — W), t > 0, and X, = X2 — X The main

result gives conditions under which the weak convergence X, D x , where
X is a Lévy process, implies Xf B XB and X;? A XA, where X2 and X4
are mutually independent Lévy processes and X = X5 — X4,

1. Introduction. Let X = {X(¢),t > 0} be a Lévy process (see [3])
without Gaussian component and with sample paths in the space D|0, c0).
Then the characteristic function of X (t) has the form FEexp(iuX(t)) =
exp(tiy,, (u)), where

(1) Ypp(u) = iub+ S (e™® —1)v(dx) + S (e — 1 — juzx) v(dz),

|z|>r 0<|z|<r

the drift b is a real number, the spectral measure v is a positive measure on
(—00,00) such that v({0}) = 0 and it integrates the function min(1,x?) on
(—00,00), while 7 is a positive number such that the points —r and r are
continuity points of the spectral measure v. The function v, (u) is called
the characteristic exponent of the process X. It is well known (see Theorem
6.1 in [3]) that F|X(1)| < oo, if and only if S‘x|>1 |z| v(dx) < co. In such a
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situation the characteristic exponent 1, (u) can be written in the form

(2) Yoo () = dub(r) + | (€™ =1 — iuz) v(dw)

— 00

where b(r) = b+ §‘$|>T zv(dz) and b(r) = EX(1). Hence, if EX(t) = 0, then

b=— S|x‘>r zv(dz).
A Lévy process can be considered as the limiting process of the processes

Xn(t) =c;! Zg@l Cnyj, t >0, n > 1, where (, 1 are r.v.’s. Below we recall
some special case of Prokhorov’s classical result providing conditions for such
a convergence in the case when for each n > 1, {(,, 1,k > 1} is a sequence of
independent and identically distributed (briefly iid) r.v.’s with distribution
function F,,. First we introduce the definition of Prokhorov’s condition for
{F,} with a spectral measure v defined by means of real nondecreasing and
right continuous functions M and N on (—o0,0) and (0,00), respectively,
such that M(z) > 0, =N (z) > 0 and lim,_,_o M (z) = lim; . N(z) = 0.
Namely, the spectral measure v on (—o00,00) is defined by its values on the
intervals (a,b] in the following way: v(a,b] = M(b) — M(a) for —co < a <
b<0,v(a,b]=N(b)—N(a) for 0 < a <b<ooand v({0})=0.

DEFINITION 1. A sequence {F),} of distribution functions satisfies the
Prokhorov condition (briefly, condition P) with drift b, and spectral measure
v if the following conditions hold:

Pl nF,(yc,) — M(y) and n(1 — F,(xc,)) — —N(z) as n — oo, for
all continuity points y < 0 and « > 0 of the functions M and N,

respectively,
P2 lim supn(l — F,(zcy) + Fp(—zcy)) =0,
T— 00 n
P3 b= lim — | 2dF,(c)and [b] < oo,
n—oo CTL

P4 lim lim supﬁ2 S 2% dF,(z) = 0.
e—0 n—o0 C?’l |gj‘<gcn

PROPOSITION 1 ([2]|). For each n > 1, let {1,k > 1} be a sequence
of ud random wvariables with distribution function F,, and let X be a Lévy
process with the characteristic exponent given by (1) with the pair (b, v).
Then X, DX in DJ0,00) equipped with the J; Skorokhod topology if and
only if {F,,} satisfies condition P with drift b, and spectral measure v.

The main result of the paper deals with a special case of a Lévy pro-
cess X from Proposition 1 and special r.v.’s (, ;. Namely, we assume that
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EX(1) =0, i.e. (by,v) satisfies

P5 S |r|v(dx) < oo and b, = — S zv(dz).
|z[>1 |z|>r

Then

(3) bp=— | xdM(z) - | 2dN(x)
=rM(—r)+rN(r)+ | M(z)dz+ | N(z)da.

For ¢, 1 we assume that for each n > 1,

Cn,k = (Un,k - Evn,k) - (un,k - Eun,k)’
where {v, ;,k > 1} and {u,x, k > 1} are mutually independent sequences
of nonnegative r.v.’s with finite expectations v,, := Ev, j, U, := Fu, and
each of them is a sequence of iid r.v.’s with distribution functions FZ(x) :=
P(vy — 0, < x) and FA(z) := P(upx — Uy < ), respectively. Below we
refer to the following conditions:

P6 Un/cn — 0 and w,/c, =0 asn— oo,
—r —r
p7 lim S nk,(xcy)dz = S M(z) dx.
n—oo
—00 —o0

The main result of the paper, Theorem 1, says the following. If { F},} sat-
isfies conditions P1-P4 with (b,, v) satisfying condition P5 and additionally
conditions P6-P7 hold, then the sequences { 2} and { F}} satisfy conditions
P1-P4 with the pairs (b2, v7) and (b2, v4), respectively, where b, = bZ — b
and the spectral measures 2 and v* are defined by their values on the in-
tervals (a,b) in the following way: v2(a,b) = v(a,b), v4(a,b) = v(—b, —a)
for 0 < a < b and v5(a,b) = v4(a,b) =0 for a < b < 0.

With the notation

[nt] [nt]

1
Xf(t) = o Z(Uﬂ,j —Up), X;;l(t) = o Z(Un,j — ), t=0,
) n i

and X,, = XB — X the main result can be expressed in the following way.

If X, 4 X, where X is a Lévy process with pair (b,,rv) and conditions

P5-P7 hold, then X5 B XB, XA B x4 and XB and X4 are mutually
independent Lévy processes with appropriate pairs (b2, v7), (b2, v4) and
X =Xx8- x4

It is obvious that if { P} and {FA} satisfy conditions P1-P4 with pairs
(bB,vB) and (b4, v4), respectively, then X, = XP — X2 D xB _ x4
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2. Main result

THEOREM 1 (Main result). Let {F),} satisfy condition P with drift b, and
spectral measure v satisfying condition P5 and let conditions P6 and P7 hold.
Then {FP} and {FA} satisfy condition P with drifts bE, b2, respectively,

T
such that b, = b2 — bf and with spectral measures VB and v, respectively,

defined as v®(a,b) = v(a,b), v4(a,b) = v(~b,—a) for 0 < a < b and
vB(=b, —a) = vA(=b,—a) =0 for 0 < a < b.

Set v, = Vp 1, Up = Up,1 and Uy = Uy — Uy, Uy = Up — Up.

LEMMA 1. If {F,} satisfies condition P1 with functions N and M, and
P6 holds, then {FP} and {FA} satisfy condition P1 with functions NB, M?B
and N4, MA, respectively, such that NB = N, MB = 0 and N4(z) =
~M(—z) for x >0, M4 =0.

Proof. Let ¢ > 0 and n(e) be such that v,/¢, < € and u,/c, < ¢ for

n > n(e). Then for all z > 0 such that  —e > 0 we have
P(vy, > xcy) > P(Uy, — Uy > xey +Up) > P(Uy, — Uy > cp(x +¢))

and

P(vy, > xen)P(uy < ecp) = P(vy, > xep, tn < ecp)

< P(Uy, > xCp + Up — €Cp, Up < €C) < P(Uy, — Up, > cp(z — €)).

Hence for n > n(e) and all x > 0 such that z —e¢ > 0 we get
(4) 1-Fulem(z+e) <1- Ff(xcn) < (1= Falen(z — 5)))(Fﬁ4(5cn))71-
This and condition P1 for {F,} and convergence in probability @, /c, = 0
give the inequalities

—N(z+e¢) <liminfn(l - FB(zc,)) < limsupn(l — FB(zc,)) < —N(z —¢)

n

if z+¢e and z—e > 0 are continuity points of IN. Hence if x > 0 is a continuity
point of N then

(5) lignn(l — FB(z¢,)) = =N(z) = —NP(z).
Now, if y < 0 and y + & < 0, then for n > n(e) we have
P(Tn < yen) = Plon < enly + nfen) < Plon < enly +2)) = 0.
Hence we get
(6) liglan(ycn) = li};nnP(ﬂn <ye,) =0= MP(y) forally<O0.

This means that {F} satisfies condition P1 with functions N and M
equal to NB = N and MB = 0, respectively.
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In a similar way we get the inequalities
P(tuy, > cpx) > Pty — Uy > cp(x +¢€)) = P(Uy, — Uy, < —cp(T +¢€))
= F(—cp(z+¢)-)
and
Pty > xen)P(vy, < ecp) < P(Uy —up < —cp(z —¢)) = Fr(—cp(x —e)—),

for n > n(e), v —e > 0, where F,,(z—) is the left hand limit of F, at x.
Hence for n > n(e) and x — e > 0 we get

(7)  Fa(—calz+e)=) <1 Fl(ze) < Fal—calz — &) =) (F7 (ecn) ™.

But by condition P1 for {F,} we have nF,(zc,—) — M (z) whenever z < 0
is a continuity point of M. This together with (7) and condition P1 for {F),}
gives

M(—z—¢) <liminfn(l — F2(zc,)) < limsupn(l— F(ze,)) < M(—z+¢)

n

provided —x — ¢ and —x + ¢ are continuity points of M. Hence if x > 0 is a
continuity point of M then

limn(l — FA(z¢,)) = M(—z) = —N4(z).

n

Now, reasoning in a similar way as for the sequence {F?} in (6) we get

lim nF2(ye,) = 0= MA(y) fory <O0.

All this implies that {FA} satisfies condition P1 with functions N4(z) =
~M(—z) forz > 0and M4 =0. m

LEMMA 2. If {F,} satisfies conditions P1-P2 and P6, then {FP} and
{FAY satisfy condition P2.

Proof. Condition P2 for {F5} and {F"} follows from condition P2 for
{F,} and from inequalities (4) and (7), respectively. =

LEMMA 3. Let & be a r.v. with distribution function F' and E€ = 0. Then
for any ¢ > 0,

(3) " BEI(e] < re) = —r(1 — F(re) + rF(~rc)

+ S F(cx)dx — S(I—F(cx))da@.

—00 T
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Proof. Notice that

[e.e] T

ESI(E| <v) = —E¢I(|¢] > r) = = { wdF(x) - | zdF(x)
=—r(1—F() - (1= F(z))dx+rF(-r) + _S F(x)dz.

Replacing & by £/c we get the assertion of the lemma. m
LEMMA 4. If {F,} satisfies condition P1 then for each m > r,

(9) lirrln S nkFy,(zc,) dx = S M (z) dx
and
(10) lim | n(1 - F(zcn)) do = — | N(z) da.

Proof. Let fn(x) := nP(v, — U, < zcp) for z < 0. Then each f, is
nondecreasing on (—oo,0) and by condition P1 we have f,,(z) — M (x) for
all x < 0 that are continuity points of M. Hence for all + < —r and some
0 > 0 we have

-
0< ful@) < ful-r) S M (=) + 0= fo(z) and | fo(z)dz < oo
—m
Therefore by Lebesgue’s dominated convergence theorem we get
- - —r
lim S fn(z)dx = S lim f,,(z) dx = S M (z) dx
n n
-m -m -m
for all m > r, which gives the first assertion.

To prove the second assertion note that the functions g, (z):=nP (v, —u,
> xc¢y,) for £ > 0 are nonincreasing and g, (z) — —N(x) for all z > 0 that
are continuity points of N. Hence for z € (r,m) and some ¢ > 0 we have

m
0 < gn(x) <gn(r) < —=N(r)+d=go(x) and S go(x) dzx < oo.
T

Therefore by Lebesgue’s dominated convergence theorem we get

lién?gn(x) dx = T§li7£ngn(x) dr = —TSnN(:c) dx

for all m > r, which gives the second assertion and finishes the proof of the
Lemma. =
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LEMMA 5. If {F,} satisfies conditions P1-P3 and P5, then forri,ro > r,
o

(11) liyrln< S nk,(xey,) de — S n(l — Fy(xzcy)) dw)

—0o0 ro
—Tr1 (0.9]
= | M(z)dx+ | N(z)da.
—00 T2
Moreover if condition P7 holds, then
lim S n(l — Fy(xey))de = — S N(z)dx.
T2 T2

Proof. Putting £ = v, — U, and ¢ = ¢, in Lemma 3 we get

(12) bup = — BT = ) ([T — n| < 7)
Cn
= —rn(l — F,(re,) + rnFp(—rey)
+ S nF,(zc,) dr — S n(1 — Fy(xcy)) de.

Using P3 and P1 we get

b =7rN(r)+rM(—r)+ h}P(S nE, (zc,) dr — S n(l — Fy(xcy)) dac),

and this in view of Lemma 4 gives, for ri,79 > r,

S M(x)dx + S N(z)dx = liTan( S nkFy(zc,) do — S n(l — Fy(zcy)) dm),

which finishes the proof of the first assertion of the lemma. The second
assertion follows immediately from the first and from assumption P7. =

LEMMA 6. Let {F,} satisfy conditions P1-P3 and P5-PT7. Then {FP}
and {F'} satisfy condition P3 with b2 = rNB(r) + {>° NB(z) dx and b =
rNA(r) + {*° N4(2) dx, respectively.

Proof. Using Lemma 3 for £ = v, and ¢ = ¢, we get

(13) bB = L B, ([T, < ren)
’ C

n
= —rn(1 — FB(re,)) + rnFB(—rey)
o T
- S n(1 — FB(ze,)) dz + S nFB(ze,) dx.
T —0oQ
Let € > 0 be such that » — e > 0 and n(e) be such that 7, /¢, < ¢ and
Up/cn < € for n > n(e), which is guaranteed by P6. Then for x < —r we
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have
Ff(xcn) = P(v, < zcp) = P(vp, < cp(x 4+ 0,/cy)) = 0.

Hence for n > n(e) we get
(14) bﬁr = —rn(l — FB(re,)) — S n(1 — FB(zc,)) dz.
By inequality (4) we get

n(1 = F(xcy)) < n(l = Falea(z — ) (F; (ecq)) "

Applying this together with the convergences F/(ec,) — 1 and

liTILn S n(l — Fy(zc,))dz = S liTann(l — Fo(zcy))dx = — S N(z)dx

and the Lebesgue dominated convergence theorem to the sequence {FJ2},
which satisfies condition P1, we obtain the convergence

o0

b = 1limbZ, = rNB(r) + | NP () da.

T
T

In a similar way we get the convergence
(0.9]

b2 := lim bf,r = rNA(r) + S NA(z)dz. =

LEMMA 7. If {F,} satisfies conditions P1-P7 then {FP} and {FA} sat-
1sfy condition P4.

Proof. Notice that for any mutually independent random variables v and
u and any number § > 0 we have

(0I(Jo] < )I(lul < 8) — ul(Ju] < 6)I(Jo] < &) < (v — wT(Jv — ] < 20)
and
(15)  E(vl(jv] < 8)I(|jul < 8) = ul(ju| < 6)I(|jv] < 4))*
< E(v—u)*I(jv —u| < 20).

But the left hand side of (15) equals
(16)  Ev*I(jv] < §)P(Ju| < ) + Eu*I(Ju| < §)P(|v| < 6)

—2EvI(|v| < §)Eul(|u] <9).
Putting v = v, u = U, and 0 = ¢, for € > 0 in (15) and (16) we get
(17)  EO2I(|tn| < cne)P([tn] < cne) + EU2I(|tn| < cne)P(|tin] < cne)

— 2E0,1([on] < ene) BtnI (|tn| < cne) < E(Un — )2 I1(|0n — tn| < 2ec¢,).

By the assumptions and Lemma 6 we know that {FP} and {F3} satisfy
condition P3. Hence
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D B I(|tn] < 2p) = O(1) and  — EtinI(|in] < ec) = O(1),
C C

n mn
which implies

1 1
lim — Ev,I(|v,| < ecp) = lim — EuyI(|u,| < ec,) = 0.
n o Ccp n Ccp,

All this implies

lim lim sup nE I(|vg] < scn)E@ I(|ty] < ecp) =0.
n c c

e—0 n n

Together with (17) and P4 for {F,,}, this gives

lim lim sup %E'ﬁil(ﬁﬂ <ecy) =0
e—0 n (64
and n
lim lim sup — Eu2I(|ti,| < ecp) =0,
e—0 n Cn

which means that {FP} and {FA} satisfy condition P4. m

Proof of Theorem 1. The assertion follows from Lemmas 1-7. =
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