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WOJCIECH ZIELINSKI (Warszawa)

THE SHORTEST RANDOMIZED CONFIDENCE INTERVAL
FOR PROBABILITY OF SUCCESS
IN A NEGATIVE BINOMIAL MODEL

Abstract. Zielinski (2012) showed the existence of the shortest confidence
interval for a probability of success in a negative binomial distribution. The
method of obtaining such an interval was presented as well. Unfortunately,
the confidence interval obtained has one disadvantage: it does not keep the
prescribed confidence level. In the present article, a small modification is
introduced, after which the resulting shortest confidence interval does not
have that disadvantage.

Consider the negative binomial (or Pascal) statistical model
({0,1,2,...},{NB(r,7),0 <7 < 1}),
where NB(r, ) denotes the negative binomial distribution with pdf

-1
<r+x )WT<1—7T)36, x=0,1,2,....
x

It is known that
t
-1
Z<T+x >7Tr(1—7r)x:F(7‘,t+1;7r),
=0 v
where F'(a,b;-) denotes the cdf of the beta distribution with parameters
(a,b).

Let X denote a negative binomial NB(r,7) random variable. A confi-
dence interval for probability 7 at confidence level v is of the form (see
Clopper and Pearson’s (1934) construction of the confidence interval for =
in a binomial statistical model)

(F7Hr, X + L) F7H(r, X v2)),
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where 71,72 € (0,1) are such that 75 — 1 = v and F~!(a,b;a) is the «
quantile of the beta distribution with parameters (a, b), i.e.
PAre (F ' X+ Lyn); F i (r, X))} >, Vre(0,1).
For X = 0 the right end is taken to be 1.
Zieliniski (2012) considered the length of the confidence interval when
X = z is observed:
d(vi,z) = F Y (r,m;y +m) — FHro + 1;m).

Let = be given. The existence as well as the method of finding 0 < v; < 1—7
such that d(vi,x) is minimal was shown. Exemplary solutions are given in
Table 1.

Table 1. r =5

Shortest c.i.

T Y1 leftshort  Tightshors  lengthsnort

0.05000 0.41820  1.00000 0.58180
5 0.02303 0.18339  0.78408 0.60070
10 0.01515 0.10436  0.56211 0.45775
15 0.01263 0.07289  0.43500 0.36210
20 0.01141 0.05600  0.35417 0.29817
25 0.01069 0.04546  0.29849 0.25302
30 0.01021 0.03826  0.25786 0.21960
35 0.00988 0.03303  0.22694 0.19391
40 0.00963 0.02905  0.20262 0.17356
45 0.00944 0.02593  0.18300 0.15706
50 0.00928 0.02342 0.16684 0.14342

The confidence level of the shortest confidence interval for probability m

equals
s -1
T
x
=0
where
1 ifrme (leftshort (CL‘), rightporg (:C))7

1(z,7) = {
0 otherwise.
For r =5 and v = 0.95 the confidence level is shown in Figure 1.
Note that for some probabilities 7w the confidence level is smaller than
the nominal one. This contradicts the definition of the confidence interval.
Let Y be a random variable conditionally distributed on the interval
[0, 1] with cdf Gy|x—z(-)- The confidence interval will be constructed on the

basis of Ty = X +Y and T; = X — (1 —Y). The distribution of the r.v. T,
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Fig. 1. Confidence level of the shortest confidence interval: r =5, v = 0.95

is easy to obtain:
P AT, <t} =PA{X+Y <t}
_ {a(LtJ, [t F(r,1;7) for [t] =0,
(L —a(t], D) E(r, [t];m) + a([t], [T F(r, [t] + 1;7)  for [t] > 1,
where [t] is the greatest integer not greater than ¢, [t] = t—|t] and a(z,y) =
§o dGy | x=x(t).

The distribution of Ty may be obtained in a similar way.

Let X = z and Y = y be observed. The shortest confidence interval
(rr, ) at confidence level v will be obtained as a solution with respect to
7 of the following problem:

my — 7, = min!,
Pr ATy <z +y} =19,
Pro{Tu>z—(1-y)}=1-m,
Y27 =7
Hence, we have to find w7, and 7y such that
my — 7, = min!,
(1 — oz, y))F(r,z;m0) + alz,y)F(r,z + Lay) =72,
(1 - a(xv y))F(Tvx + L 7TL) + a(m,y)F(r, T+ 2 7TL) =71,
Y27 =7
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It is easy to note that the distribution of Y may be taken to be uniform

U(0,1) independently of X. Let
G(myry,y) = (L=y)F(r,z;m) + yF(r, o+ 1)
Then
7 =G Yy;rx+1,y) and mp =Gy 47 2,y).

Consider the length of the confidence interval when X = x and Y =y

are observed:
d(yi;ra,y) = G (v + i e, y) — G H (v e+ 1y).

THEOREM 1. For x > 2 and for all y € [0,1] there exists a two-sided

shortest confidence interval.

Proof. We have to show that for > 2 and for all y € [0,1] there
exists 0 < 73 < 1 — = such that d(y1;r,x,y) is minimal. The derivative of
d(v1;7r,x,y) with respect to v equals (in what follows, B(-,-) denotes the
beta function)

od(vy1;r,z,y) 1 1

a’Yl n LHS(’Ylarvxuy) a RHS(717T7$7y)

where
(1— Gy + 71, 2,9)* (G oy + 7157w, ) !

LHS(vy1; 71,2, y) =

B(r,z)
T+ 1
. l_y—|—yT(1—G ('Y+71;r7x7y)) ’
1—G 'y oz + 1L,y) (G (a4 1,y)
RHS(yi;7,2,y) = ( ( B(r))x:— 1) ( )
z4+r+1 1, .
. <1y+y$+1(1G (71,7“,!E+1,y))>-

Because
G H0;r,z,y) =0 and G H(lr@,y) =1,
for x > 2 we have:

e if v; — 0 then LHS(vy1;7, z,y) > 0 and RHS(vq;7,2,y) — 0T,
e if 3 — 1 —~ then LHS(yy;7,z,y) — 07 and RHS(vq;7, 2,y) > 0.

Therefore, the equation

(%)

has a solution.
It is easy to see that LHS(:;r, x,y) and RHS(:; r, x,y) are unimodal and
concave on the interval (0,1 — 7). Hence, the solution of () is unique. Let

8d(’}/17 r,z, y)

=0
omn
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v denote the solution. Because 0d(v1;r,x,y)/0y1 < 0 for y1 < 7] and
ad(yi;r,x,y)/0y1 > 0 for 1 > 7, we have

d(vi;r,2,y) = inf{d(yi; 7 2,y) 1 0 <y <1 -7}

THEOREM 2. For x =1 there exists y* € (0,1) such that if Y < y* then
the shortest confidence interval is one-sided, and is two-sided otherwise.

Proof. For x =1 we have
LHS(vy1;7,1,y)
= (G (v Ly) T 1=y +yr+ D1 =Gy + 57, 1,y)))
RHS(yy;7, 1,y) = r(r+1)(1 — G Yy 7, 2,9)) (G (157, 2, )"t
. (1 —y+ yr ; 2(1 — G (v, 2, y))>
It can be seen that if 73 — 0, then
LHS(vi;7, Ly) = r(G ™ (ysr, Ly))
S(L=y+ylr+ 1)1 -Gy Ly)),
RHS(y1;7,1,y) — 0,
and if vy; — 1 — =, then
LHS(v1;7,Ly) = (1 —y),
RHS(yy;7, 1,y) = r(r+1)(1 = GYH1 = v;m, 2,9)) (G711 — y;7,2,) 1

r+2 _
-(1—y+y 5 (1—G1(1—7;7’,2,y))>.

Because LHS(1 — ~;7,1,0) > RHS(1 — ~;r,1,0) and LHS(1 — v;r,1,1) <
RHS(1 — 7;7,1,1), there exists y* such that

So, for y < y* the shortest confidence interval is one-sided, and it is two
sided otherwise.
The probability y* may be found numerically as a solution of

In Table 2 the values of y* for different  and confidence levels v are given.

The confidence level of the randomized shortest confidence interval for
r =5 and v = 0.95 is shown in Figure 2.

Below we give a short program in the R language for calculating 7] and
the ends of the shortest randomized confidence interval. Of course, one can
also use any other mathematical or statistical package (in a similar way) to
find the values of 77 as well as the ends of the shortest randomized confidence
interval (cf. Zielinski 2010).
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Table 2. Values of y*

r 0.9 0.95 0.99 r 0.9 0.95 0.99
3 0.67728 0.77537 0.91232 17  0.90240 0.94544 0.98672
4 0.76309 0.84507 0.94730 18 0.90414 0.94657 0.98708
5 0.80700 0.87858 0.96201 19 0.90568 0.94757 0.98739
6 0.83322 0.89782 0.96979 20 0.90706 0.94846 0.98767
7 0.85051 0.91017 0.97452 21 0.90829 0.94926 0.98792
8 0.86271 0.91871 0.97765 22 0.90940 0.94998 0.98814
9 0.87174 0.92495 0.97987 23 0.91041 0.95062 0.98834
10 0.87870 0.92969 0.98152 24 0.91133 0.95121 0.98852
11 0.88421 0.93341 0.98279 25 0.91217 0.95175 0.98868
12 0.88868 0.93640 0.98379 26 0.91294 0.95224 0.98883
13 0.89238 0.93886  0.98460 27 0.91365 0.95269 0.98897
14 0.89548 0.94091 0.98527 28 0.91431 0.95311 0.98909
15 0.89813 0.94265 0.98583 29 0.91491 0.95350 0.98921
16 0.90041 0.94415 0.98631 30 0.91548 0.95386  0.98932
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Fig. 2. Confidence level of the randomized shortest confidence interval: r =5, v = 0.95

Bet = function(a,b,q){pbetalq,a,b)} #Beta CDF

Dys = function(r,x,q,y){if (x>1) (1-y)*Bet(r,x,q)+y*Bet(r,x+1,q)
else y*Bet(r,1,q)}

Left = function(r,x,y,p){uniroot(function(q) Dys(r,x+1,q,y)-p,
lower = 0, upper = 1, tol = 1e-20)$root}

Right = function(r,x,y,p){uniroot(function(q) Dys(r,x,q,y)-p,
lower = 0, upper = 1, tol = 1e-20)$root}

Leng = function(r,x,y,q,s){Right(r,x,y,q+s)-Left(r,x,y,s)}
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Ystar=function(r,level){uniroot (function(a)
(1 - a)*r - rx(r + 1)*x(1 - Left(r,1,a,1-level))*exp((r - 1)
xlog(Left(r,1,a,1-level)))*
(1 - a+ ax(r + 2)x(1 - Left(r,1,a,1-1level))/2),
lower = O,upper = 1,tol = 1e-20)$root}
FindMinimumLeng = function(r,x,y,q){optimize(Leng,interval=c(0,1-q), r=r,
X=X, 9=q, y=y, tol=1e-20)$minimum}
r=5; #input number of successes
x=2; #input number of fails
level=0.95; #input confidence level
y=runif(1, 0, 1); #random U(0,1) number
y #output y
ss=if (x+y<1+¥star(r,level)) 1-level else FindMinimumLeng(r,x,y,level)
ss #output 77
Left(r,x,y,ss) #output left end
if (x+y<i+Y¥star(r,level)) 1 else Right(r,x,y,level+ss) #output right end

Because calculating confidence intervals is very easy with the aid of com-
puter software, using the shortest confidence interval is recommended, espe-
cially for small values of r. To avoid problems with wrong inference due to
the confidence level, one should use randomized shortest confidence inter-
vals. Of course, the generated value y of the U(0,1) r.v. must be attached
to the final report. So results now are given by three numbers: number of
successes, number of fails and the value y.
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