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GROWTH OF HETEROTROPHE AND AUTOTROPHE
POPULATIONS IN AN ISOLATED TERRESTRIAL

ENVIRONMENT

Abstract. We consider the model, proposed by Dawidowicz and Zalasiń-
ski, describing the interactions between the heterotrophic and autotrophic
organisms coexisting in a terrestrial environment with available oxygen.
We modify this model by assuming intraspecific competition between het-
erotrophic organisms. Moreover, we introduce a diffusion of both types of
organisms and oxygen. The basic properties of the extended model are ex-
amined and illustrated by numerical simulations.

1. Introduction. In this paper we consider the model proposed by
Dawidowicz and Zalasiński in [D], which describes relations between het-
erotrophic and autotrophic organisms depending on the oxygen level in a
terrestrial environment. Dawidowicz and Zalasiński in [D] assumed that pro-
duction of oxygen takes place during the photosynthesis. In this model the
variables X and Y describe the concentration of the biomass of the het-
erotrophic and autotrophic organisms, respectively, while Z is the oxygen
concentration available in the terrestrial environment. For simplicity it was
also assumed that one unit of the autotrophe biomass is consumed by the
use of one unit of oxygen volume. Moreover, it was assumed that there is
some critical level of oxygen concentration, denoted by K, below which bi-
ological processes are impossible. Therefore, only an excess over the critical
level takes part in the consumption process. Taking this fact into account it
was assumed that the increase of the heterotrophic biomass and the decrease
of the autotrophic biomass as well as the oxygen level were proportional to
X min{Y, (Z −K)+}, where (Z −K)+ = max{Z −K, 0}, due to consump-
tion and respiration processes. Moreover, it was assumed that the carrying
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capacity for autotrophes was bounded due to e.g. a limited water amount.
However, since in the model proposed in [D] the oxygen concentration could
increase to infinity (see [FSz1] for details) we consider instead the modified
model proposed by Foryś and Szymańska [FSz2], who assumed a limited
amount of oxygen. To simplify the model we assume that the total concen-
tration of the free oxygen and carbon dioxide is spatially homogeneous and
denote it by L. Naturally, autotrophes assimilate carbon dioxide from the
air and produce oxygen during the photosynthesis process. Therefore, the
increase of the oxygen level is proportional to Y (L− Z).

We further modify the Foryś–Szymańska model by assuming that in-
traspecific competition between heterotrophes is present in the ecosystem.
Hence, in the proposed model, the decrease of the heterotrophic biomass is
proportional to X2. Thus, we write −bX2 instead of −bX (considered by
Dawidowicz and Zalasiński as well as by Foryś and Szymańska) in (1.1) be-
low. Moreover, we add a positive diagonal diffusion matrix. Therefore, the
proposed model has the following form:

∂X

∂t
= D1∆X + aX min{Y, (Z −K)+} − bX2,(1.1)

∂Y

∂t
= D2∆Y + cY (M − Y )− dX min{Y, (Z −K)+},(1.2)

∂Z

∂t
= D3∆Z + eY (L− Z)− fX min{Y, (Z −K)+},(1.3)

where X = X(t, x) and Y = Y (t, x) describe the concentration of the het-
erotrophic and autotrophic organisms at time t and at the point x ∈ Ω ⊂ Rn,
respectively, while Z = Z(t, x) is the concentration of free oxygen available
at time t and at point x. Moreover, the constants a, b, c, d, e, f , K, L and
M are positive. In this paper the system (1.1)–(1.3) is considered on the
1D open interval Ω = (0, l), l > 0, with no-flux (e.g. Neumann) boundary
conditions. Namely, we assume

(1.4)
∂u

∂x

∣∣∣∣
x=0,l

= 0 for u = X,Y, Z.

We have chosen the 1D case only for the sake of simplicity of presenting
numerical simulations. Theorem 2.1 and the model analysis given in Section 2
also hold in 2D and 3D cases. To close the system we postulate the following
initial conditions:

(1.5) X(0, x) = X0(x), Y (0, x) = Y0(x), Z(0, x) = Z0(x).

The present paper is organised as follows. Section 2 is devoted to the basic
mathematical properties of the proposed model. Section 3 presents numerical
simulations performed with MATLAB. The last section, Section 4, contains
a discussion and conclusions.
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2. Model analysis

2.1. Existence and non-negativity of solutions. In the proof of the
Existence Theorem 2.1 we will use the theory of invariant regions presented
in [CCS] and [S]. This theory, however, requires the reaction term of the
equation to be C1. In order to have C1 functions on the right-hand side of
(2.1)–(2.3) we do the following. First, we rewrite the min{·, ·} and max{·, ·}
functions in the form

min{x, y} =
x+ y

2
− |x− y|

2
and max{x, y} =

x+ y

2
+
|x− y|

2
,

respectively. Secondly, we choose a small ε > 0 and define the function

m(w) =

{
|w| for |w| > ε,
3
2εw

2 − 1
2ε3w

4 for |w| ≤ ε.

Now we define the functions min∗ and max∗ by inserting the function m(·)
instead of the modulus in the formulas for min and max, respectively. Hence,
we consider the system

∂X

∂t
= D1∆X + aX min∗{Y, (Z −K)+} − bX2,(2.1)

∂Y

∂t
= D2∆Y + cY (M − Y )− dX min∗{Y, (Z −K)+},(2.2)

∂Z

∂t
= D3∆Z + eY (L− Z)− fX min∗{Y, (Z −K)+}.(2.3)

Now we are able to state and prove the existence theorem.

Theorem 2.1. Let X0(x), Y0(x) and Z0(x) be bounded and uniformly
continuous. Moreover, assume that the initial data are non-negative and sat-
isfy

(2.4) X0(x) ≤ X̌, Y0(x) ≤M and Z0(x) ≤ L,
where X̌ ≥ aP/b and P = min∗{M,L − K} in case L > K, and X̌ > 0
can be an arbitrary constant otherwise. Then there exists a unique global in
time solution to (2.1)–(2.3) with boundary conditions (1.4) and initial con-
ditions (1.5). Moreover, for every t > 0 the functions X(t, ·), Y (t, ·) Z(t, ·)
are bounded and uniformly continuous.

Proof. We claim that the system (2.1)–(2.3) admits the following bound-
ed invariant region:

Σ = {(u1, u2, u3) ∈ R3 : 0 ≤ u1 ≤ X̌, 0 ≤ u2 ≤M, 0 ≤ u3 ≤ L}.
This implies (cf. [CCS], [S]) the existence and uniqueness of global in time
solutions to (2.1)–(2.3). Moreover, by the definition of Σ we obtain the non-
negativity of solutions for any initial data satisfying (2.4).
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Let us define the functions Gi, i ∈ {1, . . . , 6}, which we use to describe
the boundary of Σ:

(2.5)
G1(u1, u2, u3) = −u1, G2(u1, u2, u3) = u1 − X̌,
G3(u1, u2, u3) = −u2, G4(u1, u2, u3) = u2 −M,

G5(u1, u2, u3) = −u3, G6(u1, u2, u3) = u3 − L,

where X̌ is as in the theorem. Then

Σ =
6⋂

i=1

{u ∈ R3 : Gi(u) ≤ 0}.

The function describing the reaction term of (2.1)–(2.3) can be represented
as follows:

g(u1, u2, u3) = (au1 min∗{u2, (u3 −K)+} − bu2
1,(2.6)

cu2(M − u2)− du1 min∗{u2, (u3 −K)+},
eu2(L− u3)− fu1 min∗{u2, (u3 −K)+}).

We check that

∇G1 · g|u1=0 = 0 in Σ,
∇G3 · g|u2=0 = du1 min∗{0, (u3 −K)+} = 0 in Σ,
∇G4 · g|u2=M = −du1 min∗{M, (u3 −K)+} ≤ 0 in Σ,
∇G5 · g|u3=0 = −eu2L ≤ 0 in Σ,
∇G6 · g|u3=L = −fu1 min∗{u2, (L−K)+} ≤ 0 in Σ.

Hence, u1 ≥ 0, u2 ∈ [0,M ] and u3 ∈ [0, L]. Moreover, if L > K we have

∇G2 · g|u1=X̌ = aX̌P − bX̌2 ≤ 0 in Σ,

so u1 ≤ X̌ provided that X̌ ≥ aP/b, where P = min∗{M,L −K}. On the
other hand, for L ≤ K we obtain

∇G2 · g|u1=X̌ = −bX̌2 ≤ 0 in Σ.

This implies that u1 ≤ X̌. Clearly, we have just shown that the vector field g,
defined in (2.6), is tangent to ∂Σ or is directed into Σ. Therefore, by the
general theory provided in [CCS] and [S] we infer that Σ is an invariant
region, and the proof is complete.

Note that for L ≤ K the system (2.1)–(2.3) reduces to a system of three
equations where the first two are decoupled and the third is coupled only
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with the second:
∂X

∂t
= D1∆X − bX2,(2.7)

∂Y

∂t
= D2∆Y + cY (M − Y ),(2.8)

∂Z

∂t
= D3∆Z + eY (L− Z).(2.9)

Clearly, by the definition of Σ, for every initial condition satisfying (2.4) we
have Z(t, x) ≤ L for every t > 0 and x ∈ (0, l). Hence min∗{Y, (Z −K)+} =
min{Y, (Z −K)+} = 0.

2.2. Case L ≤ K. In this section we consider the system (2.7)–(2.9).
One immediately sees that (2.7) is simply the one-dimensional heat equation.
Obviously, the intersection of invariant regions is an invariant region. Hence,
the invariant region of (2.7) is simply {0}. Therefore, X(t, x)→ 0 as t→∞.
Equation (2.8) is the Fisher equation (see e.g. [BT] for details).

2.2.1. Spatially homogeneous steady states. First consider the system
(2.7)–(2.9) without diffusion. As mentioned before, (2.7) and (2.8) are de-
coupled. Moreover, theX and Y variables do not depend on Z. It is clear that
(2.7) has only one stationary solution X̄ = 0, which is stable. Moreover, (2.8)
is simply a logistic equation (see [M] for details). Hence, it has two stationary
solutions Ȳ1 = 0 and Ȳ2 = M , which are unstable and stable, respectively.
Computing the values of steady states for (2.9) one concludes that (2.7)–
(2.9) have two spatially homogeneous steady states: (X̄1, Ȳ1, Z̄1) = (0, 0, Z̃),
where of course Z̃ ≤ L and (X̄2, Ȳ2, Z̄2) = (0,M,L). Moreover, it is clear
that (X̄1, Ȳ1, Z̄1) is unstable while (X̄2, Ȳ2, Z̄2) is stable.

It is known that if a stationary solution of a system without diffusion
is unstable, then the introduction to the system of a non-zero diffusion ma-
trix does not stabilize this solution (see e.g. [M]). Therefore, (X̄1, Ȳ1, Z̄1) is
unstable for (2.7)–(2.9) with or without diffusion.

The stationary solution (X̄2, Ȳ2, Z̄2) is stable for the model without dif-
fusion, and it cannot be destabilized by diffusion. More precisely, consider
(2.8)–(2.9) with the linearisation matrix around the point (Ȳ2, Z̄2) given by

A1 =

[
−cM 0
eL −eM

]
.

Since A1 is a strongly stable matrix (1) the stationary solution (Ȳ2, Z̄2) is
a stable solution of (2.8)–(2.9) for an arbitrary choice of diffusion constants

(1) We say that a matrix A1 is strongly stable if A1 as well as A1−D have all eigenvalues
in the open left complex half-plane, where D is an arbitrary positive diagonal diffusion
matrix.
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(see [C] or [SMM] for more details). Therefore, (X̄2, Ȳ2, Z̄2) is stable in both
cases—with or without diffusion.

2.2.2. Travelling wave solutions. As shown above, (2.7)–(2.9) has two
spatially homogeneous steady states, one stable and the other unstable. This
suggests the possibility of the existence of travelling wave solutions. After the
rescaling Y ∗ = Y/M , t∗ = cMt and x∗ = x(cM/D2)1/2, (2.8) becomes the
classical Fisher equation (cf. [BT]) for which there exist an infinite number
of travelling wave solutions. Moreover, the wavefront solutions move with
speed v ≥ vmin = 2(cMD2)1/2.

Since we have travelling wave solutions for (2.8), one would expect similar
behaviour for the variable Z(t, x). The numerical simulations performed in
the case of L ≤ K, presented in Section 3, illustrate the propagation of the
wave solution when the whole system is considered.

2.3. Case L > K. First, we calculate the steady states (X̄, Ȳ , Z̄) us-
ing the min function. Next we choose ε > 0 small enough to ensure that
min∗{Ȳ , (Z̄ −K)+} = min{Ȳ , (Z̄ −K)+}.

2.3.1. Spatially homogeneous steady states. To find spatially homoge-
neous steady states of (2.1)–(2.3) for L > K we consider three cases:

(a) Z ≤ K, which implies min{Y, (Z −K)+} = 0,
(b) Z > K and min{Y, (Z −K)+} = Y ,
(c) Z > K and min{Y, (Z −K)+} = Z −K.

In case (a) we have one spatially homogeneous steady state (X̄1, Ȳ1, Z̄1) =
(0, 0, Z̃), where Z̃ ≤ K. Using the same technique as for L ≤ K it can be
easily shown that (X̄1, Ȳ1, Z̄1) = (0, 0, Z̃) is unstable for the system (2.1)–
(2.3) with or without diffusion.

In case (b) there may exist three spatially homogeneous steady states:
(X̄1, Ȳ1, Z̄1) = (0, 0, Z̃) for Z̃ > K, (X̄2, Ȳ2, Z̄2) = (0,M,L) and the last one,
with positive coordinates

(X̄3, Ȳ3, Z̄3) =
(

acM

ad+ bc
,
bcM

ad+ bc
, L− acfM

e(ad+ bc)

)
provided that M ≤ L − K and K < L − cM(af+be)

e(ad+bc) , respectively. As in
case (a), (X̄1, Ȳ1, Z̄1) is unstable for (2.1)–(2.3) with or without diffusion.
Linearising (2.1)–(2.3) without diffusion around (X̄2, Ȳ2, Z̄2) and calculat-
ing the roots of the characteristic polynomial one observes that there exists
a positive root λ = aM . Hence, the solution (X̄2, Ȳ2, Z̄2) is unstable for
the system with or without diffusion. To examine the stability of the third
steady state we first consider the system (2.1)–(2.3) without diffusion. Lin-
earising (2.1)–(2.3) around the stationary solution (X̄3, Ȳ3, Z̄3) we obtain the
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following linearisation matrix:

A2 = A2(X̄3, Ȳ3, Z̄3) =



−abcM
ad+ bc

a2cM

ad+ bc
0

−bcdM
ad+ bc

−bc2M

ad+ bc
0

−bcfM
ad+ bc

0
−bceM
ad+ bc

 .
The characteristic polynomial P (λ) = det(A2 − λI) has the form

P (λ) = −
(
λ+

bceM

ad+ bc

)
det(A′2 − Iλ),

where

A′2 =


−abcM
ad+ bc

a2cM

ad+ bc
−bcdM
ad+ bc

−bc2M

ad+ bc

 .
Clearly, trA′2 < 0 and det(A′2) > 0, thus both eigenvalues of A′2 have negative
real parts and the steady state (X̄3, Ȳ3, Z̄3) is locally asymptotically stable.

The question arises whether this steady state is also stable for the system
with diffusion or if Turing instability occurs. To answer this question we use
Theorem 3.2 of [WL]. We have to check the so-called minors condition, which
postulates that (−1)k det(PJ(C)) ≥ 0 for all J ∈ Ik and all k = 1, . . . , n,
where Ik = {1 ≤ i1 < · · · < ik ≤ n} and n is the size of the linearisation
matrix C (in our case n = 3). Here PJ(C), where J = {i1, . . . , ik}, denotes
the k × k principal submatrix of C,

PJ(C) =


ci1i1 ci1i2 · · · ci1ik

ci2i1 ci2i2 · · · ci2ik
...

...
. . .

...
ciki1 ciki2 · · · cikik

 .
It is clear that in the present case all principal minors of rank 1 are negative
so (−1) det(PJ(A2)) > 0 for J = {1}, {2} and {3}. For k = 2 we check three
minors:

• for J = {1, 2} we have

B := (−1)2 det(PJ(A2)) = abc2M2/(ad+ bc) > 0,

• for J = {1, 3} we have

(−1)2 det(PJ(A2)) = ab2c2eM2/(ad+ bc)2 > 0,

• for J = {2, 3} we have

(−1)2 det(PJ(A2)) = b2c3eM2/(ad+ bc)2 > 0.
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For k = 3 we calculate (−1)3 det(A2) = bceMB/(ad+ bc) > 0. This shows
that the minors condition is satisfied. Since A2 is stable, we infer from The-
orem 3.2 of [WL] that A − D is stable for all diagonal diffusion matrices
D > 0. Therefore, the steady state (X̄3, Ȳ3, Z̄3) is stable for every set of
diffusion coefficients, and Turing instability cannot occur.

In the last case (c), when all three equations are coupled, we have one
spatially homogeneous steady state (X̄2, Ȳ2, Z̄2) = (0,M,L), as for case (b).
However, now M > L − K. Using the same techniques as in case (b) it is
easy to show that (X̄2, Ȳ2, Z̄2) is unstable for (2.1)–(2.3) with or without
diffusion. Moreover, depending on parameter values, there may exist one or
two more positive homogeneous steady states

(2.10) (X̄4,5, Ȳ4,5, Z̄4,5) =
(
a

b
(Ẑ −K),M − de

cf
(L− Ẑ), Ẑ

)
,

where Ẑ is one of the roots of the polynomial

(2.11) −
(
de2

cf
+
af

b

)
Z2 +

(
2L
de2

cf
+ 2K

af

b
− eM

)
Z

+ eML− de2

cf
L2 − af

b
K2 = 0.

In order to ensure that (2.10) is/are the steady state(s) of (2.1)–(2.3) the
root(s) of the polynomial (2.11) has/have to meet the following conditions:

(2.12) Ẑ > K, min{Y, Ẑ −K} = Ẑ −K and Ẑ < L.

Of course, depending on the coefficients, there also might exist some non-
homogeneous steady states for (2.1)–(2.3).

3. Numerical simulations. In this section, we present some numerical
simulations for the model (2.1)–(2.3) in a 1D space domain. The compu-
tations were performed with MATLAB programming language using the
parameter set-up given in Table 1. In all simulations we implemented the
Neumann boundary conditions. The size of the domain Ω and the time in-
terval were chosen separately for each figure to better illustrate the results.

Table 1. Simulation parameters

Parameters
Set No. a b c d e f K L M D1 D2 D3

I 7 5 0.5 3 10 5 20 10 20 0.1 0.01 10
II 1 1 2.1 7.4 4.4 9.2 7.4 8 1 1.82 0.102 28.4
III 1 1 0.1 0.1 0.1 0.1 7 7.9 1 0.1 0.01 10
IV 1 1 2 4 3 2 5 20 1 0.1 0.01 10
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Fig. 1. Results of simulations for parameter set I. The initial condition was described in
the text.

First, let us consider parameter set I in Table 1. Clearly, L ≤ K, hence,
as shown analytically in Section 2.2.1, there exists a half-line of unstable
stationary solutions (X̄1, Ȳ1, Z̄1) = (0, 0, Z̃), where Z̃ ≤ L (cf. case (a) in
Section 2.3.1) and one stable stationary solution (X̄2, Ȳ2, Z̄2) = (0,M,L).
Moreover, (2.8) has a travelling wave solution for an appropriate initial con-
dition. To illustrate this phenomenon we take as the initial condition a pro-
file such that X(0, x) = 0.1, Y (0, x) = M , Z(0, x) = L for x < 0.1 and
X(0, x) = Y (0, x) = Z(0, x) = 0 otherwise. Additionally, to better present
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the propagation of the initial profile we take Ω̄ = [0, 5]. As suggested in Sec-
tion 2.2.2, in Fig. 1 we see that the travelling wave solution propagates not
only for equation (2.8) (with wave speed v ≥ 2(cMD2)1/2) but also for (2.9)
and of course it does not propagate for (2.7).

In the case when L > K (Section 2.3) we considered three subcases. It is
clear that if Z ≤ K we only have a half-line of unstable stationary solutions
(X̄1, Ȳ1, Z̄1) = (0, 0, Z̃), where Z̃ ≤ K < L. Clearly, for Y < Z − K there
exists the half-line of unstable stationary solutions (X̄1, Ȳ1, Z̄1) = (0, 0, Z̃),
the unstable stationary solution (0,M,L) and the stable stationary solution
(X̄3, Ȳ3, Z̄3). For Y > Z −K we still have the unstable stationary solutions
(X̄1, Ȳ1, Z̄1) = (0, 0, Z̃), the unstable stationary solution (0,M,L) but we can
also have additional stationary points (X̄4,5, Ȳ4,5, Z̄4,5). It should be noted
here that the existence and stability of (X̄4,5, Ȳ4,5, Z̄4,5) strongly depends on
model parameters. Since the analytical analysis of the existence and stability
of (2.10) is complex, we investigated it numerically. First, to decrease the
number of parameters and speed up the computation process we rescale

X∗ = ãX, Y ∗ =
Y

M
, Z∗ =

Z

M
and t∗ = b̃t.

Next, setting

ã =
aM

b
, b̃ =

1
aM

, K∗ =
K

M
and L∗ =

L

M
we obtain the following system of equations:

∂X∗

∂t∗
= D∗1∆X

∗ +X∗min ∗{Y ∗, (Z∗ −K∗)+} −X2,

∂Y ∗

∂t∗
= D∗2∆Y

∗ +
c

a
Y ∗(1− Y ∗)− d

b
X∗min ∗{Y ∗, (Z∗ −K∗)+},

∂Z∗

∂t∗
= D∗3∆Z

∗ +
e

a
Y ∗(L∗ − Z∗)− f

b
X∗min ∗{Y ∗, (Z∗ −K∗)+},

where D∗i = Di
aM , i ∈ {1, 2, 3}. Setting

c∗ =
c

a
, d∗ =

d

b
, e∗ =

e

a
, f∗ =

f

b

and dropping the superscript ∗ (cf. beginning of Section 2.3), in the above
equations we obtain the system (2.1)–(2.3) with a = b = M = 1.

We investigated the following range of parameters: c, d, e, f,K,L∈ [0, 10].
These parameters were chosen randomly from a uniform continuous distri-
bution on [0, 10] (below we write U(a, b) instead of uniform continuous dis-
tribution on [a, b] for short), with step 0.1. For selected parameters we first
check whether the polynomial defined by (2.11) has at least one positive root
Ẑ. Then we calculate X̂ and Ŷ and examine condition (2.12). If it is satisfied
we compute the eigenvalues of the linearisation matrix (denoted by S). If
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all eigenvalues have negative real parts we inspect if S is strongly stable by
checking the minors condition. If S is not strongly stable we look for a set of
diffusion coefficients (D1, D2, D3) such that the matrix S−diag(D1, D2, D3)
is unstable, i.e. has at least one eigenvalue with positive real part. The pa-
rameter D1 is chosen from U(0, 10) with step 0.01, while D2 and D3 from
U(0, 1) with step 0.001 and U(0, 1000) with step 0.1, respectively. We chose
such distributions to emphasize the fact that the diffusion of oxygen is the
fastest process we consider, moreover we assumed that heterotrophes get
around faster than autotrophes. As a result of the above procedure we ob-
tain a large number of parameter sets for which Turing instability exists.
In this paper we consider only one set of reaction term parameters since a
similar qualitative behaviour of the system was observed for other sets of
parameters. To better illustrate the numerical simulation results we chose
Ω̄ = [0, 10].

In Fig. 2 the numerical simulations performed for parameter set II are
presented. Clearly, as expected, after some time solutions X, Y and Z tend
to the spatially inhomogeneous solution and pattern formation can be ob-
served. To better understand the behaviour of the system we first fix all
parameters except for D1. It appears that for D1 chosen from the inter-
val (0, 10) with step 0.01 we always observe Turing instability. Nevertheless,
we have not observed any large changes in the system’s behaviour. When
we fix all parameters as in II except for D2, as in the previous case, for
D2 ∈ [0.001, 0.179] (chosen with step 0.001) we observe pattern formation,
but we do not observe it for D2 ∈ [0.180, 1] chosen with the same step. This
time the value of D2 influences the number of the observed humps in the
pattern. Generally, lower D2 values give a denser pattern (compare Figs. 2
and 3). In the case of a free parameter D3 chosen from [0.1, 1000] with step
0.1 once again we always observe inhomogeneous stable solutions and again
the changes in the D3 coefficient bring about changes in the density of the
pattern. As for the previous case, lower values of D3 trigger a more dense
pattern: compare Figs. 2 and 4.

In Fig. 5 we illustrate the fact that the solution (X̄4, Ȳ4, Z̄4) can be sta-
ble under some conditions. More precisely, for parameter set III there ex-
ists only one positive root of polynomial (2.11). Moreover, the linearisation
matrix at this steady state is strongly stable, so Turing instability cannot
occur.

To illustrate the wave propagation phenomena we choose parameter
set IV. For this set one observes travelling wave solutions with respect to
all variables. Here we take the spatial domain Ω̄ = [0, 5] and the initial
profile such that X(0, x) = 0.3333, Y (0, x) = 0.3333, Z(0, x) = 19.7778 for
x < 0.1, and X(0, x) = Y (0, x) = Z(0, x) = 0 otherwise. Indeed, in Fig. 6
the propagation of the initial profile is shown.
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Fig. 2. Results of simulations for parameter set II. The initial condition: a perturbation
of (X̄4, Ȳ4, Z̄4).

4. Conclusions. In this paper we have presented a modification of the
model presented earlier in the literature, [D]. More precisely, first, we follow
the modification introduced by Foryś and Szymańska in [FSz1] and [FSz2]
and put in (1.3) the term eY (L − Z) instead of eY (M − Y ); secondly, we
replace the term −bX in (1.1) by −bX2 to reflect intraspecific competition
within the heterotrophe population. Finally we add a positive diffusion ma-
trix to emphasize the fact that the organisms can move and oxygen diffuses.
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Fig. 3. Results of simulations for modified (D2 = 0.001) parameter set II. The initial
condition: a perturbed value of (X̄4, Ȳ4, Z̄4). The colour in the middle of the colourbar
corresponds to the value of steady state.

We have proved that the solutions of the new model (1.1)–(1.3) exist
globally, are non-negative and uniformly bounded in time. Moreover, we
have found that depending on the model parameters there exist two, three,
four or even five homogeneous steady states. Of course their stability strongly
depends on the model parameters.
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Fig. 4. Results of simulations for modified (D3 = 1000) parameter set II. The initial
condition: a perturbed value of (X̄4, Ȳ4, Z̄4). The colour in the middle of the colourbar
corresponds to the value of steady state.

From the biological point of view this means that if, for example, we
want to colonize a low oxygen environment by introducing new populations
(both autotrophe and heterotrophe), or if we try to regulate the interactions
between coexisting organisms, we obtain different effects, depending on the
way we do that. More precisely, if we modify the critical level of oxygen
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Fig. 5. Result of simulation for parameter set III. The initial condition: a perturbed value
of (X̄4, Ȳ4, Z̄4).

concentration required by the heterotrophes for the respiration process (K)
by, say, a genetic modification, we actually change the long time behaviour
of the whole system. Clearly, we have proved in Section 2 that for L ≤ K
the heterotrophe population dies out independently of the other model pa-
rameters, while the concentrations of autotrophes and of oxygen normalize
in time at the levels M and L, respectively. Moreover, as shown in Fig. 1,
the whole accessible space is colonized by autotrophes. On the other hand,
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Fig. 6. Results of simulations for parameter set IV. The initial condition: the profile
described in the text.

the results of Sections 2 and 3 indicate that if we are able to decrease K,
by genetic modification of heterotrophes or by introducing to the system
species with lower demand for oxygen, then under some conditions we ob-
serve two different behaviours. More precisely, the environment in question
can be fully colonized by coexisting autotrophe and heterotrophe popula-
tions (see Figs. 5–6), or regions of different concentrations of entities appear
as illustrated in Figs. 2–4.
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Summarizing, we have observed a number of behaviours of solutions for
equations (1.1)–(1.3), which implies that the proposed model is quite general
and can describe various phenomena:

1. The possibility of development of life in an uncolonized environment
since the trivial solution (0, 0, 0) is unstable for an arbitrary set of
parameters.

2. The extinction of heterotrophes and survival of autotrophes if the
maximal amount of oxygen in the environment is smaller than its
quantity needed by heterotrophes to survive, i.e. L < K, similarly to
the models proposed by Dawidowicz and Zalasiński in [D] and Foryś
and Szymańska in [FSz1] and [FSz2].

3. Travelling wave solutions describing the settlement by new species of
the uncolonized environment.

4. Turing instability and the creation of spatial patterns and the co-
existence of both populations considered.

The approach presented above offers exciting possibilities for future work.
One can generalize this model by assuming that the total concentration
of oxygen and carbon dioxide is not constant. This assumption e.g. allows
us to introduce environmental pollution to the model. Moreover, the term
−g(x, t)Z in (1.3) can be added to model the phenomena such as fire.
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