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BLOW-UP OF WEAK SOLUTIONS FOR THE SEMILINEAR
WAVE EQUATIONS WITH NONLINEAR BOUNDARY AND

INTERIOR SOURCES AND DAMPING

Abstract. We focus on the blow-up in finite time of weak solutions to
the wave equation with interior and boundary nonlinear sources and dissi-
pations. Our central interest is the relationship of the sources and damping
terms to the behavior of solutions. We prove that under specific conditions
relating the sources and the dissipations (namely p > m and k > m), weak
solutions blow up in finite time.

1. Introduction. Let Ω ⊂ Rn be a bounded domain with sufficiently
smooth boundary Γ . We consider the following model of semilinear wave
equation with nonlinear boundary/interior monotone dissipations and non-
linear boundary/interior sources:

(1)


utt + g0(ut) = ∆u+ u|u|p−1 in Ω × [0,∞),
∂νu+ u+ g(ut) = u|u|k−1 in Γ × [0,∞),

u(0) = u0 ∈ H1(Ω) and ut(0) = u1 ∈ L2(Ω),

where g0(s), g(s) are continuous, increasing functions which model interior
and boundary damping in the system.

In this paper, we are interested in the blow-up in finite time phenomenon
and we investigate the relationship between the source-damping interaction
and the behavior of solutions.

This general topic has attracted a lot of attention in recent years ([14,
30, 36, 33, 27, 40, 29] and references therein). However, the majority of the
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work has been done either in Rn or with zero Dirichlet boundary conditions.
In such cases, boundary conditions do not interfere with the equation, and
boundary traces are not accounted for. Nevertheless, boundary conditions
of Neumann type with “energy building” supercritical sources are natural
conditions often present in interactive systems where the wave equation is
coupled with other dynamics, such as structural acoustic problems or fluid-
structure interactions. The action-interaction takes place on the boundary
and thus the correct boundary conditions are of Neumann type [18]. These
examples are not only interesting mathematically, but also have value in in-
dustrial applications. It is well known that the presence of Neumann bound-
ary data conditions completely changes the nature of the problem, also due
to the fact that the Lopatinskĭı condition no longer holds (unlike for Dirichlet
boundary data). The regularity theory is geometry dependent, even in the
linear case. Thus, the analysis of the problem requires new methods which
account for the geometry of the domain. In fact, the problem of boundary
stability of wave equations has attracted considerable attention in recent
years. It is well known by now that an oscillatory wave equation can be sta-
bilized from the boundary alone, or even portion of the boundary, provided
suitable geometric conditions are imposed ([17, 16, 22, 18, 12, 9, 20] and
many other references). Thus questions such as: (i) how the source located
on the boundary interacts with the damping; (ii) whether the boundary
damping can prevent or delay the onset of finite time blow-up, are both
timely and challenging.

The model considered in this paper accounts for both interior and bound-
ary damping-sources interactions. However, the main emphasis is put on
the presence of boundary dissipation. The difficulty of the problem is com-
pounded by the fact that the sources considered can be quite “rough” by
exceeding critical values of Sobolev’s exponents. More specifically, in line
with Sobolev’s embedding H1(Ω) → L6(Ω) (in three dimensions), we can
classify the interior source f as follows (we consider here the most relevant
case dim(Ω) = n = 3, but the classification and analysis can be done for
any other value of n):

(1) Subcritical: 1 ≤ p < 3 and Critical: p = 3. In these cases, f is
locally Lipschitz from H1(Ω) into L2(Ω).

(2) Supercritical: 3 < p < 5. Then f is no longer locally Lipschitz.
However, the potential well energy associated with f , i.e.

	
Ω f̂(u) dx,

where f̂ is the antiderivative of f , is still well defined on the finite
energy space.

(3) Super-supercritical: 5 ≤ p < 6. Potential energy may not be de-
fined on the finite energy space and thus the sources are no longer
within the framework of potential well theory.
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Similarly, we can classify the boundary sources with respect to the “crit-
icality” of Sobolev’s embedding H1/2(Γ )→ L4(Γ ):

(1) Subcritical: 1 ≤ k < 2 and Critical: k = 2.
(2) Supercritical: 2 < k < 3.
(3) Super-supercritical: 3 ≤ k < 4.

In order to discuss finite time blow-up of solutions, it is natural to start
with an existence theory that includes local existence and uniqueness of
finite energy solutions. This is discussed below in Section 2 where a number
of relevant results are collected.

2. Existence theory. In this section we present a model that is more
general than the original system (1). In fact, our equation (1) is a particular
case of the semilinear wave equation

(2)


utt + g0(ut) = ∆u+ f(u) in Ω × [0,∞),
∂νu+ u+ g(ut) = h(u) in Γ × [0,∞),

u(0) = u0 ∈ H1(Ω) and ut(0) = u1 ∈ L2(Ω),

where the sources and the interior damping have more general nonlinearities
(they are not necessarily of polynomial structure). The functions g0, g, f ,
and h represent Nemytskĭı operators associated with scalar, continuous real-
valued functions g0(s), g(s), f(s), and h(s). The functions g0(s) and g(s)
model the interior and boundary dissipations in the equation. They are
assumed to be increasing and polynomially bounded above and below at
infinity, i.e. for |s| > 1, lm|s|m+1 ≤ g0(s)s ≤ Lm|s|m+1 and mq|s|q+1 ≤
g(s)s ≤Mq|s|q+1. Without loss of generality, we shall assume that q,m ≥ 1.
The functions f(s) and h(s) represent the modeling of the sources. In order
to classify the sources and briefly describe previous results, assume that f
and h are polynomially bounded at infinity, i.e. |f(s)| ≤ |s|p and |h(s)| ≤ |s|k
for |s| > 1.

Equation (2) belongs to a class of problems characterized by the com-
peting natures of the sources and the dampings. While the damping term
is usually considered in the context of stability (in time) of solutions, in
the case of strong nonlinearities present in the system, the damping plays a
critical role in establishing even local existence of solutions.

We begin with the definition of weak solution:

Definition 2.1. By a weak solution of (2), defined on some interval
(0, T ), we mean a function u ∈ Cw(0, T ;H1(Ω)) with ut ∈ Cw(0, T ;L2(Ω))
such that

(a) ut ∈ Lm+1(0, T ;Ω), ut|Γ ∈ Lq+1(0, T ;Γ ).
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(b) For all φ ∈ C(0, T ;H1(Ω)) ∩ C1(0, T ;L2(Ω)) ∩ Lm+1(0, T ;Ω) with
φ|Γ ∈ Lq+1(0, T ;Γ ),
T�

0

�

Ω

(−utφt +∇u∇φ) dΩ dt+
T�

0

�

Ω

ag0(ut)φdΩ dt+
T�

0

�

Γ

uφ dΓ dt

= −
�

Ω

utφdΩ
∣∣∣T
0

+
T�

0

�

Γ

h(u)φdΓ dt−
T�

0

�

Γ

g(ut)φdΓ dt+
T�

0

�

Ω

f(u)φdΩ dt.

(c) limt→0(u(t) − u0, φ)H1(Ω) = 0 and limt→0(ut(t) − u1, φ)L2(Ω) = 0
for all φ ∈ C(0, T ;H1(Ω)) ∩ C1(0, T ;L2(Ω)) ∩ Lm+1(0, T ;Ω) with
φ|Γ ∈ Lq+1(0, T ;Γ ).

Here Cw(0, T ;Y ) denotes the space of weakly continuous functions with
values in a Banach space Y .

For subcritical/critical interior sources f (i.e. p ≤ 3) without any bound-
ary sources (i.e. h = 0), local wellposedness is standard, and it follows from
monotone operator theory [2, 22]. Instead, the problem is more subtle when
(i) interior source is (super-)supercritical (i.e. p > 3), and/or (ii) a nonlinear
boundary source h(u) is present in the model. The presence of the damping in
the system becomes essential, even at the level of local theory. This has been
recognized in the literature, first in the case of interior sources [14, 36, 40, 3],
and more recently in the case of boundary sources [22, 39, 9, 5, 7].

For supercritical interior sources, [13] and [3] exhibited existence, but no
uniqueness, of weak solutions for a bounded domain Ω, under the restriction
p < 6m/(m + 1), while in [36] the same results were obtained for Ω = R3,
and compactly supported initial data, with p < 6m/(m + 1). In this case,
it was shown additionally in [31] that if the interior damping is absent or
linear, the exponent p may be supercritical, i.e. p < 5.

The treatment of boundary sources h(u) is much more subtle. The main
difficulty is due to the fact that the Lopatinskĭı condition does not hold
for the Neumann problem, i.e. the linear map h 7→ U(t) = (u(t), ut(t))
where U(t) is the basic Neumann solver for the wave equation (i.e., solution
U = (u, ut) with g0 = 0, g = 0, f = 0) is not bounded from L2(Σ), where
Σ = Γ × [0, T ], to H1(Ω)× L2(Ω), unless the dimension of Ω is equal to 1
or the initial data are compactly supported [37, 23, 1]. In fact, the maximal
amount of regularity that one obtains is in general H2/3(Ω) × H−1/3(Ω)
[24, 25, 38]—hence there is a “loss” of 1/3 derivative, unless the bound-
ary is flat, in which case the loss is 1/4 derivative. Thus even in the sub-
critical case, when h is locally Lipschitz H1/2(Γ ) → L2(Γ ), this Lips-
chitz property, due to the loss of 1/3 derivative for the Neumann-wave
map, does not translate into Lipschitz behavior of the corresponding wave
map [21, 23, 38]. So even in the subcritical case, the analysis requires
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special treatment that involves an interaction with the damping (unlike
the interior case). One way to deal with this issue is to start with ini-
tial data sufficiently small. In this case, potential well theories guarantee
appropriately “small” solutions [28], [29], [39]. In order to deal with ini-
tial data of an arbitrary size, the idea (coming from recent developments
in boundary control theory) was to exploit the boundary dissipation as
a sort of “regularization” [26] offsetting singularities brought by nonho-
mogeneous Neumann data. In fact, this philosophy was pursued in [22],
where it was shown that finite energy solutions do exist locally for lo-
cally Lipschitz functions f and h and for any dissipation g that is con-
tinuous, monotone, and linearly bounded at infinity. Then [39] provided a
full analysis of existence of finite energy solutions for the purely boundary
case. With damping and source of polynomial structures: h(u) = |u|k−1u,
g(u) = |u|q−1u, in [39] local existence of weak solutions was obtained pro-
vided that 1 ≤ k < 3 (up to the supercritical case) and with the follow-
ing relationship between the exponents of the damping and the source:
k < 4q/(q + 1). The proof in [39] relies on Schauder’s fixed point theorem,
which requires certain compactness properties exhibited by weak solutions
and excludes super-supercritical exponents in the nonlinear sources consid-
ered.

More recently, local existence and uniqueness of finite energy (i.e. H1(Ω)
×L2(Ω)) solutions associated with the equation (2) were studied in [5], [7].
In comparison to previous literature, techniques of [5, 7] completely avoid
the use of compactness and prove that the exclusion of super-supercritical
boundary sources in [39] is inherent to the method, and not to the prob-
lem. Inspired by [22], the theory of nonlinear semigroups generated by max-
imal monotone operators was applied to a special approximation of the
model. As a result, existence of local solutions for all supercritical and super-
supercritical sources (5 ≤ p < 6, 3 ≤ k < 4) was shown, and uniqueness
of finite energy solutions (a recognized open problem) was established. The
relevant result is formulated below.

Assumption 1. With reference to system (2), assume

(1) Damping: g, g0 are increasing continuous functions such that g(0)
= g0(0) = 0. In addition, the following growth conditions at infin-
ity hold : There exist positive constants mq,Mq, lm, Lm such that for
|s| > 1, mq|s|q+1 ≤ g(s)s ≤ Mq|s|q+1 and lm|s|m+1 ≤ g0(s)s ≤
Lm|s|m+1 with q,m ≥ 1.

(2) Sources

• Internal source: f ∈ C1(R) and the following growth condition
holds for |s| ≥ 1:
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– |f ′(s)| ≤ C|s|p−1 for 1 ≤ p ≤ 3,
– f ∈ C2(R), |f ′′(s)| ≤ C|s|p−2 for 3 < p < 6m/(m+ 1),

• Boundary source: We distinguish sublinear (q < 1) and super-
linear (q ≥ 1) damping.

– In the sublinear case: h ∈ C1(R), |h′(s)| ≤ C[|s|k−1 + 1], 0 <
q < 1, 1 ≤ k ≤ 4q/(q + 1).

– In the superlinear case: h ∈ C2(R), |h′′(s)| ≤ C[1 + |s|k−2],
2 ≤ k ≤ 4q/(q + 1).

Let H ≡ H1(Ω) ∩ Lr(Ω) ∩ Ls(Γ ) × L2(Ω), where r = 3
2(p − 1) and

s = 2(k − 1). By Ls(Γ ) we mean functions in H1(Ω) whose traces on the
boundary are in Ls(Γ ). Note that for p ≤ 5, H1(Ω) ⊂ Lr(Ω), and for k ≤ 3,
H1(Ω) ⊂ Ls(Γ ).

Theorem 2.2 (Existence and uniqueness). Let H ≡ H1(Ω) ∩ Lr(Ω) ∩
Ls(Γ )× L2(Ω), where r = 3

2(p− 1) and s = 2(k − 1).

• Local existence: With reference to equation (2) and under Assump-
tion 1 above, there exists a local in time weak solution U = (u, ut) ∈
C([0, TM ), H), where the maximal time of existence TM depends on
the initial data |U(0)|H, locally Lipschitz constants, and mq, lm. The
said solution is unique.
• Global existence: Under the additional assumption that p ≤ m,
k ≤ q, the local solution becomes global.

We summarize these results with the following illustrations:

(1) Local existence holds in the interior case [Fig. A] for the entire
region 1 ≤ p ≤ 3 or p ≤ 6m/(m+ 1) (or m ≥ p/(6− p)) if p > 3 and in
the boundary case [Fig. B] for the whole region described by 1 ≤ k ≤
4q/(q + 1) (or q ≥ k/(4− k)) [5]. The dark shaded region indicates the
range of parameters p and k corresponding to super-supercritical cases. The
existence theory for the parameters delimited by light shaded subregions
(that includes supercritical values of p, k, p < 5, k < 3), with the sources of
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a polynomial structure, was established in earlier literature ([39, 36, 13, 3, 9]
and references therein).

(2) Uniqueness. While uniqueness of weak solutions in the interior-sub-
critical case is standard, it has been a longstanding open issue [13, 36, 9]
in the supercritical cases with both boundary and interior sources. This
question has recently been resolved in [7].

(3) Parameters corresponding to global existence (m ≥ p and q ≥ k) are
given by region I in Fig. A, respectively Fig. B, while blow-up in finite time
holds in complementary region II (precise description is given in Theorems
3.1 and 3.2).

The result presented in Theorem 2.2 provides local existence and unique-
ness of weak solutions. Such solutions, without further hypotheses, may not
be global, as they may blow up in finite time. The phenomenon of blow-up
depends on the interaction between the source and the damping. Damping
has a tendency to extend the span life of solutions. This fact was realized
first in [14], in the case of interior source-damping interaction. Our main
task in this paper is to analyze this interaction in the context of interior
and boundary interactions. As we mentioned before, our main result per-
tains to finite time blow-up of weak solutions. We shall prove that in the
region of parameters complementary to the region associated with global
existence theory, weak solutions of negative energy blow up in finite time.
In analyzing the problem, we shall consider two sources contributing to po-
tential blow-up: interior and boundary sources, along with two dissipative
mechanisms, one in the interior and one on the boundary. The tendency of
the latter is to prevent or delay the onset of blow-up. Our main result is
formulated in Section 3 below.

3. Blow-up of solutions in finite time. Below we present the main
result of this paper. We shall use the following notation: ‖u‖s,Ω = |u|Hs(Ω),
‖u‖ refers to the case s = 0, ‖u‖p+1 = |u|Lp+1(Ω). Notation with single
vertical bars refers to spaces on the boundary. Since ‖∇u‖2 + |u|2 is a norm
equivalent to the H1(Ω) norm, we shall topologize H1(Ω) with respect to
that norm.

With model (1) we associate the following assumptions:

Assumption 2.

(i) g(s) is an increasing continuous function such that g(0) = 0. In
addition, the following growth condition at infinity is satisfied : there
exists q ≥ 1 and positive constants mq and Mq such that for |s| > 1,
mq|s|q+1 ≤ g(s)s ≤Mq|s|q+1.

(ii) p > m.
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(iii) Sobolev embedding restrictions: p + 1 ≤ 2n/(n− 2) and k + 1 ≤
(2n− 2)/(n− 2).

(iv) either k > q or p > 2q − 1.

Theorem 3.1 (Critical and supercritical exponents—Finite time blow-
up). Assume the validity of Assumption 2 and in addition assume that
E(0) < 0, where E(0) is the initial energy given by

E(0) =
1
2

(‖u1‖2 + ‖u0‖21,Ω)− 1
p+ 1

‖u0‖p+1
p+1 −

1
k + 1

|u0|k+1
k+1.

Then any weak solution to (1) blows up in finite time. By this we mean that
‖u(t)‖p+1 + |u(t)|k+1 → ∞ as t → T0, and consequently ‖u(t)‖1,Ω → ∞ as
t→ T0, for some 0 < T0 <∞.

Remark 1. A blow-up result for a potential well solution without damp-
ing and with f = 0 has been established in [28]. It was also shown in [28]
that for k > 1, the finite energy E(t) tends to minus infinity. However,
the convexity methods of [28] do not apply to problems with damping. The
result in [28] is a nonexistence result rather than a blow-up result (it is a
blow-up result for potential well solutions only).

Theorem 3.1 exhibits blow-up of all local weak solutions (not necessar-
ily from a potential well) and with the boundary-interior damping/source
combination. Theorem 2.2 shows that the presence of the boundary dissi-
pation does extend the life span of local solutions (k ≤ q), but the value
k = q is critical. On the other hand, Theorem 3.1 shows that k > q with an
incremental interior source p > 1 causes solutions to blow up. Since global
solutions exist in the complementary region k ≤ q and p ≤ m (see [6]), our
results are sharp.

An interesting question to ask is whether the blow-up phenomena can
take place for solutions of positive energy. This is known to hold for some
configurations of potential well solutions [40, 41, 9]. However, the methodol-
ogy employed there forces potential well type restrictions on the solutions.
Instead, our work is inspired by a more direct approach developed for the
interior case in [30, 14] (see also [3, 4]) which can be adapted to all weak
solutions of negative energy with both boundary-interior damping and sub-
supercritical sources.

We note that Theorem 3.1 does not cover cases of super-supercritical
solutions. In fact, the reason for this is that super-supercritical sources are
above the Sobolev scale. For this case we have a slightly different blow-up
result which attests global nonexistence of potential solutions corresponding
to sufficiently negative initial energy. The corresponding result is formulated
below.
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Theorem 3.2 (Super-supercritical exponents—Global nonexistence).
Assume the validity of part (i) in Assumption 2 along with the condition
that p > m and k > q. Then there exists a constant M > 0 such that every
weak solution with initial energy E(0) < −M blows up in finite time. By this
we mean that ‖u(t)‖p+1 + |u(t)|k+1 →∞ as t→ T0, for some 0 < T0 <∞.

Remark 2. We note that for the range of parameters in Theorem 3.2
the existence result stated in Theorem 2.2 does not apply (this is due to
the restrictions p < 6m/(m+ 1) and k ≤ 4q/(q + 1) which are not satisfied
in the super-supercritical cases with p > m, k > q). Thus, the result of
Theorem 3.2 is a global nonexistence result rather than a blow-up result.

Remark 3. The values of the parameters M,T0 that appear in Theorem
3.2 can be estimated directly in terms of the data of the problem [32].

The rest of the paper is devoted to the proofs of the main results. The
proofs rely on an adaptation of the method developed in [30, 14], which is
then combined with the theory of interpolation in Besov spaces.

4. Proof of Theorem 3.1. The validity of the energy identity for all
weak solutions is fundamental to the proof of blow-up of solutions. While
an energy inequality can be typically shown by weak lower-semicontinuity
arguments, the energy identity is much more demanding and may not hold
without the knowledge of sufficient regularity of weak solutions. In the case
of the model under consideration in this article, the energy identity has
been shown in [7] by using an appropriate finite difference scheme. The
corresponding result is reported below.

4.1. Energy identity. The first step in the proof of our result is to derive
the energy identity for weak solutions of system (1). The validity of this
equality depends on the presence of the damping in the system.

Lemma 4.1 ([7]). Let u be a weak solution of system (1) with the follow-
ing a priori regularity :

(u, ut) ∈ B([0, T ], H),

where B([0, T ], H) is the space of H-valued functions which are bounded on
[0, T ], endowed with the usual norm |x|B([0,T ],H) = supt∈[0,T ] |x(t)|H , and

ut ∈ Lm+1(0, T ;Ω), ut|Γ ∈ Lq+1(0, T ;Γ )

Then the following energy identity holds for all 0 ≤ s ≤ t ≤ T :

E(t) +
t�

s

�

Ω

g0(ut)ut dΩ dz +
t�

s

�

Γ

(g(ut)ut dΓ dz = E(s)
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where

E(t) ≡ 1
2
‖ut(t)‖2 +

1
2
‖∇u(t)‖2 +

1
2
|u|2 − 1

p+ 1
‖u(t)‖p+1

p+1 −
1

k + 1
|u(t)|k+1

k+1.

Notice that the result of Lemma 4.1 can be formally obtained by inte-
grating by parts in time and using Green’s formula. However, the procedure
is only formal. Its justification requires additional smoothness of solutions,
an information that is not available. For a detailed proof of the lemma,
see [7], where finite difference approximation of time derivatives combined
with weak continuity methods are used [15].

4.2. Lyapunov function. The main idea of the proof of Theorem 3.1
is due to [14, 30] with some technicalities borrowed from [3] (where the
wave equation with interior degenerate damping was considered). However,
the presence of boundary damping along with boundary source changes the
picture. Boundary damping is another source of dissipation, though localized
to the boundary only. Its effect and potential for geometric propagation need
to be taken into consideration.

Proof of Theorem 3.1. With the energy function defined by

E(t) =
1
2

(‖ut(t)‖22 + ‖u(t)‖2H1(Ω))−
1

p+ 1
‖u(t)‖p+1

p+1 −
1

k + 1
|u(t)|k+1

k+1

the generalized solutions satisfy the energy equality

E(t)− E(0) = −
t�

0

�

Ω

g0(ut(t))ut(t) dx dt dΩ −
t�

0

�

Γ

g(ut)ut(t) dΓ dt.

Following [14, 30], we let

(3) H(t) = −E(t)

and we take a classical Lyapunov corrector [17]

F (t) = (u, ut)Ω.

Define
y(t) = (H(t))1−α + εF (t).

The goal is to show that

(4) y′(t) ≥ cy
1

1−α

for some small 0 < α < 1 (determined later) and c > 0.
In fact, showing that y(t)→∞ implies (after some calculations involving

F (t)) that H(t) → ∞, hence E(t) → −∞. This, in turn, implies the blow-
up of the potential energy. Thus, our task is to establish inequality (4) with
some nonnegative α.

From (4.2), we get

(5) y′(t) = (1− α)(H(t))−αH ′(t) + εF ′(t).
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First, using the absolute continuity of H(t), Assumption 1 and the energy
identity, one has

(6) H ′(t) =
�

Ω

g0(ut(t))ut(t) dΩ +
�

Γ

g(ut)ut(t) dΓ dt ≥ 0.

Therefore,
H(t) ≥ H(0) = −E(0) > 0 for 0 ≤ t ≤ T.

We estimate F ′(t). From weak formulation of solution, after noticing
that ‖u‖21,Ω is equivalent to ‖∇u‖2 + |u|20,Γ , we obtain

F ′(t) = ‖ut(t)‖22 − ‖u(t)‖21,Ω + ‖u(t)‖p+1
p+1

+ |u(t)|k+1
k+1 −

�

Ω

ug0(ut) dΩ −
�

Γ

g(ut)u dΓ + C0E(t) + C0H(t)

(since E(t) +H(t) = 0). Hence

F ′(t) =
(

1 +
C0

2

)
‖ut(t)‖22 +

(
C0

2
− 1
)
‖u(t)‖21,Ω + C0H(t)

+
(

1− C0

p+ 1

)
‖u(t)‖p+1

p+1 +
(

1− C0

k + 1

)
|u(t)|k+1

k+1

−
�

Ω

ug0(ut) dΩ −
�

Γ

g(ut)u dΓ.

Selecting C0 = 2 + β with β > 0, we gain control of the superlinear terms,
which in turn leads to the following proposition.

Proposition 1.

F ′(t) =
(

2 +
β

2

)
‖ut(t)‖22 +

β

2
‖u(t)‖21,Ω + (2 + β)H(t)(7)

+
p− 1− β
p+ 1

‖u(t)‖p+1
p+1 +

k − 1− β
k + 1

|u(t)|k+1
k+1

−
�

Ω

ug0(ut) dΩ −
�

Γ

g(ut)u dΓ.

Thus the entire effort goes into the estimates for
	
Ω ug0(ut) dΩ and	

Γ g(ut)u dΓ . We start with the former.

Lemma 4.2.

(8)
�

Ω

ug0(ut) dΩ ≤ Cδ1H ′(t)(H(t))−α + δ1[B(p, k, u) + C1(H(0))‖u‖21,Ω].

Proof. Applying Hölder’s inequality with exponentsm+1 and (m+ 1)/m,
along with the bounds imposed on g0, we obtain
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Ω

ug0(ut) dΩ
∣∣∣ ≤ ‖u(t)‖m+1‖ut(t)‖mm+1

≤ ‖u(t)‖p+1‖ut(t)‖mm+1 ≤ C‖u(t)‖p+1(H ′(t))
m
m+1

= C(H ′(t))
m
m+1 (B(p, k, u))

−αm
m+1 (B(p, k, u))

αm
m+1 ‖u(t)‖p+1

where we used the assumption m ≤ p, (6) and the notation

(9) B(p, k, u) =
1

k + 1
|u(t)|k+1

k+1 +
1

p+ 1
‖u(t)‖p+1

p+1 ≥ H(t) ≥ H(0) > 0.

Application of Young’s inequality with exponents (m+ 1)/m and m + 1,
and the use of (9) gives∣∣∣ �

Ω

ug0(ut) dΩ
∣∣∣ ≤ Cδ1H ′(t)(B(p, k, u))−α(10)

+ δ1(B(p, k, u))αm‖u(t)‖m+1
p+1

≤ Cδ1H ′(t)(H(t))−α + δ1(B(p, k, u))αm‖u(t)‖m+1
p+1 .

Assuming αm < 1 and using Young’s inequality with exponents 1/αm and
1/(1− αm) yields

(11) (B(p, k, u))αm‖u(t)‖m+1
p+1 ≤ c1B(p, k, u) + c2‖u(t)‖

m+1
1−αm
p+1 .

In order to estimate ‖u(t)‖(m+1)/(1−αm)
p+1 , we further restrict α so that, due

to the source dominating the damping (m < p), we can achieve

(12)
m+ 1

1− αm
≤ p+ 1 ⇔ α ≤ p−m

m(p+ 1)

in addition to

(13) αm < 1 ⇔ α < 1/m.

At this point, we need to distinguish high and low frequencies.

Case 1 (High frequencies): ‖u(t)‖p+1 ≥ c0 for any (possibly small)
c0 > 0. Then using (12) and (13) we have

‖u(t)‖
m+1

1−αm
p+1 = ‖u(t)‖p+1

p+1‖u(t)‖
m+1

1−αm−(p+1)

p+1 ≤ C‖u(t)‖p+1
p+1c

m+1
1−αm−(p+1)

0

≤ CB(p, k, u)c
m+1

1−αm−(p+1)

0 .

Case 2 (Small frequencies): ‖u(t)‖p+1 ≤ c0 for suitably small c0 > 0.
This case involves the interaction with the boundary source, which “takes
over” for small frequencies of the internal source. Indeed, when the internal
source becomes “small”, the boundary source “kicks in” and provides a lower
bound for the H1 norm of the solution. The above follows from the following
calculations:
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We select a constant c0 small enough so that cp+1
0 ≤ (p + 1)H(0)/2.

Hence from (9),

(14)
1

k + 1
|u(t)|k+1

k+1 ≥
H(0)

2
and by Sobolev’s embedding |u|k+1 ≤ CΩ‖u‖1,Ω, so that we have the fol-
lowing lower bound for small frequencies:

(15) ‖u(t)‖k+1
1,Ω ≥

k + 1
2CΩ

H(0).

Consider two subcases:

(i) m+ 1 ≥ 2(1− αm) (so p > 1),
(ii) m+ 1 < 2(1− αm).

In the first case, since (m+ 1)/(1− αm) ≥ 2, and by Assumption 2 and
Sobolev’s embedding, we have ‖u‖p+1 ≤ CΩ‖u‖H1(Ω), and thus

‖u(t)‖
m+1

1−αm
p+1 ≤ CΩ‖u‖2H1(Ω)‖u‖

m+1
1−αm−2

p+1 ≤ ‖u‖2H1(Ω)c
m+1

1−αm−2

0 ≤ C‖u‖2H1(Ω).

In the second subcase, (m+ 1)/(1− αm) ≤ 2 and from Assumption 2 we
have

‖u(t)‖
m+1

1−αm
p+1 ≤ CΩ‖u(t)‖21,Ω‖u(t)‖

m+1
1−αm−2

1,Ω .

From (15) and recalling that (m+ 1)/(1− αm)− 2 ≤ 0, we obtain

‖u(t)‖
m+1

1−αm
p+1 ≤ CΩ‖u‖21,Ω‖u‖

m+1
1−αm−2

1,Ω ≤ C(H(0))
m+1

1−αm−2

k+1 ‖u‖21,Ω.
Note that the exponent of H(0) is negative. Let

r =
2− m+1

1−αm
k + 1

≥ 0.

Summarizing subcases (i) and (ii), in either case 1 or 2, we have the
following estimate:

(16) ‖u(t)‖
m+1

1−αm
p+1 ≤ CΩ[‖u‖21,Ω(1 + (H(0))−r) +B(p, k, u)].

This combined with (10) leads to our final estimate for
	
Ω ug0(ut)| dΩ:�

Ω

ug0(ut) dΩ ≤ Cδ1H ′(t)(H(t))−α + δ1[B(p, k, u) + C1(H(0))‖u‖21,Ω]

where δ1 is adjusted to normalize the coefficient B(p, k, u).

Now we have to estimate
	
Γ g(ut)u dΓ . The corresponding result is given

below:

Lemma 4.3.�

Γ

g(ut(t))u(t) dΓ ≤ Cδ2H ′(t)(H(t))−α + δ2[B(p, k, u) + C2(H(0))‖u(t)‖21,Ω].
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Proof. Using Hölder’s inequality with exponents q + 1 and (q + 1)/q we
obtain

�

Γ

g(ut)u dΓ ≤ c0
( �

Γ

|g(ut)|
q+1
q dΓ

) q
q+1
( �

Γ

|u(t)|q+1 dΓ
) 1
q+1(17)

≤ c0
( �

Γ

g(ut)ut dΓ
) q
q+1
( �

Γ

|u(t)|q+1 dΓ
) 1
q+1

≤ C(H ′(t))
q
q+1 |u(t)|q+1

= C(H ′(t))
q
q+1 (B(p, k, u))

−αq
q+1 (B(p, k, u))

αq
q+1 |u(t)|q+1

where we have used Assumption 1, B(p, k, u) defined in (9), and α satisfying
(13), and (12).

Now applying Young’s inequality with exponents (q + 1)/q and q + 1,
using (9), and recalling that k ≥ q (the case p ≥ 2q − 1 will be treated
subsequently), we obtain∣∣∣ �

Γ

g(ut)u dΓ
∣∣∣ ≤ Cδ2H ′(t)(B(p, k, u))−α + δ2(B(p, k, u))αq|u(t)|q+1

k+1(18)

≤ Cδ2H ′(t)(H(t))−α + δ2(B(p, k, u))αq|u(t)|q+1
k+1.

In addition to (13) and (12), we also assume αq < 1. Then using Young’s
inequality with exponents 1/αq and 1/(1− αq), we get

(B(p, k, u))αq|u(t)|q+1
k+1 ≤ c1B(p, k, u) + c2|u(t)|

q+1
1−αq
k+1 .

In order to estimate |u(t)|(q+1)/(1−αq)
k+1 , we further restrict α so that

(19) (q + 1)/(1− αq) ≤ k + 1 ⇔ α ≤ k − q
q(k + 1)

in addition to
αq < 1 ⇔ α < 1/q.

At this point, we need to distinguish “large” and “small” frequencies:

Case 1: |u(t)|k+1 ≥ c0 for any c0 > 0. Then using (19) we have

|u(t)|
q+1

1−αq
k+1 = |u(t)|k+1

k+1|u(t)|
q+1

1−αq−(k+1)

k+1 ≤ C|u(t)|k+1
k+1c

q+1
1−αq−(k+1)

0

≤ CB(p, k, u)c
q+1

1−αq−(k+1)

0 .

Case 2: |u(t)|k+1 ≤ c0 for suitably small c0 > 0 which will later be
taken as c0 ≤ (k + 1)H(0)/2. If (q + 1)/(1− αq) ≥ 2 and remembering
Assumption 2, we know that |u|k+1 ≤ CΩ‖u‖1,Ω and thus

|u(t)|
q+1

1−αq
k+1 ≤ CΩ‖u‖

2
1,Ω|u|

q+1
1−αq−2

k+1 ≤ ‖u‖21,Ωc
q+1

1−αq−2

0 ≤ C‖u‖21,Ω.
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Otherwise, if (q + 1)/(1− αq) ≤ 2 and from Assumption 2 we have

|u(t)|
q+1

1−αq
k+1 ≤ CΩ‖u‖

2
1,Ω‖u‖

q+1
1−αq−2

1,Ω .

Selecting c0 small enough, c0 ≤ (k+1)H(0)/2, and using (9) we can achieve

(20)
1

p+ 1
‖u‖p+1

p+1 ≥
H(0)

2
.

Hence by Sobolev’s embedding (p+ 1 ≤ 2n/(n− 2)) we have

(21) ‖u‖p+1
1,Ω ≥ CΩH(0) > 0.

Inserting (21) and (20) into (4.2) we get

(22) |u(t)|
q+1

1−αq
k+1 ≤ Cp(H(0))

1
p+1

( q+1
1−αq−2)‖u‖21,Ω.

Set

s =
1

p+ 1

(
2− q + 1

1− αq

)
> 0.

Then (22) becomes

|u(t)|
q+1

1−αq
k+1 ≤ Cp(H(0))−s‖u‖21,Ω.

Thus in either case we obtain

|u(t)|
q+1

1−αq
k+1 ≤ CΩ[B(p, k, u) + ((H(0))−s + 1)‖u‖21,Ω].

This leads to our final estimate for
	
Γ g(ut)u dΓ (see (18)):

�

Γ

g(ut)u dΓ ≤ Cδ2H ′(t)(H(t))−α + δ2[B(p, k, u) + C2(H(0))‖u‖21,Ω]

where δ2 was adjusted in order to absorb the coefficient of B(p, k, u).

Completion of the proof of Theorem 3.1. Combining the estimates of
Lemmas 4.2 and 4.3 along with (7) we obtain the final estimate for F ′(t):

F ′(t) ≥ (2 + β/2)‖ut(t)‖2 + (β/2− δ1C1 − δ2C2)‖u(t)‖21,Ω(23)

+ (2 + β)H(t) + (λ− δ1 − δ2)B(p, k, u)− CδH ′(t)(H(t))−α

where

• λ = min
{
p− 1− β
p+ 1

,
k − 1− β
k + 1

}
> 0 for sufficiently small β,

• α < min
{

1
m
,
1
q
,
p−m
m(p+ 1)

,
k − q
q(k + 1)

}
,

• Cδ = max{Cδ1 , Cδ2}.
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Inserting (23) back into (5) we obtain

y′(t) ≥ (1− α)H ′(t)(H(t))−α + ε(2 + β/2)‖ut(t)‖2

+ ε(β/2− δ1C1 − δ2C2)‖u(t)‖21,Ω + ε(2 + β)H(t)

+ ε(λ− δ1 − δ2)B(p, k, u)− εCδ1,δ2H ′(t)(H(t))−α.

Taking δ1 and δ2 small enough such that δ1C1 + δ2C2 < β/4 and δ1 + δ2 <
λ/2, we achieve

Proposition 2.

y′(t) ≥ [(1− α)− εCδ]H ′(t)(H(t))−α + ε(2 + β/2)‖ut(t)‖2(24)

+ ε(β/4)‖u(t)‖21,Ω + (λε/2)B(p, k, u) + ε(2 + β)H(t).

For sufficiently small ε, (24) shows that, in particular

y′(t) ≥ cH(t) > 0, y(0) > 0.

We would like to estimate H(t) in terms of y1/1−α and other positive
terms in the inequality stated in Proposition 2. To this end, we estimate

(F (t))
1

1−α ≤ ‖u(t)‖
1

1−α ‖ut(t)‖
1

1−α ≤ c‖ut(t)‖2 + C‖u(t)‖
2

1−2α

≤ c‖ut‖2 + C
( �

Ω

|u|p+1 dx
) 2

(p+1)(1−2α)
.

Here we have used Young’s inequality with exponents 2(1 − α) and 2(1−α)
1−2α

and the fact that p+ 1 > 2.
We shall impose the restriction that

(p+ 1)(1− 2α) ≥ 2 ⇔ α ≤ p− 1
2(p+ 1)

.

Now again we consider “large” and “small” frequencies, so we have the
following cases:

Case 1: ‖u‖p+1
p+1 ≥ c0 = 1. Then( �

Ω

|u|p+1 dx
) 2

(p+1)(1−2α) =
�

Ω

|u|p+1 dx ·
( �

Ω

|u|p+1 dx
) 2

(p+1)(1−2α)
−1

(25)

≤
�

Ω

|u|p+1 dx · c
2

(p+1)(1−2α)
−1

0 .

Case 2: ‖u‖p+1
p+1 ≤ c0 = 1. Then

(26) ‖u‖
2

1−2α

p+1 = ‖u‖2p+1‖u‖
4α

1−2α

p+1 ≤ C‖u‖
2
1,Ω‖u‖

4α
1−2α

p+1 ≤ C‖u‖
2
1,Ω.

Thus in both cases we have

(27) (F (t))
1

1−α ≤ C
[
‖ut‖2 + ‖u‖21,Ω +

�

Ω

|u|p+1
]
,
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which means

H(t) ≥ cy
1

1−α − Cε
1

1−α (F (t))
1

1−α(28)

≥ cy
1

1−α − Cε
1

1−α [‖ut‖2 + ‖u‖21,Ω +B(p, k, u)].

Inserting (28) back into (24) and selecting suitably small ε gives us the
desired inequality

y′(t) ≥ cy
1

1−α , y(0) > 0,

whose solution blows up in finite time. Now recall from (28) that

c(y(t))
1

1−α ≤ H(t) + Cε
1

1−α [‖ut‖2 + ‖u‖21,Ω +B(p, k, u)]

= (1 + Cε
1

1−α )B(p, k, u) + (Cε
1

1−α − 1/2)[‖ut‖2 + ‖u‖21,Ω].

Choosing ε small enough that Cε
1

1−α < 1/2 we obtain

(29) (y(t))
1

1−α ≤ C[‖u(t)‖p+1
p+1 + |u(t)|k+1

k+1].

which proves that the potential energy blows up. Moreover, |u|H1(Ω) →∞.
Indeed, assume that |u|H1(Ω) < M . This implies that ‖u‖p+1 < M and
|u|k+1 < M (by the respective Sobolev embeddings), which is a contradic-
tion.

So the final constraints on the parameters are:

p, k > 1, k > q, p > m, α = min
{

1
2
,

1
m
,
1
q
,
p−m
m(p+ 1)

,
k − q
q(k + 1)

,
p− 1

2(p+ 1)

}
.

This proves the first statement of the theorem (when k > q, p > m).

Proof of the second statement: case p > max{m, 2q − 1}. If p+ 1 > 2q,
and no restrictions on k are imposed, the solution blows up with the help
of internal source only. In order to prove this case, we need to modify the
arguments in Lemma 4.3, so that the condition k ≥ q is no longer used.

We take up our proof at the level of (17):∣∣∣ �
Γ

g(ut)u dΓ
∣∣∣ ≤ C(H ′(t))

q
q+1 |u(t)|q+1(30)

= C(H ′(t))
q
q+1 (B(p, k, u))

−αq
q+1 (B(p, k, u))

αq
q+1 |u(t)|q+1

≤ Cδ2H ′(t)(H(t))−α + δ2(B(p, k, u))αq|u(t)|q+1
q+1

≤ Cδ2H ′(t)(H(t))−α + δ2(B(p, k, u)) + δ2|u(t)|
q+1

1−αq
q+1 .

We need to estimate the last boundary term in (30). We begin with the
following estimates secured by trace and interpolation theorems of Besov
space theory:
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• Trace theorem:

|u|q+1 ≤ C|u|W s
q+1(Ω), s >

1
q + 1

.

• Interpolation theorem [34]:

[H1(Ω), Lp+1(Ω)]θ = W 1−θ
r (Ω), r =

2(p+ 1)
(1− θ)(p+ 1) + 2θ

,

where the interpolation parameter is θ ∈ [0, 1].

Set
1− θ ≡ 1

(q + 1)(1− αq)
>

1
q + 1

for any α ∈ (0, 1/q), hence

θ =
q

q + 1
− αq

(q + 1)(1− αq)
.

After assuming
p+ 1 > 2q

we obtain
2(p+ 1)

(1− θ)(p+ 1) + 2θ
≥ q + 1

as long as αq
1−αq <

p+1−2q
p−1 .

Hence, with p+1 > 2q, by the trace-interpolation-moment inequality we
have

|u|q+1 ≤ C|u|W 1−θ
q+1 (Ω) ≤ C|u|W 1−θ

2(p+1)
(1−θ)(p+1)+2θ

(Ω) ≤ C‖u‖
1−θ
1,Ω ‖u‖

θ
p+1.

Consequently,

|u|
q+1

1−αq
q+1 ≤ C‖u‖

(1−θ) q+1
1−αq

1,Ω ‖u‖
θ q+1

1−αq
p+1 ≤ Cδ‖u‖

r(1−θ) q+1
1−αq

1,Ω + Cδ‖u‖
rθ q+1

1−αq
p+1

where in the last step Young’s inequality is used with the conjugate expo-
nents r, r.

We take

r ≡ 2(1− αq)
(1− θ)(q + 1)

= 2(1− αq)2 < 2.

Consequently,

r =
2(1− αq)2

2(1− αq)2 − 1
> 1

and recalling θ = q−αq(q+1)
(q+1)(1−αq) , the exponent rθ q+1

1−αθ = 2θ(q+1)(1−αq)
2(1−αq)2−1

is re-
quired to satisfy

2θ(q + 1)(1− αq)
2(1− αq)2 − 1

=
2(q − αq(q + 1))
2(1− αq)2 − 1

≤ p+ 1.
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The above is satisfied as long as 2q ≤ p+1, q < p and α is sufficiently small,
so that p+1

2 (2αq)2 − (2p− q+ 1)(2αq) + p+ 1− 2q ≥ 0. This last inequality
is guaranteed by

(31) 2αq ≤ 2p+ 1− q −
√
q2 + 2q + 2p2 − 1

p+ 1
where

2p+ 1− q −
√
q2 + 2q + 2p2 − 1

p+ 1
≥ 0 ⇔ p ≥ max{q, 2q − 1}.

Furthermore, since 2q ≤ p + 1 is equivalent to
√
q2 + 2q + 2p2 − 1 ≥

(p+ q)2, we can simplify (31) to

2αq ≤ 2p+ 1− q − q − p
p+ 1

=
p+ 1− 2q
p+ 1

.

Thus, the final value for p is subject to the following restrictions:

p > max{1, q, 2q − 1}.
We note that when ‖u‖p+1 ≤ 1, Sobolev’s embeddings yields the estimate

‖u‖tp+1 ≤ ‖u‖21,Ω with any t ≥ 2. Since in our case

t =
2(q − αq(q + 1))
2(1− αq)2 − 1

,

we have t ≥ 2 as long as q ≥ 2(1−αq)2 +αq(q+1)−1 ⇔ q ≥ 2(1−αq)−1
for small α > 0 ⇔ (q − 1)/2 ≥ −αq when q ≥ 1.

Thus, it suffices to consider only large frequencies.
With such choice of parameters we have

|u|
q+1

1−αq
q+1 ≤ δ‖u‖

2
1,Ω + cδ‖u‖p+1

p+1(32)

where the above estimate takes also in consideration both large and small
frequencies. The inequality (32) leads to

Lemma 4.4.�

Γ

g(ut(t))u(t) dΓ ≤ Cδ2H ′(t)(H(t))−α + δ2[B(p, k, u) + C2‖u(t)‖21,Ω].

Lemma 4.4 is a counterpart of Lemma 4.3. This allows one to complete
the proof as before.

5. Proof of Theorem 3.2. The main difficulty in the proof is that
the parameters p and k are not required to satisfy the constraints p + 1 ≤
2n/(n− 2) and k + 1 ≤ (2n− 2)/(n− 2). The above constraints allow one
to control Lp+1(Ω) and Lk+1(Γ ) norms by H1(Ω) norms. Thus, the main
technical issue is to bypass Sobolev’s embeddings.
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We proceed as before with the goal of proving a less demanding inequality

y′(t) ≥ c(y(t))
1

1−α − c0
for suitable positive constants c, c0.

The main difference in the proof is at the level of small frequencies. In-
stead of using Sobolev’s embeddings, in handling case 2 of small frequencies,
we simply leave

‖u(t)‖p+1 ≤ c0 = 1.

This leads to a counterpart of inequality (16), which now reads

‖u(t)‖
m+1

1−αm
p+1 ≤ CΩ[B(p, k, u) +M ]

for some positive constant M equal to c2 in (11), which does not depend on
the initial energy E(0).

This produces an interior damping counterpart of Lemma 4.2:

Lemma 5.1. There exists a constant M > 0 such that�

Ω

ug0(ut) dΩ ≤ Cδ1H ′(t)(H(t))−α + δ1[B(p, k, u) + C1(H(0))‖u‖21,Ω +M ].

Similarly in the case of boundary damping: We estimate small frequencies
for case 2 as

|u(t)|k+1 ≤ c0 = 1,

which then leads to

|u(t)|
q+1

1−αq
k+1 ≤ CΩ[B(p, k, u) +M ].

Hence we obtain

Lemma 5.2. There exists a constant M > 0 such that�

Γ

g(ut(t))u(t) dΓ ≤ Cδ2H ′(t)(H(t))−α

+ δ2[B(p, k, u) + C2(H(0))‖u(t)‖21,Ω +M ].

The inequality for y′ then becomes

Proposition 3.
y′(t) ≥ [(1− α)− εCδ]H ′(t)(H(t))−α + ε(2 + β/2)‖ut(t)‖2

+ ε(β/4)‖u(t)‖21,Ω + (λε/2)B(p, k, u) + ε(2 + β)H(t)− εM
for some positive constant M > 0.

The estimate for the error term F (t) takes the form

(F (t))
1

1−α ≤ C
[
‖ut‖2 +

�

Ω

|u|p+1
]

+M

where M results also from low frequencies estimate in case 2 at the end of
the proof.
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The estimate from below for H(t) becomes

H(t) ≥ cy
1

1−α − Cε
1

1−α (F (t))
1

1−α

≥ cy
1

1−α − Cε
1

1−α [‖ut‖2 + ‖u‖21,Ω +B(p, k, u)−M ].

Combining all the estimates gives an inequality of the form

y′(t) ≥ c(y(t))
1

1−α − c0

with 0 < 1 − α < 1 and some constants c > 0, c0 (which can be traced
back and does not depend on E(0)—this fact is critical). Solutions to these
inequalities blow up for initial conditions sufficiently positive (i.e. H(0) >
M0), where M0 > c0c

−1. The value of blow-up time can also be computed
explicitly [32].

This can be seen as follows:
Let β = 1/(1− α) > 1. Then the inequality becomes

y′(t) ≥ c(y(t))β − c0

where y(0) ≥ M0. Our goal is to show that there exists T < ∞ such that
y(t)→∞ as t→ T−.

Choose M0 > c0/c. This guarantees that cyβ0 − c0 > 0. This implies that
c(y(t))β − c0 > 0 for all t ≥ 0. Now our claim is that

c(y(t))β − c0 ≥ (c1/βy(t)− c1/β0 )β.

To see this, let f(y)=cyβ−c0−(c1/βy(t)−c1/β0 )β. Note that f((c0/c)1/β)=0.
Then by the intermediate value theorem, we have

f(y)− f((c0/c)1/β) = f ′(x)(y − (c0/c)1/β).

Calculating f ′(x), we obtain

f ′(x) = cβxβ−1 − β(c1/βx− c1/β0 )β−1 · c1/β

= βc1/β[cβ−1/β · xβ−1 − (c1/βx− c1/β0 )β−1] ≥ 0

since c(β−1)/βyβ−1 ≥ (c1/βy − c1/β0 )β−1 ⇔ c1/βy ≥ c1/βy − c1/β0 .

Now let z(t) = c1/βy(t) − c
1/β
0 . Then the inequality becomes z′(t) ≥

c1/β(z(t))β with z(0) > 0, whose solution blows up in finite time, i.e. there
exists

0 < T =
1

(z(0))β(β − 1)c1/β
<∞

such that z(t)→∞ as t→ T−.



302 L. Bociu and I. Lasiecka

Acknowledgements. We would like to thank an anonymous referee
for his valuable comments and suggestions. In particular, we are grateful for
his remarks that led to a refinement of the range of parameters in the proof
of Theorem 3.1.

References

[1] G. Avalos, Sharp regularity estimates for solutions to wave equations and their traces
with prescribed Neumann data, Appl. Math. Optim. 15 (1997), 203–223.

[2] V. Barbu, Nonlinear Semigroups and Differential Equations in Banach Spaces,
Noordhoff, 1976.

[3] V. Barbu, I. Lasiecka and M. A. Rammaha, On nonlinear wave equations with
degenerate damping and source terms, Trans. Amer. Math. Soc. 357 (2005), 2571–
2611.

[4] —, —, —, Blow-up of generalized solutions to wave equations with nonlinear degen-
erate damping and source term, Indiana Univ. Math. J. 56 (2007), 995–1021.

[5] L. Bociu, Local and global wellposedness of weak solutions for the wave equation with
nonlinear boundary and interior sources of supercritical exponents and damping,
Nonlinear Anal., to appear.

[6] —, Existence, uniqueness and blow-up of solutions to wave equations with super-
critical boundary/interior sources and damping, Ph.D. Thesis, Univ. of Virginia,
2008.

[7] L. Bociu and I. Lasiecka, Uniqueness of weak solutions for the semilinear wave
equations with supercritical boundary/interior sources and damping, Discrete Con-
tin. Dynam. Systems 22 (2008).

[8] S. Brenner and L. R. Scott, The Mathematical Theory of Finite Element Methods,
Springer, 1994.

[9] M. Cavalcanti, V. N. Cavalcanti and P. Martinez, Existence and decay rates for
the wave equation with nonlinear boundary damping and source term, J. Differential
Equations 203 (2004), 119–158.

[10] I. Chueshov, M. Eller and I. Lasiecka, On the attractor for a semilinear wave equa-
tion with critical exponent and nonlinear boundary dissipation, Comm. Partial Dif-
ferential Equations 27 (2002), 1901–1951.

[11] I. Chueshov and I. Lasiecka, Long time behavior of second order evolutions with
nonlinear damping, Mem. Amer. Math. Soc. 195 (2008), no. 912.

[12] —, —, Long time dynamics of a semilinear wave equation with nonlinear interior
boundary damping and sources of critical exponents, in: Contemp. Math. 426, Amer.
Math. Soc., 2007, 153–192.

[13] E. Feireisl, Global attractors for semilinear damped wave equations with supercritical
exponent, J. Differential Equations 116 (1995), 431–447.

[14] V. Georgiev and G. Todorova, Existence of a solution of the wave equation with
nonlinear damping and source terms, ibid. 109 (1994), 295–308.

[15] H. Koch and I. Lasiecka, Hadamard well-posedness of weak solutions in nonlin-
ear dynamic elasticity—full von Karman systems, in: Progr. Nonlinear Differential
Equations Appl. 50, Birkhäuser, 2002, 197–216.
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