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A TIME-DEPENDENT BEST CHOICE PROBLEM WITH
COSTS AND RANDOM LIFETIME IN ORGAN

TRANSPLANTS

Abstract. This paper develops and analyzes a time-dependent optimal
stopping problem and its application to the decision making process con-
cerning organ transplants. Offers (organs for transplant) appear at jump
times of a Poisson process. The values of the offers are i.i.d. random vari-
ables with a known distribution function. These values express the degree
of histocompatibility between the donor and the recipient. The sequence of
offers is independent of the jump times of the Poisson process. The decision
about acceptance or rejection must be made at the time of appearance of
the offer. When the offer is accepted, the decision process terminates and
a reward is gained. The reward depends on the value of the selected offer,
a discount function and a cost function related to aversion to risk. Other-
wise, the decision process is continued until a random time T . After this
time the reward is equal to zero. The aim of the decision maker is to max-
imize the expected mean reward. A first-order differential equation for the
optimal mean reward is obtained.

1. Introduction. Organizations such as United Network for Organ
Sharing (UNOS) operating in USA are responsible for managing the na-
tional organ denotation and allocation system. However, the final decision
about acceptance of a particular organ (in this case a kidney) is usually
left to the transplant surgeon and/or physician responsible for the care of
the candidates (see UNOS [27]). This decision is based on the personal ex-
perience of the physician and depends on medical judgment regarding the
suitability of the organ being offered for specific candidates. In the litera-
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ture, some models are presented helping physicians to make these decisions
(for example see Alagoz et al. [1] or David and Yechiali [11]). However,
these works do not take into consideration the patient’s aversion to risk. In
this work we propose a model that includes this factor and as such is more
related to the patient’s individual preferences.

More precisely, we consider the following problem. The decision about
acceptance or rejection of a kidney is mainly based on the degree of his-
tocompatibility between the donor and the recipient and the time that the
potential recipient has been under medical care (for example, this can mean
the duration of dialysis treatment). One of the relevant criterions of the
compatibility is the match-level in the HL-A antigen system. Five match-
levels are defined. One can compute the probability of any match-level be-
tween a given recipient and a random graft. With each match-level we asso-
ciate a value, for example, the probability of graft survival for at least one
year or expected lifetime of the graft (see David and Yechiali [11] for more
details).

Moreover, new research (Chong et al. [6]) shows that patients with end-
stage liver disease are less risk averse than those with earlier stages of dis-
ease. This means that patients with end-stage liver disease (and hence their
physicians, deciding about acceptance or rejection of the organ) are more
inclined to take a risk and accept an organ with a lower quality or a lower
match-level even if the probability of an immediate death is relatively large,
compared to patients who are in better condition.

On the other hand, there are studies confronting experimental results
with the theoretical solution of the classical secretary problem showing that
real-life decision makers have a tendency to shorten the time of observa-
tion, and consequently accept an offer that is worse on average than the
one given by the optimal strategy obtained from the mathematical model
(see Szajowski [26] for an extensive bibliography). The reason of this di-
vergence can be a wrong fit of the model to the data or ignoring some
additional factors like a feeling of risk (this factor was introduced in Sza-
jowski [26]).

Hence, it seems reasonable to extend the model and introduce an unob-
servable random variable related to reduction of risk aversion and a function
corresponding to acceptance of the organ with a lower match-level.

In this paper we provide physicians with a mathematical tool specifying
(for each match-level in the HL-A antigen system, the recipient’s time on
dialysis, the level of aversion to risk and random time of death) whether to
accept the organ for transplantation or to reject it and wait for a possibly
better offer in the future.

From the mathematical point of view our model is a generalization of
the problems considered by Elfving [14], David and Yechiali [11] and Fer-
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enstein and Krasnosielska [16] to the case of an optimal stopping problem
with costs, a function related to aversion to risk and a random horizon.
Elfving [14] analyzed an optimal stopping problem with a discount function
and Poisson-type arrival of offers. He obtained a differential equation which
allows one to compute the optimal mean reward. David and Yechiali [11]
considered a generalization of the Elfving problem to the case of an optimal
stopping problem with a renewal process and an underlying lifetime distribu-
tion. They gave an explicit solution for the case with a homogeneous Poisson
process, constant discount function and Gamma distribution lifetime. Next,
they used this solution to determine the optimal policy. They presented de-
tailed calculations based on actual kidney transplant data. Ferenstein and
Krasnosielska [16] generalized the theorem concerning the optimal stopping
problem with a random horizon considered in Samuel-Cahn [24] to the Pois-
son case and applied it to the Elfving problem with an additional random
horizon.

In comparison with the model of David and Yechiali [11] and Ferenstein
and Krasnosielska [16], we additionally introduce an unobservable random
variable and a function related to the changes in patients’ risk aversion level.
However, the construction of the solution of the model uses similar methods
to those in Ferenstein and Krasnosielska [16].

Since our model also has other, non-medical applications, we will consider
a more general problem than the one presented above. The other applications
and related papers are discussed in the concluding section.

2. The model. The basic assumptions and notations follow those of
Chow et al. [7] and Ferenstein and Krasnosielska [16]. Let (Ω,F ,P) be a
probability space on which all random variables are considered. Let Y1, Y2,
. . . be independent, non-negative random variables with distribution func-
tion F continuous from the left and with E(Y1) = µ < ∞, observed at the
jump times τ1 < τ2 < · · · of a homogeneous Poisson process with intensity 1;
set Y0 = d, 0 ≤ d <∞, τ0 = 0. Furthermore, let T be an extended positive
random variable with a known distribution function FT continuous from the
right and let ζ be a positive random variable with a known distribution func-
tion Fζ continuous from the right and with E(ζ) < ∞, where T and ζ are
independent. We assume that the sequences of Y ’s and τ ’s are independent,
and they are independent of T and ζ. Let Fn = σ(Y1, . . . , Yn, τ1, . . . , τn),
F∗n = σ(Fn, I(T > τ1), . . . , I(T > τn)), n = 1, 2, . . . , F0 = F∗0 = {∅, Ω},
F∞ = σ(

⋃∞
n=0Fn), F∗∞ = σ(

⋃∞
n=0F∗n), where I(A) is the indicator func-

tion of the event A. Let T and T ∗ be the sets of Markov times adapted
to {Fn}∞n=0 and {F∗n}∞n=0, respectively. Our aim is to find supt∗∈T ∗ EX̃∗t∗ ,
where

X̃∗n = (Ynr(τn) + c1(τn)− I(ζ ≤ τn)c2(τn))I(T > τn)
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for n = 0, 1, . . . , X̃∗∞ = lim supn→∞ X̃∗n and r(·), c1(·) and c2(·) are Borel
functions. We assume that r(·) is non-increasing and continuous from the
right with r(0) = 1, r(s) > 0 for s ∈ [0, U) and r(s) = 0 elsewhere. We
also assume that U < ∞ and |c1(s)| ≤ b and |c2(s)| ≤ b for s ≥ 0, where
b is some constant. Moreover, we assume that the limits limx→∞ c1(x) and
limx→∞ c2(x) exist and are finite. Denote

ϕ̃(s) = (c1(s)− c2(s)Fζ(s))F̄T (s), where F̄T (s) = 1− FT (s).

Assume that ϕ̃(·) is non-increasing or increasing on (Ũ ,∞), where Ũ =
min{U,U1} and U1 = inf{s > 0 : F̄T (s) = 0}. Moreover, assume that the
function ϕ̃(·) is either

• continuous on [0,∞), or
• right-continuous on [0,∞), increasing or non-increasing on (0,∞), and	∞

0 |ϕ̃(s)| ds <∞.

Let the set of all points of non-differentiability of F (s) and discontinuity
of the functions r(s)F̄T (s) and ϕ̃(s), s ∈ R, be finite. Moreover, if F is
discontinuous, then we assume that there exist l < ∞ and 0 = v0 < v1 <
· · · < vl = U such that in each interval (vi, vi+1), i = 0, 1, . . . , l − 1, the
function

z 7→ supt∈T E(Ytr(z + τt)F̄T (z + τt) + ϕ̃(z + τt))− ϕ̃(z)
F̄T (z)r(z)

has exactly one of the following properties: it is increasing, constant or
decreasing. This property will be useful in derivation of equation (2.8).

Remark 2.1. Note that Y ’s can be interpreted as probabilities of graft
survival for at least one year, r(·) as a discount function related to duration
of dialysis treatment, ξ as a random time of reduction of aversion to risk,
c2(·) as a function related to the level of aversion to risk, T as a time after
which the recipient cannot obtain any organ for transplant because of poor
condition (death in particular). Moreover, note that if c1(s) = 0 for all s ≥ 0
and c2(·) is a constant function, d = 0, then the model formulated in this
section is consistent with the problem presented in the introduction.

Remark. If the functions c1(·) and c2(·) are as in Remark 2.1, ξ has a
uniform distribution on [0, U ], and T has an exponential distribution with
parameter, then the assumptions of the model are satisfied.

Define

X∗n = (Ynr(τn) + ϕ(τn))I(T > τn), n = 0, 1, . . . ,

where ϕ(τn) = c1(τn) − c2(τn)Fζ(τn) and X∗∞ = lim supn→∞X∗n. Now, we
show that X̃∗∞ = X∗∞. Since E(

∑∞
n=0 Ynr(τn)) <∞, we have

(2.1) lim
n→∞

Ynr(τn) = 0.
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Note that the limits limn→∞ I(T > τn) and limn→∞ I(ζ ≤ τn) exist and
are finite, because I(T > τn) ≥ I(T > τn+1) and I(ζ ≤ τn) ≤ I(ζ ≤ τn+1)
for each n ≥ 0. Moreover, limn→∞ I(ζ ≤ τn) = 1 and limn→∞ Fζ(τn) = 1.
Hence, from the assumptions of the model we have X̃∗∞ = limn→∞ X̃

∗
n =

limn→∞X
∗
n = X∗∞. Since {X̃∗n}∞n=0 is not adapted to the filtration {F∗n}∞n=0,

the reward X̃∗n should be replaced by X∗n, because for each t∗ ∈ T ∗ we
have

E(X̃∗t∗) = E
( ∞∑
n=0

I(t∗ = n)X̃∗n
)

+ E(I(t∗ =∞)X̃∗∞)

=
∞∑
n=0

E(I(t∗ = n)E(X̃∗n | F∗n)) + E(I(t∗ =∞)X∗∞)

=
∞∑
n=0

E(I(t∗ = n)I(T > τn)(Ynr(τn) + c1(τn)− c2(τn)E(I(ζ ≤ τn) | F∗n)))

+ E(I(t∗ =∞)X∗∞)

=
∞∑
n=0

E(I(t∗=n)(Ynr(τn)+ϕ(τn))I(T > τn))+E(I(t∗=∞)X∗∞)=E(X∗t∗).

The theorem below is a modification of Theorem 2.1 of Ferenstein and
Krasnosielska [16] to a problem with costs and with a random horizon which
is an extended real random variable. The idea of transforming an optimal
stopping problem with a random horizon to an optimal stopping problem
with a modified structure of rewards is based on the paper of Samuel-
Cahn [24].

Theorem 2.2. Let Y1, Y2, . . . be i.i.d. non-negative random variables
independent of the jump times τ1, τ2, . . . of a Poisson process. Let Y0 = d,
0 ≤ d <∞, τ0 = 0. Let T be an extended positive random variable indepen-
dent of the sequences of Y ’s and τ ’s, with the distribution function FT , and
F̄T (·) = 1−FT (·). Let r : [0,∞)→ R and ϕ : [0,∞)→ R be Borel functions,
X∗n = (Ynr(τn) + ϕ(τn))I(T > τn), n = 0, 1, . . ., and X∗∞ = lim supn→∞X∗n.
Assume that the limit limn→∞(Ynr(τn) + ϕ(τn)) exists and is finite, and
E(supn∈N∪∞(X∗n)+) <∞. Then

sup
t∗∈T ∗

E(X∗t∗) = sup
t∈T

E(Xt),

where Xn=(Ynr(τn)+ϕ(τn))F̄T (τn), n=0, 1, . . . , and X∞=lim supn→∞Xn.

Proof. Since {I(T > τn)}∞n=0 is not measurable with respect to {Fn}∞n=0,
using the properties of conditional expectation, we have, for each t ∈ T ,
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E(X∗t ) = E
( ∞∑
n=0

X∗nI(t = n)
)

+ E(I(t =∞)X∗∞)(2.2)

= E
( ∞∑
n=0

XnI(t = n)
)

+ E(I(t =∞)X∗∞).

Now, we need to show that E(I(t = ∞)X∗∞) = E(I(t = ∞)X∞). From the
assumptions of the theorem we have, for t ∈ T ,

E(I(t =∞)X∗∞) = E(I(t =∞) lim sup
n→∞

X∗n)

= E(I(t =∞) lim
n→∞

(Ynr(τn) + ϕ(τn)) lim
n→∞

(I(T > τn)))

= E(I(t =∞) lim
n→∞

(Ynr(τn) + ϕ(τn)))P (T =∞).

On the other hand,

E(I(t =∞)X∞) = E(I(t =∞) lim sup
n→∞

((Ynr(τn) + ϕ(τn))F̄T (τn)))

= E(I(t =∞) lim
n→∞

(Ynr(τn) + ϕ(τn)) lim
n→∞

F̄T (τn))

= E(I(t =∞) lim
n→∞

(Ynr(τn) + ϕ(τn)))P (T =∞).

Hence, E(I(t = ∞)X∗∞) = E(I(t = ∞)X∞). Therefore, from (2.2) we have
E(X∗t ) = E(Xt) and consequently supt∈T E(X∗t ) = supt∈T E(Xt). More-
over, since T ⊂ T ∗, we have

sup
t∈T

E(X∗t ) ≤ sup
t∗∈T ∗

E(X∗t∗).

Now, we will prove the reverse inequality. Set I(T > τn) = ξn and Z∗n =
(Yn, τn, ξn), n = 0, 1, . . . . Note that {Z∗n,F∗n}∞n=0 is a homogeneous Markov
chain with the state space (E, E), where E = [0,∞)× [0,∞)×{0, 1}. More-
over, using the fact that Yi are i.i.d. random variables, we deduce that
E(ess supt∗∈T ∗n+1

E(X∗t∗ | F∗n+1) | F∗n) is a function of τn and ξn only, say
V ∗(τn, ξn). Therefore, the Markov time

σ∗ = inf{n ≥ 0 : X∗n ≥ V ∗(τn, ξn)}
is optimal in T ∗, where by definition inf ∅ = +∞, that is, supt∗∈T ∗ E(X∗t∗) =
E(X∗σ∗). Define the function h(y, s, w) = (yr(s) + ϕ(s))w for (y, s, w) ∈ E.
Let

B = {(y, s, w) ∈ E : h(y, s, w) ≥ V ∗(s, w)}.
Hence,

σ∗ = inf{n ≥ 0 : (Yn, τn, ξn) ∈ B}.
Define S = {(y, s, 1) ∈ E}, B̄ = E \ B, C = {(y, s) : (y, s, 1) ∈ B} and
C̄ = {(y, s) : (y, s, 1) ∈ B̄}. Note that B ∩ S = C × {1} and B̄ ∩ S =
C̄ × {1}. Moreover, for each k ≥ 0 we have I(ξk = 1) = I((Yk, τk, ξk) ∈ S) =
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I((Yk, τk, ξk) ∈ S) · . . . · I((Y0, τ0, ξ0) ∈ S) and X∗k = X∗kI(ξk = 1). Note that

X∗σ∗ =
∞∑
n=0

X∗nI(σ∗ = n) + lim sup
n→∞

X∗nI(σ∗ =∞)

and
∞∑
n=0

X∗nI(σ∗ = n) =
∞∑
n=0

X∗nI((Yn, τn, ξn) ∈ S)I((Y0, τ0, ξ0) /∈ B) · . . . ·

· I((Yn−1, τn−1, ξn−1) /∈ B)I((Yn, τn, ξn) ∈ B)

=
∞∑
n=0

X∗nI((Y0, τ0) /∈ C) · . . . · I((Yn−1, τn−1) /∈ C) · I((Yn, τn) ∈ C)

=
∞∑
n=0

X∗nI(σ̃ = n),

where
σ̃ = inf{n ≥ 0 : (Yn, τn) ∈ C}.

Using the assumptions of the theorem we have

I(σ∗ =∞) lim sup
n→∞

X∗n = I(σ∗ =∞) lim
n→∞

(X∗nI(ξn = 1))

=
∞∏
k=0

I(σ∗ > k) lim
n→∞

(
X∗n

n∏
k=0

I(ξk = 1)
)

=
∞∏
k=0

I((Yk, τk, ξk) /∈ B)
∞∏
k=0

I(ξk = 1) lim
n→∞

X∗n

= lim
n→∞

X∗n

∞∏
k=0

I((Yk, τk, ξk) ∈ S)I((Yk, τk, ξk) /∈ B)

= lim
n→∞

X∗n

∞∏
k=0

I((Yk, τk) /∈ C) = X∗∞I(σ̃ =∞).

Hence, X∗σ∗ = X∗σ̃. Note that σ̃ ∈ T . Hence, for the optimal Markov time σ∗

there exists the Markov time σ̃ ∈ T such that X∗σ∗ = X∗σ̃.

Now, note that

E(sup |X∗n|) ≤ E(sup(Ynr(τn))) + 2b ≤ E
( ∞∑
n=1

Ynr(τn)
)

+ 2b <∞.

Therefore, using (2.1) we see that the assumptions of Theorem 2.2 are satis-
fied. Hence, the optimal relevant stopping problem with the random horizon
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is equivalent to the optimal stopping problem with the reward sequence

Xn = Ynr̃(τn) + ϕ̃(τn), n = 0, 1, . . . ,

where r̃(s) = r(s)F̄T (s) and X∞ = lim supn→∞Xn, in the sense that they
give the same optimal mean rewards. Moreover, r̃(·) satisfies the same con-
ditions as r(·).

To solve the above problem, we will find supt∈T E(Xt(u)), u ≥ 0, where

Xn(u) = Ynr̃(u+ τn) + ϕ̃(u+ τn).

Note that E(sup(Xn(u))+) < ∞, and {Zn,u}, where Zn,u = (Yn, u + τn),
n = 0, 1, . . . , is a homogeneous Markov chain with respect to {Fn}∞n=0 and
Xn(u) is the function of Zn,u only. Hence, using the fact that Yi are i.i.d.
random variables we conclude that E(ess supt∈Tn+1

E(Xt(u) | Fn+1) | Fn) is
a function of u+ τn only, say V (u+ τn) (see Chow et al. [7, p. 104, Theorem
5.2]). Moreover, from Chow et al. [7, p. 66, Theorem 4.1] we have

sup
t∈T

E(Xt(u)) = E(max{X0(u), V (u+ τ0)})(2.3)

= max{dr̃(u) + ϕ̃(u), V (u)}.
Therefore, we need to find V (u). Denote T1 = {t ∈ T : t ≥ 1}. Note that
the Markov time

σ1(u) = inf{n ≥ 1 : Xn(u) ≥ V (u+ τn)}
is optimal in T1 for the sequence Xn(u), u ≥ 0, i.e. supt∈T1 E(Xt(u)) =
E(Xσ1(u)(u)). From Chow et al. [7, p. 66, Theorem 4.1] we have

(2.4) sup
t∈T1

E(Xt(u)) = E(ess sup
t∈T1

E(Xt(u) | F1)) = V (u+ τ0) = V (u).

Proposition 2.3. The function V (u) is continuous on [0,∞).

Proof. Note that V (u) < ∞. First, we will show that for u2 > 0 and
u1 ≥ 0 we have

(2.5) sup
t∈T1
|E(Xt(u1))− E(Xt(u2))| ≥ | sup

t∈T1
E(Xt(u1))− sup

t∈T1
E(Xt(u2))|.

Without loss of generality, we can assume that

(2.6) sup
t∈T1

E(Xt(u1)) ≥ sup
t∈T1

E(Xt(u2)).

Therefore,

sup
t∈T1
|E(Xt(u1))− E(Xt(u2))| ≥ |E(Xσ1(u1)(u1))− E(Xσ1(u1)(u2))|

= |E(Xσ1(u1)(u1))− sup
t∈T1

E(Xt(u2)) + sup
t∈T1

E(Xt(u2))− E(Xσ1(u1)(u2))|

≥ |E(Xσ1(u1)(u1))− sup
t∈T1

E(Xt(u2))| = | sup
t∈T1

E(Xt(u1))− sup
t∈T1

E(Xt(u2))|,
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where the last inequality follows from (2.6) and the definition of the supre-
mum. Hence, we have (2.5).

From the assumptions of the model we find that the function ϕ̃(·) has
a finite limit at +∞. Hence, if ϕ̃(·) is continuous on [0,∞), it is uniformly
continuous. Therefore, for all ε > 0, there exists δ > 0 such that |ϕ̃(u1) −
ϕ̃(u2)| < ε for all u1, u2 with |u1 − u2| < δ. Hence,

sup
t∈T1

E|ϕ̃(u1 + τt)− ϕ̃(u2 + τt)| < ε.

If ϕ̃(·) is right-continuous, then

sup
t∈T1

E|ϕ̃(u1 +τt)− ϕ̃(u2 +τt)| ≤
∞∑
n=1

E|ϕ̃(u1 +τn)− ϕ̃(u2 +τn)| ≤ 2b|u1−u2|.

Now, we will prove that V (·) is continuous on [0,∞). Let ε > 0 and fix
u1 ∈ [0,∞). Note that using (2.4) and (2.5) we have

|V (u1)− V (u2)| ≤ sup
t∈T1
|E(Xt(u1))− E(Xt(u2))|

≤ sup
t∈T1
|E(Yt(r̃(u1 + τt)− r̃(u2 + τt)))|+ sup

t∈T1
|E(ϕ̃(u1 + τt)− ϕ̃(u2 + τt))|.

The first summand above can be estimated as follows:

sup
t∈T1
|E(Yt(r̃(u1 + τt)− r̃(u2 + τt)))| ≤ sup

t∈T1
E(Yt|r̃(u1 + τt)− r̃(u2 + τt)|)

≤ E
( ∞∑
n=1

Yn|r̃(u1 + τn)− r̃(u2 + τn)|
)

= µ

∞�

0

|r̃(u1 + x)− r̃(u2 + x)|dx

≤ µ|u1 − u2|.
Therefore, if ϕ̃(·) is continuous on [0,∞), then

|V (u1)− V (u2)| ≤ µ|u1 − u2|+ ε.

Hence, taking 0 < δ < ε, we get |V (u1)− V (u2)| ≤ (µ+ 1)ε, and so V (·) is
continuous at u1. If ϕ̃(·) is only right-continuous, then

|V (u1)− V (u2)| ≤ µ|u1 − u2|+ 2b|u1 − u2|.
Hence, taking 0 < δ < ε, we get |V (u1)− V (u2)| ≤ (µ+ 2b)ε and again V (·)
is continuous at u1.

From (2.3) and Proposition 2.3, we have

Corollary 2.4.

sup
t∈T

E(Xt) = max{dr̃(0) + ϕ̃(0), lim
u→0+

V (u)}.

Denote

(2.7) y(s) =
V (s)− ϕ̃(s)

r̃(s)
for s ∈ [0, Ũ)
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and y(s) = 0 for s ≥ Ũ . Set F̄ (x) = 1 − F (x), H(x) =
	∞
x s dF (s) and

fV,u(v) = P (τσ1(u) > v). Note that in the notation fV,u(v) we use V to
emphasize that the distribution of τσ1(u) depends on the function V (·). The
ensumptions of the model ensure that there exist k < ∞ and {s1, . . . , sk}
such that 0 < s1 < · · · < sk < sk+1, s0 = 0, sk+1 = Ũ , the function y(·)
is continuous in each of the intervals (vi, vi+1), i = 0, 1, . . . , k, and for each
z ∈ (vi, vi+1), i = 0, 1, . . . , k,

lim
h→0

F ( inf
x∈(−h,0]

y(z + x)) = lim
h→0

F ( inf
x∈(0,h]

y(z + x)) = F (y(z)).

Moreover, fV,u(·) is continuous on [0,∞) and fV,u(0) = 1. Therefore, con-
siderations similar to those in Chow et al. [7, pp. 114–115] for u ∈ [0, Ũ)
give

(2.8) fV,u(v) =



exp
(
−
u+v�

u

F̄ (y(v′)) dv′
)
, 0 < v ≤ Ũ − u,

fV,u(Ũ − u) exp
(
−
u+v�

Ũ

I(ϕ̃(v′) ≥ V (v′)) dv′
)
,

v > Ũ − u.

Moreover, for u ≥ Ũ and v ≥ 0 we have

(2.9) fV,u(v) = exp
(
−
u+v�

u

I(ϕ̃(v′) ≥ V (v′)) dv′
)
.

Note that

V (u) = E(Yσ1(u)r̃(u+ τσ1(u)) + ϕ̃(u+ τσ1(u)))

= E(ϕ̃(u+ τσ1(u)) + r̃(u+ τσ1(u))E(Yσ1(u) |σ1(u))).

Moreover, for u ∈ [0, Ũ) and τσ1(u) ∈ [0, Ũ − u), the conditional distri-
bution of Yσ1(u) given σ1(u) is the same as the conditional distribution of
Y given {Y ≥ y(u + τσ1(u))}, where Y and τσ1(u) are independent and Y
has the distribution function F . Hence, for u ∈ (si, si+1), i = 0, . . . , k, we
have

V (u) =
Ũ−u�

0

(
ϕ̃(u+ v) +

r̃(u+ v)
	∞
y(u+v) y dF (y)

F̄ (y(u+ v))

)
· ∂
∂v

(1− fV,u(v)) dv

+
∞�

Ũ−u

ϕ̃(u+ v) · ∂
∂v

(1− fV,u(v)) dv.

Using (2.8) we obtain, for u ∈ (si, si+1), i = 0, . . . , k,
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(2.10) V (u) =
Ũ�

u

(ϕ̃(v)F̄ (y(v)) + r̃(v)H(y(v)))fV,u(v − u) dv

+
∞�

Ũ

ϕ̃(v)fV,u(v − u)I(ϕ̃(v) ≥ V (v)) dv.

Moreover, for u ≥ Ũ we have

V (u) = E(ϕ̃(u+ τσ1(u)))(2.11)

=
∞�

u

ϕ̃(v)I(ϕ̃(v) ≥ V (v)) exp
(
−
v�

u

I(ϕ̃(v′) ≥ V (v′)) dv′
)
dv.

Remark 2.5. Note that for x ≥ Ũ we have

(2.12) I(ϕ̃(x) ≥ V (x)) =
{

1 if ϕ̃(·) is non-increasing on (Ũ ,∞),
0 if ϕ̃(·) is increasing on (Ũ ,∞).

Therefore, the right-hand site of (2.11) is independent of V (·) and conse-
quently V (u) for u ≥ Ũ is uniquely determined by (2.11). Hence,

(2.13) V (Ũ) =


∞�

Ũ

ϕ̃(v) exp(Ũ − v) dv

if ϕ̃(·) is non-increasing on (Ũ ,∞),
0 if ϕ̃(·) is increasing on (Ũ ,∞).

The proof of the theorem below is based on Chow et al. [7, pp. 115–116]
and on the proof of Theorem 2.1(c) from Stadje [25].

Theorem 2.6.

(i) Let Ṽ (·) be a continuous function on [0,∞) such that Ṽ (u) = V (u)
for u ≥ Ũ . Then Ṽ (·) satisfies (2.10) for u ∈ (si, si+1), i = 0, . . . , k,
if and only if

(2.14)
d

du
Ṽ (u) = F̄ (ỹ(u))Ṽ (u)− r̃(u)H(ỹ(u))− ϕ̃(u)F̄ (ỹ(u))

for u ∈ (si, si+1), i = 0, . . . , k, where ỹ(s) = (Ṽ (s) − ϕ̃(s))/r̃(s) for
s ∈ [0, Ũ).

(ii) There exists exactly one continuous function Ṽ (·) satisfying (2.14)
for u ∈ (si, si+1), i = 0, . . . , k, such that Ṽ (Ũ) = V (Ũ).

Proof. (i) Differentiating both sides of (2.10) with respect to u in each
of the intervals (si, si+1), i = 0, . . . , k, we see that if Ṽ (·) satisfies (2.10),
then Ṽ (·) has to satisfy (2.14). Now, suppose that the continuous function
Ṽ (·) satisfies (2.14) on (si, si+1), i = 0, . . . , k, and Ṽ (Ũ) = V (Ũ). For all
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u ∈ [0, Ũ ], define V1(u) by

(2.15) V1(u) =
Ũ�

u

(ϕ̃(v)F̄ (ỹ(v)) + r̃(v)H(ỹ(v)))fṼ ,u(v − u) dv

+
∞�

Ũ

ϕ̃(v)fṼ ,u(v − u)I(ϕ̃(v) ≥ Ṽ (v)) dv.

Note that V1(u) is continuous for u ∈ [0, Ũ ]. We want to show that V1(u) =
Ṽ (u) for u ∈ [0, Ũ ]. Note that |(ϕ̃(v)F̄ (ỹ(v)) + r̃(v)H(ỹ(v)))fṼ ,u(v − u)| ≤
2b+µ. Hence, taking u→ Ũ in (2.15) and using the assumption that Ṽ (u) =
V (u) for u ≥ Ũ and (2.11) we see that V1(Ũ) = V (Ũ) = Ṽ (Ũ). Moreover,
differentiating (2.15) in each of the intervals (si, si+1), i = 0, . . . , k, we obtain

(2.16)
d

du
V1(u) = F̄ (ỹ(u))V1(u)− r̃(u)H(ỹ(u))− ϕ̃(u)F̄ (ỹ(u)).

Assume that V1(u0) 6= Ṽ (u0) at some point u0 ∈ (sk, Ũ). Let u1 be the first
point after u0 such that u1 ∈ (sk, Ũ ] and V1(u1) = Ṽ (u1). From (2.16) and
the assumption that Ṽ (·) satisfies (2.14) we obtain d(V1(u)− Ṽ (u))/du =
F̄ (ỹ(u))(V1(u)− Ṽ (u)). Hence, for u ∈ (u0, u1) we have

ln |V1(u)− Ṽ (u)| = ln |V1(u0)− Ṽ (u0)|+
u�

u0

F̄ (ỹ(u′)) du′.

For u → u1 the left-hand side of the above equation goes to −∞ while
the right-hand side is finite. This contradiction gives that V1(u) = Ṽ (u)
for u ∈ (sk, Ũ). From the continuity of the functions V1(u) and Ṽ (u) we
obtain V1(u) = Ṽ (u) for u ∈ [sk, Ũ ]. Now, by recursion we conclude that
V1(u) = Ṽ (u) in each of the intervals [si, si+1], i = k, . . . , 0.

(ii) Let

g(x) = F̄ (x)(xr̃(u) + ϕ̃(u))− r̃(u)H(x)− ϕ̃(u)F̄ (x)

and
G(u, Ṽ ) = g((Ṽ − ϕ̃(u))/r̃(u)).

Note that G(u, Ṽ (u)) is equal to the right-hand side of (2.14). Moreover, in
each of the intervals of differentiability of F , we have dg(x)/dx = F̄ (x)r̃(u)
and consequently dG(u, Ṽ )/dṼ = F̄ ((Ṽ − ϕ̃(u))/r̃(u)) ≤ 1. Therefore,
G(u, Ṽ ) satisfies the Lipschitz condition with respect to Ṽ in each of the
intervals of differentiability of F . Now, note that |ϕ̃(·)| ≤ 2b, hence from
(2.10) we see that

|V (u)| ≤
Ũ�

0

(2b+µ) dv+
∞�

Ũ

2b exp(Ũ − v)dv = (2b+µ)Ũ + 2b for u ∈ [0, Ũ ].
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Moreover,

|G(u, Ṽ )| ≤ |Ṽ |+ µ+ 2b ≤ (2b+ µ)Ũ + 4b+ µ.

Hence, the assumptions of the Picard–Lindelöf theorem (see Lindelöf [19]
or Coddington and Levinson [8, Theorem 1.3.1]) are satisfied in each of the
intervals in which r̃ is continuous and F is differentiable. Therefore, using
the fact that Ṽ (u) is continuous, we conclude that (2.14) has exactly one
solution on [0, Ũ ].

Remark. The optimal Markov time in T for the sequence Xn is

σ(0) = inf{n ≥ 0 : Xn ≥ V (τn)}.

Remark. Since the distribution function of τσ1(0) is given in (2.8) and
(2.9), we can compute the mean waiting time for the optimal Markov time,
that is,

E(τσ(0)) = E(τ0I(X0 ≥ V (0))) + E(τσ1(0)I(X0 < V (0)))

= I(dr̃(0) + ϕ̃(0) < V (0))E(τσ1(0)).

Remark. Assuming that P (T = U) = 1, we obtain the solution of the
optimal stopping problem without random horizon.

3. Generalizations and examples

3.1. Optimal stopping problem with infinite horizon. Suppose
that all assumptions of Section 2 are satisfied with one exception: assume
that Ũ =∞. Moreover, assume that

(3.1)
∞�

0

r(s) ds <∞ and
∞�

0

|ϕ̃(s)| ds <∞.

Hence, for u ≥ 0 we have E(sup |X∗n(u)|) <∞. Note that

sup
t∗∈T ∗

E(X̃∗t∗) = sup
t∈T

E(Xt) = max{dr̃(0) + ϕ̃(0), V (0)},

where V (·) is continuous on [0,∞). In this case, equation (2.10) has the
following form: for u ∈ (si, si+1), i = 0, . . . , k,

(3.2) V (u) =
Ũ�

u

(ϕ̃(v)F̄ (y(v)) + r̃(v)H(y(v)))fV,u(v − u) dv,

where y(s) = (V (s)− ϕ̃(s))/r̃(s) for s ≥ 0, and

(3.3) fV,u(v) = exp
(
−
u+v�

u

F̄ (y(v′)) dv′
)

for v ≥ 0.
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Theorem 3.1.

(i) A continuous function Ṽ (·) satisfies (3.2) for u ∈ (si, si+1), i =
0, . . . , k, if and only if

(3.4)
d

du
Ṽ (u) = F̄ (ỹ(u))Ṽ (u)− r̃(u)H(ỹ(u))− ϕ̃(u)F̄ (ỹ(u))

for u ∈ (si, si+1), i = 0, . . . , k, and

(3.5) lim
u→∞

Ṽ (u) = 0.

(ii) If a continuous function Ṽ (u) satisfies (3.4) for u ∈ (si, si+1), i =
0, . . . , k, and (3.5), then V (τn) = Ṽ (τn), n = 0, 1, . . . .

Proof. (i) The proof is analogous to the proof of Theorem 2.6 (see also
Chow et al. [7, pp. 116–118]). Note that in this case we use the assump-
tion (3.1).

(ii) The proof is analogous to that in Chow et al. [7, pp. 116–118] (see also
Krasnosielska [17] for more details). Note only that in the present problem,
the random variable W (u) considered in Krasnosielska [17] has the form
W (u) = 2b+

∑∞
n=0 |Ynr(u)|.

3.2. Non-homogeneous Poisson process. Since a non-homogeneous
Poisson process with intensity function p(·) can be reduced to a homogeneous
Poisson process (see Chow et al. [7, pp. 113–114])), we can consider the
problem with a homogeneous Poisson process without loss of generality.

3.3. Examples. Let U <∞, P (T = U) = 1, r(u) = 1 if 0 ≤ u < U , and
r(u) = 0 otherwise. Moreover, let {Yn}∞n=1 be a sequence of i.i.d. random
variables with exponential distribution with mean 1 and Y0 = 0.

(a) If ϕ̃(u) = 0 for all u ≥ 0, then supt∈T E(Xt) = V (0) = ln(1 + U).
(b) If ϕ̃(u) = a− cu for all u ∈ [0, U) and ϕ̃(u) = a− cU for all u ≥ U ,

where c ∈ R and a ∈ R, then from (2.13) we have V (U) = a − cU and
from the continuity of V (·) we have y(U) = 0. Note that equation (2.14) is
equivalent to dy(u)/du = c− exp(−y(u)). Hence,

y(u) = ln
(

1 + c exp(−cU + cu)− exp(−cU + cu)
c

)
.

Since ϕ̃(0) = a and r(0) = 1, we have supt∈T E(Xt) = max{a, y(0) + a}.

4. Conclusion

4.1. Related papers. The Elfving problem has been modified in var-
ious ways. Stadje [25] generalized the Elfving problem to a multi-stopping
problem. Albright [3] considered an n-person assignment problem. Feren-
stein and Krasnosielska [15] considered a multi-person game with priorities



A time-dependent best choice problem 271

and a reward structure as in the Elfving problem. David and Yechiali [11]
considered a problem with a renewal process. Parlar et al. [20] generalized
the Elfving problem to a Markov chain model. A model with random start-
ing time based on the Elfving problem was analyzed by Krasnosielska [17].
A formula for the mean waiting time for the optimal Markov time in the
Elfving problem was given by Krasnosielska [18].

Samuel-Cahn [24] considered an optimal stopping problem with an in-
dependent random horizon M and a known number of offers. The problem
was translated to a problem with discounting. Ferenstein and Krasnosielska
[16] generalized the theorem of [24] concerning a stopping problem with a
random horizon to the Poisson case and applied it to the Elfving problem.

Cowan and Zabczyk [9] considered a continuous-time version of the sec-
retary problem in which the offers appear at jump times of a Poisson process
up to a fixed time T . The secretary problem with a renewal process and ran-
dom horizon was analyzed in Bojdecki [5]. Optimal stopping problems with
costs based on relative ranks were considered by Bartoszyński and Govin-
darajulu [4] and Szajowski [26].

Various applications of optimal stopping problems with a Poisson process
were considered by many authors (see Sakaguchi [22], [23] and Ferenstein and
Krasnosielska [16]). An interesting application to kidney allocation for trans-
plant was presented by Righter [21]. She considered a problem with a random
deadline. In her model activities (patients) and resources (kidneys) have dif-
ferent values, hence she assumed that the probability that a transplant is
successful is the product of the kidney value and the patient value. Alagoz
et al. [1], [2] also considered a medical application of an optimal stopping
problem. They were interested in finding an optimal policy for patients with
end-stage liver disease. They formulated a Markov decision process model
in which the state of the process is described by the patient’s condition and
the organ’s quality. The model with a penalty function depending on the
patient’s health and involving a living donor was introduced by Alagoz et
al. [1]. This function is in units of the total expected discounted reward.

Optimal stopping problems for more than one patient were considered
by David [10] and David and Yechiali [12] and [13].

4.2. Other applications. The random variables Y can also be inter-
preted as the quality of the organ for transplant. The quality depends not
only on the degree of histocompatibility between the organ and the recipient
but possibly also on the age and condition of the donor, cold ischemia time
and anatomic anomalies of the organ and the patient. It is also possible to
consider other organs for transplant, for example liver.

However, the most popular application of such a model is asset selling
problem (for example, selling a car or a house). In this case Y ’s can be
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interpreted as the value of the offer, r(·) as a discount function, ξ as a
random time when a feeling of risk appears (as in the paper of Szajowski
[26]), c1(·) as a cost function (for example related to taxes), c2(·) as a cost
of stress, T as a time after which it is impossible to obtain any offer (for
example a time of collapsing of the house). Note that X̃∗n is a reward for the
decision maker who accepts offer Yn at time τn.

4.3. Further research. In this paper we presented the problem from
the patient’s (or physician’s) point of view and we introduced a function
related to the level of risk aversion of the patient assuming that the level of
acceptance of risk can vary in time. This assumption is justified because at
an advanced stage of kidney disease, the only possible treatment is trans-
plantation and the stage is to large extent dependent on how long the patient
is ill. On the other hand, it could be valuable to extend the model by intro-
ducing a function related to the information about the stage of the disease
the patient is in. Therefore, further research may consider this modification.
Moreover, one can take into the account the patient’s place on the waiting
list.
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