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ON THE CONVERGENCE OF TWO-STEP NEWTON-TYPE
METHODS OF HIGH EFFICIENCY INDEX

Abstract. We introduce a new idea of recurrent functions to provide a
new semilocal convergence analysis for two-step Newton-type methods of
high efficiency index. It turns out that our sufficient convergence conditions
are weaker, and the error bounds are tighter than in earlier studies in many
interesting cases. Applications and numerical examples, involving a non-
linear integral equation of Chandrasekhar type, and a differential equation
containing a Green’s kernel are also provided.

1. Introduction. In this study we are concerned with the problem of
approximating a locally unique solution z* of the equation

(1.1) F(z) + G(z) = 0,

where F' is a Fréchet-differentiable operator defined on a convex subset D
of a Banach space X with values in a Banach space Y, and G: D — Y is a
continuous operator.

In 1669 Isaac Newton inaugurated his method of solving equations
through the use of numerical examples, but did not use the current iter-
ative expression. Later, in 1690, Raphson introduced Newton’s method or
the so called Newton—Raphson method.

Newton’s method is currently and undoubtedly the most popular one-
point iterative procedure for generating a sequence approximating x*. Re-
sults on local as well as semilocal convergence of Newton-type methods can
be found in [6] and the references there (see also [1]-[5], [7]-][22]).
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One factor that is taken into account, when using one-point iterative
methods is the efficiency index: EP = p'/49, where p is the order of conver-
gence of the method, and ¢ is the number of new function values required
at each step.

Recently, in the elegant study by Ezquerro and Herndndez [13] on Cheby-
shev’s method [6], new third order multipoint iterations are constructed with
efficiency index close to Newton’s method, and the same region of accessibility.

Motivated by optimization considerations, the study mentioned above,
and our works [2]-[5], where modified Newton’s method is mixed with New-
ton’s method in order to expand the applicability of the latter, we introduce
the two-step Newton—type method (TSNTM):

xo € D,

Yn = Tp — A?’_LI(F('/L‘n) + G(zn)),

Zn = Tn + a(Yn — Tn),

Tnt1 = @ — AT (B(F(20) + G(20)) +7(F(2) + G(zn))) (02 0),

where A,, := A(z,) € L(X,)), the space of bounded linear operators from
X to ), and «a,  , v are numbers chosen so that the sequences {z,}, {yn}
converge to x*.

Many iterative methods are special cases of (TSTNM). For example, if
v=0,a=p=1,and A(z) = F'(x) (x € D), we obtain Zin¢enko’s method
[22]. Moreover, if G(xz) = 0 (z € D), we obtain Newton’s method, whereas
if A(z) = [z,g9(x); F] (g is a continuous function and [z,y; F] is a divided
difference of order one), we obtain the secant method in the case g(z) = x,
where 27 is the next iterate. Several other choices are also possible [1]-[22].
In particular, for

A(z) = F'(z), =x€eD,
(1.2) a?+a—1 1

60,1, = ) = 95
acl01], B 2 7=

we obtain the method introduced in [13], denoted by (TSNM), as a special
case of (TSNTM). This method was shown to be of order 3, with efficiency
index /3. That is, the efficiency index of this method is between that of New-
ton’s method, v/2, and secant method, (1 + 1/5)/2. Then it is suggested that
we can approximate F’(x,,) at each step by a divided difference exactly as we
do in Newton’s method to obtain the secant method. This way we save one
computation, since only the evaluation of a new function is needed at each
step. Instead of doing just that, we provide a semilocal convergence analysis
for the more general (TSTNM), using our new idea of recurrent function. A
favorable comparison between (TSNTM) and Newton-type method (NTM)
[13] is given in Remark 2.4.



Two-step Newton-type methods 467

The study is organized as follows: the semilocal convergence of (TSNTM)
is established in Sections 2 and 3 for v # 0 and v = 0, respectively. Numerical
examples and special cases are also given in Section 4, involving a differential
equation containing a Green’s type kernel, and a nonlinear integral equation
of Chandrasekhar type appearing in radiative transfer. The proofs of some
lemmas are given in the appendix.

2. Semilocal convergence analysis of (TSNTM) for v # 0. Let
a,y, 1, K, L, M, N,n >0 and ¢ € [0,1) be given constants. Set

(2.1) b=p+N, c=1+ay.
It is convenient to define scalar sequences {t,,}, {sn}, {fn}, {fL} by
to = 07 so =1,

ay aK
2.2 n = Sn T 5 12 |\ 5 Un —in Mn n — tn)
(2.2) tnt1 8+1—€—Ltn<2(s tn) + t—i—b)(s tn)
t1 = so{l+ ay(aKso/2+ D)},

(2.3)

Spi1 =1 +; 5(t —tn)? + (Mty, + b)(tni1 — tn)

n+1l — ‘n+1 1—€—Ltn+1 9 n+1 n n n+1 n

2~NK
‘I’a; (Sntn)2+a’}/(Mtn+b)(5ntn)>a

(2.4)

K
Fulw) = 22 w4 ay M1+ 201 +w + -+ w™2) + w™)y

+ Lw(l 4+ 2w(l +w+ -+ w" ) + w™)n — (1 — £)w + ayb,

(2.5)
K
frw) = 5 (1+w)?w™y + (c+w) (M1 42wl +w + - +w" %)y +b)
2K
+ 2 ; w"y + LMw(1 + 2wl 4w+ -+ w1 +w )y
—(1—=Y)w,

and functions foo, g, fL, and g' on [0, +00) by

(2.6) foolw) = (Ln+1 = Ow? — (ayb+1 — £ — ayMn)w + ayb,

(2.7) g(w) = Lw? + (L + ayM + o?vK/2)w + ayM — o*yK/2,
(2.8) fLw)=((n+L)M+1—-b—0w?+ (cMn—cb+b+ £ —1)w + cb,
(2.9) g¢'(w) = (K/24+ LM)w? + (K/2 + M + LM)w?

+(c+ M+ a*yK/2 — K/2)w 4 cM — K/2 — o*yK /2.
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Denote by wa, Weo, v, wa, wl,, v! the minimal nonnegative zeros of fo,

foor 95 f3, fL, and g!, respectively (if they exist).

Set
(2.10) 0 = ay(aK/2 +b),
1 K a’yK
2.11 = (%8 ?
(211) 02 (1_£_Lt1)n(2t1+bt1+ 5 +owb77>, n#0,
(2.12) do = max{d1, 62},
(2.13) wy = max{ws, wl,}.

The hypotheses of Lemma 2.1 that follows have been left as uncluttered
as possible. Note however that the verification of these hypotheses involves
only computations at the initial point zg. Stronger, but easier to verify
conditions can be considered replacing all hypotheses of Lemma 2.1, except
(2.15). A set (Cp) of such conditions is given by:

oM < oK, ac|0,1],
(1—=0v—ayb>0,
(1— 0wt — (c+w)b >0,

n <mo=min{n,n2,m3 :m >0, fa(m) =0, m2 >0, f3(n2) =0,
ns >0, Lty + 4 = 1}.

Indeed, the first condition, and the intermediate value theorem (IVT)
applied to the functions g, g' defined on [0, w] for sufficiently large w > 0,
guarantee the existence of zeros v and v!, respectively.

The second and third conditions together with (IVT) and the choices
of 1, M1, M2 guarantee the existence of ws, w} so that (2.16) and (2.17) are
satisfied. Moreover, the choice of  and 73 shows that (2.14) is also satisfied.
Hence, (2.15) together with the set of conditions (Cp) can certainly replace
the hypotheses of Lemma 2.1.

We can show the following result on majorizing sequences for (TSNTM)
(see Appendix).

LEMMA 2.1. Assume that there exist minimal nonnegative zeros wa, Weo,
v, wi, wl, vl of functions fa, fro, 9, f3, fX, and g, respectively, and

c0) o0)
(2.14) L) + £ < 1,
(2.15) do <wp <1,
(2.16) wa <0,
(2.17) wy < vl
Set

(2.18) 6 = 2max{wsy, wi}.
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Then the scalar sequences {ty}, {sn} (n > 0) given by (2.2) and (2.3) are
increasing, bounded above by

240
2.19 =
(2.19) 55"
and converge to a common least upper bound t* satisfying
(2.20) 0 <" <™.
Moreover, the following estimates hold for all n > 0:
5 5 n+1
5 5 n+1
(2.22) 0<spt+1—tpt1 < = 5 (s —tn) < <2> n,
246 (6\"
2.23 0<tr —t, < ——| =
(2.23) <r-n=3 3 (3) 0
3 5 n+1
2.24 0<t*—sp, <——| = .
(2.24) =t T =95 (2) "

We also need a result relating the distances involved in (TSNTM).

LEMMA 2.2. If the sequences {xn}, {yn} are well defined for all n > 0,
and

(2.25) l1-—a)yy=1-p (y#0), forsome >0,
then the following hold for all n > O:
(2.26) .
Tnt+l = Yn = — ’yA;l{aS (F'(xn + at(yn — xn)) = F'(20))(yn — 25) dt
0
&(F'(2) = An)(yn = ) + Gl20) = Glaa) },
(2.27) Ynt1 — Tnt1 = — Ay {1 B,
where

(2.28) Bpi1 = F(an41) + G(@n41)
1
= S (F'(2p + t(znt1 — 20)) = F'(2))(Tnt1 — 2n) dt
0
(F,(wn) — Ap)(@n+1 — 2p) + G(Tns1) — G(zn)

{3 (wn + 0ty — 20)) = F'(@0))(yn — ) dt
0

+ a(F'(2) = An)(yn — 70) + G(z) = Glan) }.
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Proof. By eliminating z,, from the third equation in (TSNTM), we ob-
tain in turn

(229) Zpy1—Yn = Tn _A:Ll{ﬁ(F(xw + G(zn)) +7(F(2n) + G(20)) ) —2n
+ AN (F(x) + G(zn))
= — AH(B = D)(F(2n) + G(x0)) +7(F(20) + G(20))}

_ vA,;l{[’;%F(xn) T Gea)) + (Flen) + G(zn»}

— Y A(1 = ) () + Glan)) — (F(z0) + Glza)}
by (2.25). We also have
(2.30)
F(zp) 4+ G(zn) = F(zn) + G(zn) + G(2n) — G(zn)
( — @) (F(zn) + G(zn)) + F(zn) = F(2n)
)

a(F(zn) + G(zn)) + Gzn) = Glan)
= ( — a)(F(xn) + G(xn)) + F(2n) = F(2n) — @An(yn — 2n)
= (1 = a)(F(zn) + G(zn))

(F (xn + O‘t(yn - l'n)) - F,(xn))(yn - $n) dt

O e =

+ o

+ a(F'(xn) — Ap)(Yn — 2n) + G(2) — G(zn).

Estimate (2.26) follows from (2.29) and (2.30).

Using (TSNTM), we have
(2.31)
Byi1 = F(apt1) + G(zn41)
= F(zn41) + G(@n41) — An(yn — 2n) = F(zn) — G(zn)
= F(p41) = F(zn) = F'(20)(Tnt1 — Tn)

+ F'(@n)(@n41 — 2n) — Ap(yYn — 2n) + G(@n41) — G(20)

1
= S (F'(xn + t(@ps1 — 20)) — F'(2n)) (@n1 — zn) dt

0

+ (F'(wn) = An)(@nt1 — 2n) + An(@ns1 — o)

— An(Yn — ) + G(zn41) — G(zn)

1
= S (F'(2p + t(znt1 — 20)) = F'(20))(@nt1 — @0) dt

0

+ (F'(2n) = Ap)(@nt1 — ) + An(Tnt1 — Yn) + G(2nt1) — Glay).
Estimate (2.27) follows from (2.26) and (2.31).

That completes the proof of Lemma 2.2. u
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We shall show the following semilocal convergence theorem for (TSNTM).

THEOREM 2.3. Let F: D C X — Y be a Fréchet-differentiable operator,
where X, Y are Banach spaces and D is convex, let G : D — Y be a
continuous operator, and let A(z) € L(X,)) be an approzimation of F'(x).
Assume that there exist a vector xg € D, a bounded inverse Aal = A(zo) !
of Ao := A(xzg), and constants K, L,M,N,u,n >0, ¢ € [0,1), o, 5 € [0,1],
and v > 0 such that for all x,y € D:

(2.32) HA_I[ (o) + G(zo)lll <,

(2.33) 145 [F (z) = F'(y)lll < Klz —yll,
(2.34) 1A [F' () = A(@)]]l < M|z — ol + ,
(2.35) [ 1[A(ﬂt‘) Aol < Lllx — ol + £,
(2.36) 1451 [G () = Gl < Nllz — yll,

(2.37) Ulzo, t*) ={x € X' : |lz — wol| <"} C D,

and the hypotheses of Lemma 2.1 and (2.25) hold. Then the sequences {x,},
{yn} (n > 0) generated by (TSNTM) are well defined, remain in U(zg,t*)
for all n > 0, and converge to a solution z* € U(xg,t*) of the equation
F(z) + G(z) = 0. Moreover, the following estimates hold for all n > 0:

(2.38) Yy — znll < sn — tn,
(2.39) |Znt1 — Ynll < tag1 — s
(240) ||5L'n+1 - xn” S tptl — ln,
(2.41) o =7l < £ = s,
(2.42) |xn — 2| < t° — ty,

where the sequences {tn}, {sn} (n > 0), and t* are given in Lemma 2.1.
Furthermore, the solution x* of equation (1.1) is unique in U(zo,t*) provided
that

(2.43) (K/2+ M+ L) +b+0<1.

Proof. We shall show that estimates (2.38)-(2.40) hold for all n > 0,
and Yn, Zn, Tny1 € U(zo,1").
Using (TSNTM), (2.2) for n = 0, and (2.32), we get

(2.44) lyo — moll = || 45 (F(z0) + G(z0))|| < n = so — to,

which implies yo € U(xg,t*), and (2.38) holds for n = 0 by the definition
of t*.
We also have

(2.45) 20 —xo = ayo — xo) = ||z0 — xol| = allyo — xo|| < an <n
= 20 € U(:C(),t*).

Hence, x; is well defined.
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Using (2.1), (2.2), (2.26), (2.33), (2.34), (2.44), and (2.45) we obtain

2
a‘K
@%)nm—mmv<2|m—mW+Mermﬂ+mm—mn
+Mm—m®

K
< a7<a2 (30 — to) + b> (80 — t(]) < i1 — so,

which shows (2.39) for n = 0.
We also have
(2.47) [z1 = zoll = l[(z1 — o) + (yo — o) |
< w1 = woll + llyo — ol
<ti—so+so—to =1t —tg <1,
which implies (2.40) holds for n = 0, and z1 € U(xo, t*).
Let us assume that (2.38)—(2.40) and yg, 2k, Try1 € U(xo,t*) hold for
all k <n— 1. Let u € U(xp,t*). Then, using (A.4) and (2.35), we get
(2.48) 1Ay A (u) — Ao]|| < Lflu — wo|| + £ < Lt* + £ < 1.

It follows from (2.48) and the Banach lemma on invertible operators [6], [15]
that A(u)~! exists, with

(2.49) [A(u) ™ Aol < (1= £ Lllu — ol )~

In particular, for u = x, we have
k k

(2.50) 2k — 2ol < Z |z; — 2| < Z(ti —ti—1) =t —to < 1,
i=1 i=1

and, similarly for v = xy41,

(2.51) |zk+1 — zol| < tryr — to < t7,
Hence, using (2.49), we have

(2.52) |4, Aol < (1 — £ — Lty,) ™,
(2.53) |41 A0l < (1= £ Ltga) ™"

Using (2.2), (2.26), (2.33), (2.34), (2.36), (2.50), (2.52), and the induction
hypotheses, we get in turn

oK

2

@M)HWH—WKWMf%M T

+ame—Wﬂ+Mmm—mm+AW%—xw>
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oy aK
< — {5l - M|xy, — b )l —
= 1—e—Ltk( 5 vk = zall + Mllzk — zol| + >||yk o
< (O (g t) + Mt b ) (s — 1) = ¢
19 714 — Sk — S — _= — S
S 1—(—Lt,\ 2 “FTK k k= tk) = k1 — sp,

which shows (2.39) for all n > 0.
Moreover, using (2.3), (2.27), (2.33), (2.34), (2.36), (2.53), and the in-
duction hypotheses, we obtain, as in (2.54),

(2.55)

lyes1 — 2l < 1A Aol AT (F(2k41) + Gl@rs))l
< — | — (¢ —1 Mt t —t
< g (g (e — 0P MG )t — 0
a’~vK

+ N(tpy1 — tr) + (sk — th)® + ay(Mty + p) (s, — tg)

+ Nay(sg — tk))

= Sk+1 — tit1,
which shows (2.38) for all n > 0.
We also have
(2.56)  llwpr — ol < llokrr — el + lye — 2kl < (Eesr — s6) + (55— tr)
= thy1 — t,
which shows (2.40) for all n > 0.
Furthermore, we have

(2.57) lve+1 — zoll < |Yk+1 — Zrt1 | + |21 — 2ol
< (Sk41 — tht1) + (L1 — to) = Spy1 — to < t7,
(2.58) lzk+1 — @oll = [[(1 — @) (zp+1 — 20) + @(Yr+1 — T0)]|

< (1 = a)l[zks1 — 2ol + llyk+1 — wol|
< (1= a)tgy1 + asgy1 = e + a(Skt1 — trt1)
<1 + Skt1 — thyr = Sk+1 <t

which implies y,, 2, € U(xq,t*) for all n > 0, and

(2.59) 241 — Tt ll < allyprr — zppall < alsk1 — tera)-

That completes the induction.

Lemma 2.1 implies that the sequences {t,}, {sn} are Cauchy. Hence,
{zn}, {yn} (n > 0) are also Cauchy sequences in the Banach space X', and
as such they converge to a common limit z* € U (zg, t*) (since U(x,t*) is a
closed set).
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By letting k& — oo in (2.55), we obtain F(z*) + G(z*) = 0. Estimates
(2.41) and (2.42) follow from (2.38) and (2.39) by using standard majoriza-
tion techniques [1], [6], [15].

Finally, to show uniqueness, let y* € U(xq,t*) with F(y*) + G(y*) = 0.
Then, using (TSNTM), (2.1), (2.33), (2.34), (2.36), (2.43), (2.52), and the
identity

1
(2.60) 4" — 2ppy = A,;lAO{Agl (g (F'(xx + 0(y* — z1)) — F'(zz)) dO
0

+ (F(a) = AR)) (v" = 21) + A7 (G ") = Ga)) },
we obtain
(2.61) .

Iy = el < (1= € = L) (V145 (F (e + 05" = @) = F' () | d6
0

AT F () = AN Iy = el + 1454 (G ax) = G |

*\— K * *
<=0 1) (5 I =l + Ml = 0] + 0 Iy” — ]

K
<(1—t—Lt) ! (2 t* + Mt* + b) ly* — x|

<ly* =l (by (2.43)),

which implies limg_, 2 = y*. But we have shown limy_,., zx = x*. Hence,
we deduce z* = y*.
That completes the proof of Theorem 2.3. u

REMARK 2.4. (a) Note that t* can be replaced by t** given by (2.19) in
all hypotheses of Theorem 2.3.

(b) To compare our results with the corresponding ones in [13] for A(x) =
F'(z), G(x) =0 (x € D), and a, 3, v given by (1.2), let us define majorizing
sequences {t,}, {S,} essentially used in [13]:

E0207 302777

(2.62) tnt1 = Sp + 20— Kty) (n>0)
Sp—1 — tn— 2 tn — tn— ’
B (! ;(11_);5 b)) 51y,

A sufficient convergence condition given in affine invariant form is

(2.63) h=Kn < .3266.
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(c) In view of the proof of Theorem 2.3, (2.2), (2.3), we note that the
scalar sequences {t,}, {sn} given by

L
to=0, so=m, t1 =350+ —(s50—10)7

2
K(sp —ty)?
n = Sn YT > 1),
t +1 Sp + 2(1 _ Ltn) (7’L )
(2.64) ot K((so — t0)2 + (t1 — t0)2)
e 2(1— Lty) ’
K((Snfl - tn71)2 + (tn - tn71)2)

n = tn > 2 )
° + 2(1 — Lt,) (n=2)

are also majorizing sequences for {z,}, {yn}.
Note that in general

(2.65) L<K,

and K/L can be large (see Section 4 for examples).
An inductive argument for L < K shows

(2.66) tn <tn (n>1),
(2.67) Sn < Sp (n>1),
(2.68) tni1l — Sp < tpi1 — Sp (n>0),
(2.69) Sp+1 — tnt1 <Spt1 —tnt1 (n>0),
(2.70) t* <t* = lim ¢, = lim §,.

n—oo n—oo

Hence, under condition (2.63), the sequences {t,}, {s,} are tighter than
{tn}, {3n}, and are also majorizing for {z,}, {y,}. Moreover, the information
on the location of the solution is at least as precise as in [13]. Note also
that a direct comparison between our results and the ones in [13] cannot
be done, since our sufficient convergence conditions (see Lemma 2.1) differ
from (2.63). However, since the information L < K is not used in [13], and in
view of (2.66)—(2.70), one expects to be able to find cases (see e.g. Section 4)
where (2.63) is violated but the hypotheses of Lemma 2.1 hold. Note also
that the hypotheses of Lemma 2.1 involve only computations at the initial
guess .

3. Semilocal convergence analysis of (TSNTM) for v = 0. In this
case, it only makes sense to set « = 3 =1 in (TSNTM). Hence, (TSNTM)
becomes (NTM):

(3.1) Tp1 = 2n — AN (F(z,) + G(z,))  (z0 €D, n>0).
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LEMMA 3.1. Assume that there exist constants K, M,n > 0 and p,¢ >0
such that

(3.2) 2M < K,
(3.3) (K+2L)n<2(1—40—p),
and the quadratic polynomial f1 given by
fi(s) = 2Lns® — (2(1 — € — Ln) — Kn)s +2(Mn + p)

has a minimal root in (0, 1), denoted by s1. Moreover, assume that for
_ Kn+2p

1—Ln—1¢
B 2(K —2M)
 K+/K?—8L(2M — K)’

where soo is the minimal root in (0,1) of the equation

(3.4) 8o

(3.5) 5y

Ooo = 2500,

(3.6) Foos)=(1—=0s>—(1——Ln+p)s+Mn+p=0
we have

(3.7) 00 < o,

(3.8) s1<d4.

Set

(3.9) d = 2s1.

Then the scalar sequence {t,} (n > 0) given by
to =0, 1=,

(3.10) K (tnt1 — tn) + 2(Mty, + p)
tn+2 = tn+1 +
2(1 = Ltp41 —¥)

(tn+1 - tn)

1s increasing, bounded above by
2n
T 2-4
and converges to its least upper bound t* € [0,t**]. Moreover, the following
estimates hold for all n > 1:

1) J\"
(3'12) tn+1 - tn S 5 (tn - tn—l) S (2> m,

and
2 n
o< 2 (0
2_5\2

REMARK 3.2. Note that by applying the intermediate value theorem to
f1 for s € [0,1], we see that (3.3) and the condition on the existence of s;

(3.11) **
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can be replaced by the condition
(K+4L+2M)n <2(1 —£—p).
Another set of replacement conditions is given by A > 0 and
max{(4L + 2M + K)n+ 2u, (6L + K)n} < 2(1 —¢),
where A is the discriminant of fi.
We shall provide a semilocal convergence analysis for (NTM).

THEOREM 3.3. Let F': D C X — Y be a Fréchet-differentiable operator,
where D is an open convexr subset of X, let G : D — Y be a continuous
operator, and let A(x) € L(X,Y) be an approximation of F'(x). Assume
that there exist xg € D, a bounded inverse Aal of Ag = A(xg), and constants
K,L,M,n >0 and po, p1,£ > 0 such that for all x,y € D:

) 145 (F (20) + G (o))l <,
(3.14) 1451 (F'(z) = F'())| < Kllz = yll,
(3.15) |45 (F'(x) = A@))]| < Mz — 0] + po,
(316) 4" (A(2) ~ Ao)] < Lllz ~ 2o +¢,
(3.17) 1451 (G () = G| < mllz =yl

U(x()vt*) = {JJ € X? ”‘r - .’IJ()” < t*} C Da

and the hypotheses of Lemma 3.1 hold with p = po + p1. Then the sequence
{zn} (n > 0) generated by (NTM) is well defined, remains in U(zq,t*) for
all n > 0, and converges to a solution x* of the equation F(x) 4+ G(x) =0
in U(zo,t*). Moreover, the following estimates hold for all n > 0:

(318) Hxn_H — .’Iin” S tn+1 — tn,
(3.19) |xn — 2| <t —tp,

where the sequence {t,} (n > 0) and t* are given in Lemma 3.1. Further-
more, the solution x* of equation (1.1) is unique in U(xq,t*) provided that

(K/2+ M+ L)t* +p+€<1.

Proof. We shall show by induction on m > 0 that
(3.20) [Zm+1 — Zm|l < tmt1 — tin,
(3.21) U@mt1,t" — tmt1) S U(m, t* — tm).
For every z € U(xy1,t* — t1),

|z — 2ol < ||z — @] + [|Jz1 —@o|| < —t1 +t1 =" —to
implies z € U(xg, t* — tg). We also have
21 — wol| = [|4g ' [F(x0) + G(zo)]|| < n = t1 — to.
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That is, (3.20) and (3.21) hold for m = 0. Given they hold for n < m, then
m+1 m+1
|Tms1 — zof| < Z |z — 1] < Z(tz —ti—1) = tmt1 — to = tmy1,
i=1 i=1
and
|Zm + O(zme1 — Tm) — o] <t + O(tmyr — tm) < 17,
for all € (0,1).
Using (3.3), (3.16), and the induction hypotheses, we get
(322) 145 (A1 — Aolll € Llimsr — woll + £ < Litmy1 — to) + £
< Ltpyr1+0<1
by (A.26).
It follows from (3.22) and the Banach lemma on invertible operators [6],
[15] that A;nlﬂ exists, and
(3.23) 1AL 1 Aoll < (1= €= Ltgyya) ™"
Using (3.1), we obtain the approximation

(324) Ttz — Tmp1 = =AY (F(@mer + G(zmi1))
1

S A;gleAgl(g [F' (st + 0(@m — Tmar)) — F' ()] (Tmar — ) 6
0

+ (F/(2m) = Ap) (@it = 2m) + G(@ms1) = Glam) )
Using (3.14), (3.15), (3.17), (3.23), (3.24), and the induction hypothesis,
we obtain in turn

(3.25)  ||zmi2 — Tm]]

(K
< (= D) (5 o =
+ (0 = 20+ )om i = 5l + s = o)
(K
S (1 —l— Ltm—i—l) 5 (tm+1 - tm) + th + 1% (tm-‘rl - tm)
which shows (3.20) for all m > 0.
Thus, for every z € U(zpmi0,t* — tmiz), we have
2 = Zms1ll < |2 = Tmaoll + |Tmt2 — Tt |

< t* — tm+2 + tm—i—Q - tm+1 =t — tm+17
which shows (3.21) for all m > 0.
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Lemma 3.1 implies that the sequence {t¢,} is Cauchy. Moreover, it follows
from (3.20) and (3.21) that {z,,} (n > 0) is also a Cauchy sequence in the
Banach space X, and as such it converges to some x* € U(zo, t*).

By letting m — oo in (3.25), we obtain F(z*) 4+ G(2*) = 0. Furthermore
estimate (3.19) is obtained from (3.18) by using standard majorization tech-
niques [1], [6], [15]. Finally, to show that xz* is the unique solution of (1.1)
in U(zo,t*), as in (3.24) and (3.25), we get in turn for y* € U(xo,t*), with
F(y*) + G(y*) = 0, the estimate

(3.26)  [ly" — zmpall
1

< 145 A0l (§ 145 (F (2 + 0(y* = ) = F'(wm)) |6
0

+ 4 [F (@m) — AmHI) ly* = 2l + 145 [G(@m) — G(y*)]\l}

(K

< (1- Ltms) 1(2 19" = @mll® + (Mm — 2ol + w)lly* — xmu)
—1 K * *

< (1— Ltny) (2 (t —tm>+th+u)uy ]

K
< =209 (5 0 = ) MO ) [0 ] < Ly =

by the uniqueness hypothesis.

It follows by (3.26) that lim,, o T, =y*. But we have shown lim;, 00 T,
= z*. Hence, we deduce x* = y*.

That completes the proof of Theorem 3.3. =

4. Special cases and applications
APPLICATION 4.1 (7 =0). Using (3.13)(3.16) and the hypothesis

1
(4.1) hK:ongg(l—b)2, p+l<1,

where 0 = max{K, M + L} with b = p+ ¢, a semilocal convergence theorem
was provided in [9]-[12], [16]-[22].

(a) Let us compare the error bounds in this case. The majorizing se-
quence given in [9]-[12], [16]-[22], is

UOZO7 v =1,

(42> f(vn+1)

Un42 = Unt1 + n = 0),
Q(vn—i-l)

where

f(v):%vz—(l—b)v—{—n, qv)=1—Lv—¢.
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We now show that the error bounds obtained in Theorem 3.3 are more
precise than the corresponding ones in the above references using (4.1).

PROPOSITION 4.2. Under the hypotheses of Theorem 3.3, and condition

(4.1), the following error bounds hold:

(4.3) tht1l < Untl (n=>1),
(4.4) tnt1l —tp < Vpy1—vy (R 2>1),
(4.5) tr—t, < v —o, (n>0),
(4.6) t* < v*.

Moreover, strict inequality holds in (4.3) and (4.4) if K < M + L.

Proof. We use induction on m to show (4.3) and (4.4). For n = 0 in
(2.19) we obtain

En? +un _ 3P (M -0+ pn

t2_n:1—€—Ln_ 1—¢—1Ln
_ 57+ M(n=0) + p(n = 0) — q(0)(n = 0) + £(0)
- a(n)
508 = (1= ) + 1 — (0 = M — Lyup(oy = o)
- q(v1)
S f(/vl) = V2 — Ula
q(v1)
and t9 < vs.
Assume that
(4.7) tiv1 < Vi1, tip1 — t S Vb1 — v

Using (2.19), (4.2), and (4.7), we obtain in turn

liva — tiy1
i K(tH-l 1)2 + (Mt; + p)(tiv1 —ti)
[
_ i1 —v0)? + (Mos + ) (Vi1 — vs)
B q(vit1)
G (i1 = 0i)* + M(vig1 = vi)vi + p(vigr — vi) = q(vi) (vigr —vi) + f(3)
a q(vit1)
%t — (1 —p—Ovigr + 1 — (0 — M — L)vi(vit1 — v;)
- q(vit1)
< g((::)) = Vig2 — Vit1,

which shows (4.3) and (4.4) for all n > 1.
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For j > 0, we get
(4.8)  tivg —ti < (tivg — tivj—1) + (tigj—1 — tiyj—2) + - + (tig1 — ;)
< (Vigj — Vigj—1) + (Vigj—1 — Vigj—2) + - -+ + (Vi1 — v;)
< Vi1 — ;.
By letting j — oo in (4.8) we obtain (4.5).
Finally, (4.5) implies (4.6) (since t; = v; = 0). It can easily be seen from

(2.19) and (4.2) that strict inequality holds in (4.3) and (4.4) if K < M + L.
That completes the proof of Proposition 4.2. u

Note also that the above advantages hold even if the hypotheses of The-
orem 3.3 are replaced by (4.1).

(b) We can now compare our Theorem 3.3 with the corresponding one
in [20] in the case of Newton’s method (A(x) = F'(x), G(z) =0 (x € D)).

Hypothesis (4.1) reduces to the famous Newton—Kantorovich hypothesis
[1], [6], [15] for solving nonlinear equations:
(4.9) hx = Kn <1/2,
since c = K and pg=p1 =¢=M = 0.

Note that in this case the functions f,, (m > 1) should be defined by

fm(s) = (Ks™ P 4+ 2L(1+ s+ s>+ +5™))n—2,
and _—
fmy1(s) = fm(s) +g(s)s™ .

But this time, the conditions corresponding to Lemma 3.1 should be

(4.10) 01 = max{dp/2,0+} < soo =1 — Ln,
whereas
(4.11) 0 = 26;.

Howeover, it is simple algebra to show that conditions (4.10)—(4.11) reduce
to

(4.12) ha=1Ln<1/2,
where 1
L= 3 (K +4L + v K?+8KL).

Note also that
(4.13) L<K

in general, and K/L can be arbitrarily large.
In view of (4.9), (4.12) and (4.13), we get

(4.14) hic <1/2 = hy <1/2,

but not necessarily vice versa unless L = K.
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In the example that follows, we show that K /L can be arbitrarily large.

EXAMPLE 4.3. Let X =) =R, g = 1, and define scalar functions F
and G by

(4.15) F(z) = cox + c1 + casine®*,  G(z) =0,

where ¢;, i = 0,1,2,3, are given parameters. Using (4.15), it can easily be
seen that for ¢ large and ¢y sufficiently small, K/L can be arbitrarily large.

In the next examples, (4.1) is violated but (4.12) holds.

EXAMPLE 44. Let X =Y =R, 20 =1, Uy = {x : |z —zo| < 1 - [},
B €10,1/2), and define a function F' on Uy by
(4.16) F(x) =2° - 3.
Using the hypotheses of Theorem 3.3, we get
n=5(-B), L=3-5 K=22-0).
The Newton—Kantorovich condition (4.9) is violated, since
4

3 (1-p)2—-pB)>1 forall Be[0,1/2).

Hence, there is no guarantee that (NTM) converges to x* = /[3, starting at
o = 1.
However, our condition (4.12) is true for all 5 € I = [.450339002,1/2).

Hence, the conclusions of our Theorem 3.3 apply to equation (4.16) for all
gel.

EXAMPLE 4.5. Let X =Y = C|0, 1] be the space of real-valued continu-
ous functions defined on the interval [0, 1] with norm
el = goas, ()]
Let 6 € [0, 1] be a given parameter. Consider the “cubic” integral equation
1
(4.17) u(s) = u3(s) + du(s) S q(s,t)u(t) dt +y(s) — 0.
0
Here the kernel ¢(s,t) is a continuous function of two variables defined on
[0, 1] x [0, 1]; the parameter A is a real number called the albedo for scattering;
y(s) is a given continuous function defined on [0, 1]; and z(s) is the unknown
function sought in C[0, 1]. Equations of the form (4.17) arise in the kinetic
theory of gases [6], [8]. For simplicity, we choose up(s) = y(s) = 1 and
q(s,t) =s/(s+t) forall s,t € [0,1] with s+t # 0. If we let D = U (ug, 1 —6),
and define the operator ' on D by
1
(4.18) F(z)(s) = 23(s) — z(s) + Az(s) S q(s,t)z(t)dt +y(s) — 0
0
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for all s € [0, 1], then every zero of F satisfies equation (4.17). We have

=1In2.

| at
s+t
Therefore, if we set & = || F’(ug)~!||, then it follows from the hypotheses of
Theorem 3.3 that

max
0<s<1

n==~&(AIn2+1-6),
K =2¢(\[In2+3(2-0)), L=¢&2|A\In2+3(3-0)).
It follows from Theorem 3.3 that if condition (4.12) holds, then problem
(4.17) has a unique solution near ug. This assumption is weaker than the

one given before using the Newton—Kantorovich hypothesis (4.9).
Note also that L < K for all § € [0, 1].

ExaMPLE 4.6. Consider the following nonlinear boundary value problem

[6]:
U = _u3 _ ,YUQ’
{u(O) =0, wu(l)=1
It is well known that this problem can be formulated as the integral equation
1

(4.19) u(s) = s+ | Q(s, t)(u’ () + yu(t)) dt
0
where () is the Green function:
= t(l—s) t<s,
Qs )_{s 1—-t) s<t

We observe that

Let X =Y = (|0, 1] with norm

o] = nax la(s)]

Then problem (4.19) is in the form (1.1), where F': D — ) is defined as

[F(2)](s) = 2(s) — s — | Qs,1)(a>(t) +a?(1)) dt,

O e =

and
G(x)(s) =0.

It is easy to verify that the Fréchet derivative of F is
1

[F'(@)v](s) = v(s) = | Q(s,t)(32"(¢) + 2va(t))v(t) dt.
0
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If we set ugp(s) = s, and D = U(up, R), then since [Jup|]| = 1, it is easy to
verify that U(ug, R) C U(0, R+ 1). It follows that if 2y < 5, then

Blluoll® + 2ylluoll _ 3+ 2y

17~ F'(wo)]| < R
IF(0) ™1 < 727 = 5=
ug |3 upll? 1
O ”1 i” ol _ 27,
7o) F (o)l < 5=

On the other hand, for z,y € D, we have
1

[(F'(z) = F'(y))o](s) = = | Q(s. ) (327 (t) — 3y*(¢) + 2v((t) — y(t)))o(t) dt.
0

Consequently,

1F'(2) — F'(y)]| < [l — yll(2y + ([l + [lyl))

8
> S 4 ;
) — Fua | < 12 = w022+ 3l + o)
- 8

< | — uol|(2y + 3R + 6]|ug]|) _ 2v+3R+6
- 8 8
Therefore, the conditions of Theorem 3.3 hold with
1—1—77, K:M, L:27+3R+6.
5 — 2y 4 8
Note also that L < K.

[l = woll-

LEMMA 4.7. Assume there exist constants L, K,n > 0 such that

(4.20) ha=1Ln<1/2,
where
- 1
(4.21) ng(K+4L+\/K2+8LK).

The inequality in (4.20) is strict if L = 0. Then the sequence {t;} (k > 0)
given by

Ly(ty — tp—1)?
2(1 — Lty) (k1)

is well defined, nondecreasing, bounded above by t**, and converges to its

(4.22) to=0, ti=mn, tgr1=tx+



Two-step Newton-type methods 485

least upper bound t* € [0,t**], where

L ifk=1,
le{ o

K if k>1,
2n
4.2 =
4K
4.24 1<é6= <2 or L # 0.
( ) n K+ VvK?+8LK i 7
Moreover, the following estimates hold:
(4.25) Lt* <1,
5 A
(4.26) Ogtk+1_tk§§(tk_tk—1)S"'S 5 (k>1),
o\" 2k —1
(4.27) ter1—th = | 5 (2ha)” " (k=0),
6\ (2h4)" "'
4.28 0<t —tp< (=) A T oh, <1, k>0).
2 - ’“‘(2)1—<2m>2’“ st h=0

REMARK 4.8. Under the Newton—Kantorovich condition (A.15), the ma-
jorizing sequence
Kty — tp1)?
2(1 — Lty)
was used in [10], [11], [15], [18]-[22]. The corresponding ratio (see (4.27)) is
given by

to=0, t1=7, tr1=1t+ (k>1)

2h = Kn.

But we have
hA < hK

provided that L < K. Hence, the sequence {t,} given in Lemma 4.7 is

a tighter majorizing sequence than {#,}, obtained under weaker sufficient
convergence conditions (see (A.18)).

APPLICATION 4.9. Let
A(yn) = F'(yn) + Wn-1,yn; Gl (n>0)
and consider (NTM) in the form
(429) Yni1=yn — (F'(yn) + Wn-1, ¥y G) " (F(yn) + G(yn)) (n>0).

This method has order (1+ v/5)/2 (see [6]) (the same as the method of
chord), but higher than the order of

(4.30) Zng1 = 2n — F'(2,) Y F(2) + G(z))  (n>0)
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considered in [9], [20]-[22], and the method of chord

(4.31) Wnt1 = Wy — [Wn—1, Wy; G]_l(F(wn) +G(wy)) (n>0),

where [z, y; G] denotes the divided difference of G at the points x and y [6].

Let us provide an example for this case.

EXAMPLE 4.10. Let X =Y = (R?,|| - ||oo). Consider the system

3%y + 1y —1+]z—1|=0, z*+zP-14y=0.

Set || z]|oo = (', 2") |00 = max{|2’|, |2"|}, F = (F1, F3), G = (G1,G3). For
r = (2/,2") € R? we take Fy(2/,2") = 3(2")?2" + (2)? — 1, Fy(a',2") =
(2N* + 2 (2") — 1, Gy(a,2") = |2' — 1|, Ga(2',2") = |2”|. We shall take
[,y; G] € Maya(R) as

Gi(y,ay”) - Gi(l‘lvy”)

[2,y; Glig = - :

G'(.’E,, y//) B G'($/,$/,)
[xa Y; G}%}Q == y// _ x/: )

i = 1,2, provided that 3 # 2’ and y” # z”. Otherwise define [z, y; G| to be
the zero matrix in Mayx2(R).

Using method (4.30) with zp = (1,0) we obtain:

(1)

K

no oz l[2n = zn—1]|
0 1 0

1 1 0.333333333333333  3.333E-1
2 0.906550218340611  0.354002911208151  9.344E-2
3 0.885328400663412  0.338027276361322  2.122E-2
4 0.891329556832800  0.326613976593566  1.141E-2
5 0.895238815463844  0.326406852843625  3.909E-3
6 0.895154671372635  0.327730334045043  1.323E-3
7 0.894673743471137  0.327979154372032  4.809E-4
8 0.894598908977448  0.327865059348755  1.140E-4
9 0.894643228355865  0.327815039208286  5.002E-5
10 0.894659993615645  0.327819889264891  1.676E-5
11 0.894657640195329  0.327826728208560  6.838E-6
12 0.894655219565091  0.327827351826856  2.420E-6
13 0.894655074977661  0.327826643198819  7.086E-7
39  0.894655373334687  0.327826521746298  5.149E-19

Using the method of chord (i.e., (4.31)) with w_; = (1,0), and wy = (5, 5),

we obtain:
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(1)

(2)

n o wy wy, ||wn — wn—1]]
-1 5 5

0 1 0 5.000E+00
1 0.989800874210782  0.012627489072365 1.262E-02
2 0.921814765493287  0.307939916152262 2.953E-01
3 0.900073765669214  0.325927010697792  2.174E-02
4 0.894939851625105 0.327725437396226  5.133E-03
5 0.894658420586013 0.327825363500783  2.814E-04
6 0.894655375077418  0.327826521051833  3.045E-04
7 0.894655373334698  0.327826521746293 1.742E-09
8 0.894655373334687  0.327826521746298 1.076E-14
9 0.894655373334687  0.327826521746298  5.421E-20

Using our method (4.29) with y_;

= (150)7 Yo = (575), we obtain

(1)

(2)

nooyh Yn [Yn = yn—ll
-1 5 5

0 1 0 5

1 0.909090909090909  0.363636363636364  3.636E-01

2 0.894886945874111  0.329098638203090  3.453E-02

3 0.894655531991499  0.327827544745569  1.271E-03

4 0.894655373334793  0.327826521746906  1.022E-06

5 0.894655373334687  0.327826521746298  6.089E-13

6 0.894655373334687  0.327826521746298  2.710E-20

The solution is
x* = (.894655373334687, .327826521746298)

chosen from the lists of the tables displayed above.

Hence method (4.29) converges faster than (4.30) suggested in Chen and
Yamamoto [9], Zabrejko and Nguen [21] in this case, and the method of
chord [6].

Appendix

Proof of Lemma 2.1. We shall show (2.21) and (2.22) by induction on n.
These estimates hold for n = 0 by (2.2), (2.3), (2.10), (2.11), (2.15)—(2.18).
Assume that (2.21) and (2.22) hold for all £ < n. Then

9 1) o)
(A.1) Skt S i1 + 5 (sp —ty) < sp+ 3 (sk —tr) + 5 (1 — tk)

2

5 k+1 5 k 5 k+1
§5k+2(2> 7]§Sk—1+2<2) 77+2(2> n
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< Zo4... b - e e
_so~|—2{2+ —I—<2> }n 77+22{1+ +<2) }7]

= {1 + 1—(5/2)]”16}77 <t by (2.19),

1-4/2
and
)
(A2) tk+1 < sk + §(Sk — tk)
1— (/2% (6 "
< — < 19).
_{1—1— =42 6+ 5 n<t by (2.19)

Estimate (2.21) certainly holds if

1)
lpt1 — Sk < 3 (sk — tr),

or
2

K
(A.3) 2 ; (sk — tg) + ay(Mty +b) <

(A.4) Lty + 0 < 1.
Estimates (A.3) and (A.4) in turn hold if

wn (Y anemfi s 5 (2

) 1—(5/2)k1 5\* 5
Lo{14—2 - — (- <0.
+ 2{ + =0/ d+ 5 n 2( ) +avb<0

Estimate (A.5) motivates us to define functions fj given by (2.4) for w =
0/2, and show instead of (A.5):

(A.6) R <0 (k>1).
By letting k — oo in (A.5), we get

2 2
a7M<1+w)n+Lw<1+w)n—(l—é)w—ka*ysz,

1—w 1—w

GRS

(1 —{— Ltk),

or
foo(wso) = 0.
By hypothesis, we also have fa(wy) = 0.
We need to find a relationship between two consecutive fy:
pe1, O K

2
a
(A.7) ferr(w) = fo(w) + —— " — —
+ ayM (w® + w1y + Lw(w® + w1y

= fr(w) + g(w)w'n,
where ¢ is given by (2.7).

wkn
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Using (A.7) for k = 2, we get

(A.8) f3(w2) = fa(ws) + g(wa)win = g(wa)win < 0,

since fa(wz) = 0 and g(wz) < 0 (by (2.16)).

We also have
(A.9) f3(0) = ay(Mn +b) = 0.

It follows from (A.8), (A.9), and the intermediate value theorem that there
exists wg € [0, ws] such that f3(ws) = 0. Denote the minimal zero of f3 in
[0, w2] by the same symbol ws.

Assume that there exists a minimal wy € [0, wg_1] with fx(wg) = 0. As
in (A.8), we get

fe1(0) = ay(Mn +b) > 0,

(A.10) )
fer1(wr) = fr(wg) + g(wg)wgn < 0.

since fi(wy) =0, and g(wg) < 0 (by (2.16)).
Hence, again we deduce that there exists a minimal wg41 € [0, wg| such
that fiy1(wii1) = 0.

The sequence {wy} is nonincreasing, bounded below by zero, and con-
verges to its greatest lower bound w** satisfying w** > we. It then follows
by (2.18) that (A.6) holds.

Using the induction hypotheses, estimate (2.22) will hold if

(All) 0<spt1—tpy1 < g (Sn - tn)a
(A.12) Lty + €< 1.

These estimates hold for n = 0 by the initial conditions.
Estimates (A.11) and (A.12) will also hold if

(A13) g (=) + (o - 1)
+ (Mt + b)((te1 — sk) + (sk — tk))
o> yK

(sk — tr)* + ay(Mtg + ) (s — tr) + Noy(si — tk)}

1)
< §(Sk — tx)
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1 K 5\°
I Wi I W — )2
1—€—Ltk+1{2< +2> (s — 1)

+ (Mt +b) (1 + g) (sk —tx)

a’vK
2

or

_l’_

(sk —tr)® + ay(Mty + ) (s — t) + Noy(s, — tk)}

(o)

< < (s —tr)

[\]

or

K

5\? b 2K
2<1+2) (Sk—tk)+(Mtk+b)(1+2>+a; <8k—tk)

<0

Y

-

<0.

NGRS

0
+a’y(Mtk+u)+Na’y+L§tk+1 —(1-4)

K § 1—(6/2)F1 5\*
T O Pl e
a*yK (8 5 1—(5/2)k S\
5 <2> n+L - M{1+1_5/2 o+ 5 n—(1-12)
Let again w = §/2, and consider the functions f; given by (2.5). Then
(A.14) will hold if
(A.15) RO <0 (k=>1).
By letting k — oo in (A.14), we get
Mw77> N LMuw?n

or

N s 3

—(1-0Hw=0

1—w 1—w
if fL(wk) =0, which is true by hypothesis.
We need to find a relationship between two consecutive f,i:

K K
(A7) fhaw) = fhw) + 5 (14 )by — 2 (14wl

OP;K (wk'H

(A.16) (c+w) <b +

+ (c+w)M(w* + w* )y + —w*)n
+ LMw(wk—H +wk+2)n

= fi(w) + g' (wyw'n,
where gl is given by (2.9).
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Using (A.17) for k = 2, we get

(A.18) f3(w3) = fa(wy) + g* (w3)(w3)*n = g* (w3) (wy)*n < 0,

since f3(wi) =0, and g'(wl) <0 (by (2.17)).
We also have

(A.19) f3(0) = c¢(Mn +b) > 0.

Hence, there exists wi € [0, wi] such that fi(wl) = 0. Denote the minimal
zero of fi in [0,wi] by the same symbol wi.

Assume that there exists a minimal w} € [0,w}_,] with fl(w}) = 0. As
n (A.18), we get

fri1(0) = c(Mn+b) >0,
fro(wh) = fi(wp) + g*(wp) (wi)fn <0,

which implies the existence of wy, , € [0, w}] such that f(wi, ;) = 0.

(A.20)

The sequence {wk} is nonincreasing, bounded below by zero, and as such
it converges to its infinimum wyy, satisfying w,, > w . It then follows from
(2.18) that (A.15) holds.

The induction for (2.22) is thus complete. It then follows from (2.21) and
(2.22) that the sequences {t,}, {s,} are nondecreasing, bounded above by
7 with t, < s, < tpr1 < spr1 < 7, and as such they converge to their
common least upper bound t* € [0, t**].

We also have, for m > 2,

(A.21)
Sn+m — tp = (Sn-l—m - n+m) + ( n+m — )
= (

Sn4+m — n+m + n+m Sn+m— 1) + (Sn-l—m—l - tn)

) e (e (e
)
Ca8) e e ()Y (2

)

By letting m — oo in (A.21), we obtain (2.23).

\V]
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We also have

(A.22)
tn+m — Sn = (tn+m - 3n+m71) + (Snerfl - thrmfl) + (tn+m71 - Sn)

() T (e () e ()
—\2 2 2 2
§\"tm2 s\ s\
*(2) ’”'“*(z) ”*(2) 1
s\ § §\™ 2
=(2) ”{“2*'"*(2) }

s\ 5 s\™ 2 s\
+(2) ”{1+2+"'+<2> }+(2> L
S\"T2 1—(5/2)m L e\ 1—(6/2)m2 e\

:<2> T 52 +<2) T 5)2 +(2)

By letting m — oo in (A.21), we obtain (2.24).
That completes the proof of Lemma 2.1. »

=

Proof of Lemma 3.1. We shall show by induction on m that

K(tms1 —tm) + 2(Mt,, + 1)

A23) 0 <tmys—tme1 =
(8.28) 0 <tmsz = tmi 2(1 — Ltys1 — 0)

(tm-I—l - tm)

S (thrl - tm)a

| >

(A.24) 0+ Lty < 1.
If (A.23) and (A.24) hold, then (3.12) holds, and

)
(A.25) tmy2 <t + §(tm+l —tm)

0 0
< tm + 5 (tm - tmfl) + §(tm+1 - tm)

5 5 m+1
< b e
<ot (Gt (3)

1 - (5/2)m+2 277 ok
= =1t b 11).
1-52 15325 y (3.11)
It will then also follow that the sequence {t,,} is increasing, bounded above
by t**, and as such it will converge to some t* € [0, t**].

Estimates (A.23) and (A.24) hold by the initial conditions for m = 0.
Indeed, (A.23) and (A.24) become
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K (t1 —to) + 2(Mto + p)

0<ty—1t1 = 2(1—Lt1—£) (tl_tO)
Kn+2u do 1)
= — — = — — < — _
Ln+10 <1,

which are true by the choice of dg, J, (3.3), (3.10), and the initial conditions.
Let us assume (A.23)—(A.24) hold for all m < n + 1.

Estimate (A.23) can be rewritten as
K(tm41 —tm) + 2(Mty, + 1) < (1 — Ltp1 — £)9,

or

(A.26) K(tms1 — tm) +2(Mty, + @) + Lty + 00 — £ <0,
or
S\ 1—(6/2)™
A2 K| - 2( M
(A.27) <2> n+ < =52 n+u>
1— (5/2)m+1
P S —1<o.
HOL = e+ d(=1) <0
Replace /2 by s, and define functions f,, on [0,4+00) (m > 1) by
(A.28) fn(s) = Ks™n+2[M(1+ 5+ 5"+ +s™ )+ ]

+2sL(1+s+---+s")n+2s(f —1).
Estimate (A.27) certainly holds if
(A.29) fm(0) <0 (m=>1).
We need to find a relationship between two consecutive f,:

(A.30)
frng1(s) = Ks™ M+ 2(M(14+ s+ s>+ + 5™ 4 5™+ p)

+25L(1 45+ -+ 8™+ "y +25(0 — 1)
= Ks"My— Ks™np+ Ks™n
+2(M(1+s+s* 4+ 5"+ p)
4+ 2Ms™y + 2sL(1 4+ s+ - + 8™+ 2sLs™ Ty + 25(0 — 1)
= fm(s) + Ks™ iy — Ks™n + 2Ms™n + 2sLs™ 1y
= fm(s) +g(s)s™n,
where

(A.31) g(s) =2Ls* + Ks+2M — K.
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Note that in view of (3.2), the function g has a positive zero ;. given by
(3.5), and
(A.32) g(s) <0, se€(0,04).

By hypothesis, the function f; has a minimal positive zero s;. Using
(3.2), it is simple algebra to show s; € [0,1). It then follows from (A.30)
and (A.31) that

(A.33) fa(s1) = fi(s1) + g(s1)s7'n = g(s1)s7'n <0,
since fi(s1) =0 and g(s1) < 0. We also have, from (A.28),
(A.34) Fn0) = 20Mn 4 1) >0 (m > 1),

It follows from the intermediate value theorem that there exists a minimal
sg € (0,s1) such that fy(se) = 0. Assume that there exists s, € (0, S;m—1)
with f,(Sm) = 0. As in (A.33) we have

(A.35) fmt1(8m) = fm(sm) + g(sm)smn < 0.

It follows from the intermediate value theorem that there exists a minimal
Sm+1 € (0, 8p,) such that fr,41(Sm+1) = 0. In view of (A.27),

o) =2(

by the choice of s. Note also that by (3.3) and (3.6), s exists in (0, 1).

The sequence {s,,} is nonincreasing, bounded below by zero, and as such
it converges to its infimum s* satisfying s* > so.. Hence, we showed (A.29).
That completes the induction for (A.23) and (A.24).

Finally, the sequence {t,} is increasing, bounded above by t**, and as
such it converges to its least upper bound t*.

That completes the proof of Lemma 3.1.

2850

1— 54

n+u>+ N+ 250({ —1) =0,

1— 54

Proof of Lemma 4.7. If L = 0, then (4.25) holds trivially. In this case,
for K > 0, an induction argument shows that
2
= (

it =t = 3 2h )2 (k> 0),

and therefore

k
2
thy1 =11 + (tz — tl) + -+ (tk+1 — tk) = ? E (QhA)m,
m=0

and
o0

2 k
t* = lim tp = — 2h4)?.
kl_{gok Kkzo( A)
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Clearly, this series converges, since k < 2%, 2h4 < 1, and is bounded above
by the number

2 & 4
= 2ha)ff =5 — .
Kkzzo( ) K(2 — Kn)

If K =0, then in view of (4.22) and 0 < L < K, we deduce that L = 0 and
=t =7 (k> 1).

In the rest of the proof, we assume that L > 0.

The result until estimate (4.26) follows from Lemma 2.1.

To show (4.27) we need the estimate

1—(5/2)k+1 1 SN\"'K
. < T - o T > .
(A.36) ez "=z\!7\2) ) *=Y
For k =1, (A.36) becomes

), ALK
2)"T="4TL

or

<1+ 2K >n< AL — K + VE? + 8LK
K+ VK?2+8LK) =~ LUAL+K +VK?+8LK)
In view of (4.20), it suffices to show
L(4L + K +VK? + 8LK)(3K + VK? + 8LK) <o
(K +VEK? +8LK)(4L — K + VK2 +8LK) ~

which is true as equality.
Let us now assume estimate (A.36) is true for all integers smaller than
or equal to k. We must show (A.36) holds for k being k + 1:

S () ) e

sy (18 () o (3) = (- (25,

By the induction hypothesis, to show (A.37), it suffices to prove

(07D (=20 ())
&) = HE - (05

6%n < M
2LL

or

or
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In view of (4.20) it suffices to show

2LL6? _
<
K2-06) — 77

which holds as equality by the choice of § given by (4.24). That completes
the induction for estimates (A.36).

We shall show (4.27) by induction on k£ > 0. First, (4.27) is true for

k =0 by (4.20), (4.22), and (4.24). To show (4.27) for k = 1, since to —t; =

RY]
%, it suffices to prove

or
K - 8LK
1-Ln~ K++VK?+8LK

(n #0),

or

n<

(1 K+ VvK?+8LK

= > (L0, K #0).

But by (4.20),
) 4
1= KAl + VK21 8LK

It then suffices to show

4 _1 (1 K+\/K2+8LK>
K+4L+VK2+8LK ~ L L ’

8L
or
K+¢m<l_ AL
8L - K+4L+VK?2+8LK’

or

K+ VK?+8LK < K+ VK?+8LK
8L T K +4L+VEKZ+8LK’
which is true by (4.21).

Assume (A.37) holds for all integers smaller than or equal to k. We shall
show it holds for k replaced by k + 1.
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Using (4.22) and the induction hypothesis, we have in turn
t t = K

< s ((3) @)

o () ) () e

(trrr — tr)?

= <g>k+l(2hA)2kH_1n,
(A.39) M((j)k_?%m—ln) <1 (k2.

Indeed, we can show, instead of (A.38),

o< t(1o(8) K
k+1 > L 2 4z )
which is true, since by (4.26) and the induction hypothesis

)
ther St t g (tk — th—1)

4] 0
§t1+§(t1—to)+"'+§(tk—tk,1)

e (DNoe (0}
=7 277 277

S (37)

That completes the induction for estimate (4.27).
Using estimate (A.37) for j > k, we obtain in turn, for 2h4 < 1,

(A39)  tjpn — bk = (41 —£5) + (G —tj-1) + -+ (Tes1 — i)

< ((g)j@mf” " (g)”(m)”‘” b (g)k@m)?’”)n

k
< (14 (2ha)" + (20 + ) @) (2ha)*
- \2/) 1—(2ra)2

Estimate (4.28) follows from (A.39) by letting j — oo.
That completes the proof of Lemma 4.7.
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Conclusion. We provided a semilocal convergence analysis for (TSNTM)

in order to approximate a locally unique solution of an equation in a Banach
space.

Using our new idea of recurrent functions, a combination of Lipschitz and

center-Lipschitz conditions, instead of only Lipschitz conditions, we provided
an analysis with the following advantages over the works in [7]-[22]: weaker
sufficient convergence conditions, tighter error bounds and larger conver-
gence domain in some interesting cases. The efficiency of these methods was
also discussed. Numerical examples and applications further validating the
results were provided.
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