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Summary. We study LP” convergence for the Euler scheme for stochastic differential
equations reflecting on the boundary of a general convex domain D C R%. We assume
that the equation has the pathwise uniqueness property and its coefficients are measurable
and continuous almost everywhere with respect to the Lebesgue measure. In the case
D = [0,00) new sufficient conditions ensuring pathwise uniqueness for equations with
possibly discontinuous coefficients are given.

1. Introduction. In this paper we investigate LP convergence of time-
discretization schemes to solutions of d-dimensional stochastic differential
equations (SDEs) on a convex domain D C R? with reflecting boundary
condition of the form

t t
(1.1) Xy = Xo+ | o(X)aW, + |b(X,)ds + Ky, t>0.
0 0

Here Xog = 29 € D = DUOD, X is a reflecting process on D, K is a bounded
variation process with variation |K| increasing only when X; € 9D, W is a
d-dimensional standard Wiener process and ¢ : D — R*@ R b: D — R?
are measurable functions.

We mainly concentrate on the Euler scheme defined by the following
recurrent formula:

Yn Y n 1
(1.2)  Xg=Xo,  X{pyiym H( b+ 0(XE)) — +o(X k/n)AWkJrl)
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and X7 = )?Z/n fort € [k/n,(k+1)/n), k € NU{0}, n € N, where II(x)
is the projection of = on D.

Let us remark that some theorems on convergence of (1.2) appeared
earlier in Chitashvili and Lazrieva (1981), Stominski (1994) and Petterson
(1995). However, these results are proved under rather restrictive conditions
like boundedness of the domain, condition (/) introduced by Tanaka (1979)
as well as boundedness and Lipschitz continuity of coefficients. The paper
of Stominski (2001) yields the convergence of {X"} in LP whenever D is a
general convex domain in R?, the coefficients o, b of (1.1) are continuous
and the SDE (1.1) has the pathwise uniqueness property. The continuity
condition is omitted in Gyongy and Krylov (1996) but they consider the
equation without reflecting boundary.

In this paper we assume that (1.1) is pathwise unique and o : D —
RI®@RY, b: D — R? are measurable functions continuous almost everywhere
with respect to the Lebesgue measure, i.e.

(1'3) Z(DUJ*) =0, Z(Db) =0,

where D,+, Dy are the sets of discontinuity points of oo™ and b respectively.
Moreover, o and b satisfy two additional conditions:

(1.4) loo™ (@]l + b@)2 < LA+ [2?), @€ RY
(L5) (00" (y)a,) = Nal?, 2,y €RY,

for some constants L, A\ > 0. From the Yamada-Watanabe theorem (see
e.g. Theorem 1.3 in Rong (2000)) it is well known that (1.4), (1.5) and
the pathwise uniqueness property imply the existence of the unique strong
solution of (1.1). Under these assumptions we prove here a new result on
convergence in LP of {X"} to X.

In the last section we give examples of pathwise unique reflecting SDEs
with possibly discontinuous coefficients. The results are one-dimensional.
The problem of pathwise uniqueness for nonreflecting SDEs was considered
earlier by many authors. In particular, Nakao (1971) succeeds in solving it
and omitting the assumption of the continuity of both ¢ and b. Le Gall
(1983) generalizes this fact using the local time technique. In our paper we
show the pathwise uniqueness property for the reflecting SDE in the half
line D = [0, 00). We assume that o and b satisfy the linear growth condition
(1.4) for d =1, o is uniformly positive and

(0(z) —o(y)* < |f(x) = fy)l, w,y20,

for some bounded increasing function f : [0,00) — R. Our theorem is a
generalization of the result of Zhang (1994), who requires stronger conditions
on ¢, namely that ¢ and its first derivative are continuous.
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Let us now introduce some definitions and notations used further on.
D(R*,R?) is the space of all mappings « : Rt — R? which are right con-
tinuous and admit left-hand limits, with the Skorokhod topology J;. Pro-
cesses we consider have their trajectories in D(R*,R?). For a given process
X we write AX; = X;— X, t>0, AXk+1 = X(k+1)/n_Xk/n7 k€ NU{O},
and X¢" is the discretization of X, i.e. X2 = X for t € [k/n, (k+1)/n),
ke NU{0}, n e N.If X = (X',..., X% is a local martingale then [X];
stands for Zle[X ;, where [X] is the quadratic variation process of X,
i=1,...,d. If K = (K',..., K% is a process with locally finite variation
then |K|; = % |K7|;, where |K|; is the total variation of K’ on [0,1].
LP(Q), p > 1, is the usual LP-space with the Lebesgue measure [ on Q.
R¢ ® RY is the space of d x d-matrices with the norm ||| = (troo*)'/? and
o* is the matrix transpose to 0. We denote by |- | the usual Euclidean norm
on R? and K¢ = {z € R?: |z| < R}. For 05,0 € RE@R? (or b,,b € RY)
we write o, — o in L{ (D) (or b, — bin L{ (D)) if and only if o7,/ — o
in LYK) (or b}, — b in LYK)), i,j = 1,...,d, for every compact subset
K C D. Finally, “—p” and “—p” denote convergence in law and in proba-
bility respectively.

2. The Euler scheme. Here D is a convex domain in R% and N, denotes
the set of inward normal unit vectors at x € dD (see e.g. Semrau (2007)).
Let (Q,F, P) be a probability space and (F;);>0 be a filtration on (€2, F, P)
satisfying the usual conditions. Let Y be an (F;)-adapted semimartingale
with initial value in D, i.e.

}/;f:}/b+Mt+At7 t207

where Yy € D, M is an (F;)-adapted local martingale, A is an (F;)-adapted
process with bounded variation, My = Ap = 0. Recall that a pair (X, K) of

(Fi)-adapted processes is called a solution to the Skorokhod problem associ-
ated with Y if:

(i) Xe =Y+ K, t>0,
(il) X is D-valued,
(iii) K is a process with locally bounded variation such that Ky = 0 and

¢ ¢
K = Sns dK|s, |K|= S lix,copyd|Kls, t=>0,
0 0

where ns € Nx, if X5 € dD.

Let W be an (F;)-adapted Wiener process. Recall that the SDE (1.1)
has a strong solution if there exists a pair (X, K) of (F;)-adapted processes
such that (X, K) is the solution of the Skorokhod problem associated with
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t t
Y, = Xo + | o(X.) dW, + |b(X,)ds, ¢ >0.
0 0

In this section we consider the discrete Euler approximation { X"} given
by the formula (1.2). It can be defined to be a sequence of solutions of the
SDE with reflecting boundary conditions of the form

t t
(2.1) Xp=Xo+ \o(X7 ) aw?" +\o(X7 ) do! + K}, t>0.

0 0
Here of = max{k/n : k € NU {0}, k/n < t} and W£" is a discretization
of W, n eN.

Let (thn) denote the discretization of (F3), i.e. ffn = Fpm for t €
[k/n,(k+1)/n), k € NU{0}, n € N. We say that the SDE (2.1) has a strong

solution if there exists a pair of (ftgn)—adapted processes (X", K™) such that
(X™, K™) is the solution of the Skorokhod problem associated with

t t
(2.2) V= Xo+ |o(X0)dWe" + |b(X7) dl.
0 0

We can now formulate our main result.
THEOREM 2.1. Let {(X™, K™)}nen be a sequence of solutions of the SDE

(2.1) with coefficients o,b satisfying (1.3)—(1.5). If the SDE (1.1) is pathwise
unique, then for every p € N,

Esup X} = Xy|* =0, ¢>0,
t<q

Proof. By Corollary 2.6 in Stominski (2001),

(2.3) sup Esup | X' <00, ¢>0,peN.

neN t<q
In the same way as in the proof of Theorem 2.1 in Semrau (2OOQ, we
show tightness of { X" },en in D(R*,R%). Moreover, we know that |[AX"| <
|AY™|. From Lemma A.4 of Stominski (2001), (1.4) and (2.3), for every
q=0,

Esup | AX[* < Esup|o(X7) (W = Wop ) + (K1) (0 — o)
~q =q

< 2{d<E sup [loo” (X)|%)"/ (E{WW (i q> }4) 2
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2
< cl{m” (Bsup(1+ X5 [4)/2 + (1) Esup(1 + \X?P)} <o

n t<q n t<q n
Consequently, lim, .o Esup,<,|AX}|* = 0, which implies that { X"}, is
C-tight in D(R*,RY), i.e. every limit point of {X™},cy is a process with
continuous trajectories.

Our next goal is to prove that { X"}, cn converges in probability. For this
purpose, according to Lemma 1.1 in Gyongy and Krylov (1996), it suffices
to show that from any two subsequences (I) C (n) and (m) C (n) it is
possible to choose further subsequences (I;) C (1) and (my) C (m) such that
(X%, X™) —p (X, X) in D(RT, R2), where X is a process with continuous
trajectories.

So let us take (I) C (n) and (m) C (n). From the above we deduce
that {(X!, X™, W)}en is C-tight in D(RT,R3?). Therefore we can choose
subsequences (I;) C (1) and (mg) C (m) such that

(2.4) (X, X W) = (X', X2 W)

in D(RT, R34), where X L X2 are processes with continuous trajectories and
W is a Wiener processes with respect to the natural filration F XX W

We see that Y™ is of the form Y7 = Y2+MP+V?, where M™ is the square
integrable martingale and V™ is the process with bounded variation. On
account of (2.3), sup,en{|Y 0|+ E([M™], + |V"|3)} < oo for all ¢ > 0, which
implies that {Y"},ecn satisfies the so called condition (UT) (see Jakubowski,
Mémin and Pages (1989)) and so do its subsequences {Y"* }reny, {Y™ }ren.

The task is now to prove that Yk —p Y1 and Y™ —D Y2 in the
Skorokhod topology .Ji, where

t t
V) = Xo+{o(XD) dW, + [0(X2)ds, j=1,2.
0 0

We only give the proof of the first convergence. The same reasoning applies
to the other one.

The argument is a modification of the proof of Theorem 2.2 of Rozkosz
and Stominiski (1997) and Theorem 2.1 of Semrau (2007). For every n € N
let 78 = inf{t > 0: |X?| > Ror |X? | > R} and 78 = inf{t > 0: | X}| > R
or [ X1 | > R}, R> 0. In view of (2.4) and Proposition V1.2.12 of Jacod and
Shiryaev (2003), there exists a sequence {Rp}peny with R, T oo such that for
every p € N,

(2.5) (7l T ) — (7, X1 )
in R x D(RT,R%).
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We can construct sequences {o;};eny and {b; };en of continuous functions
0;: D —RI@RY, b, : D — R? such that ||o;0f ()| + |bi(x)]* < L(1 + |z|?)
for € R% and 0; — o and b; — b in L{ (D). By (2.5) and Theorem 2.6
of Jakubowski, Mémin and Pages (1989), it follows that for every i € N and
p€eN,

_R _R
AT, P AT, P
k k

_R
26) (7, X[ (X aw,, | (X dol)
0 0
ATEp A7Ep
- (?Rp,)?lf’*”, | oixbhaw, | b(XH ds)
0 0
in D(R+,R3).
By the Krylov inequality for {X"},en and its limit from Lemma 2.2
in Semrau (2007), in a similar way to that in the proof of Theorem 2.1 in
Semrau (2007) we can show that for every e > 0 and ¢ > 0,

¢ ¢
(2.7) lim limsupP(sup Sai()?i’“_) dWg — SO’(XQC_) dWs| > e) =0,
170 k—oo t<q 0 0
t ¢
(2.8) lim limsupP(sup Sbi()?i’“_) do — Sb()?i’“_) do'*| > e) =0
170 k—oco t<q 0 0
and
et
(2.9) lim P(sup [ou( XD aW, — (o(XL) dW,| = e) —0,
1—00 t<q 0 0
t £
(2.10) lim P(sup [oi(X) ds — [ B(XD) ds’ > e) —0.
e M=a g 0

Using (2.6)—(2.10) and Theorem 3.2 of Billingsley (1999) we obtain

()?lk, fo (X )aw,, bt ) dggk) = ()?1, [o (XD aw, [o(X)) ds)
0 0 p 0 0
in D(RT,R39). Using again Lemma A.4 of Stominski (2001), (1.4) and (2.3)
in much the same manner as before we find that for every ¢ > 0,
t t
lim Esup Sa()?i’i) dWSglk — SJ(T(?‘;) AW
0

k—oo  t<q o

2
=0,

and consequently

(3% §o (K yawe™ §p(xie) dol) — (X1, (XD iV, [b(X2) ds)
0 0 0 0
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in D(RT, R3%). For this reason Y% —p Y and the same arguments give the
convergence Y™k —sp v, Therefore, in view of Corollary A.3 in Stomiriski
(2001), the pairs (X', K') and (X2, K?), where K' = X' — Y, are two
solutions to the SDE (1.1) with W instead of W. Since the SDE (1.1) is
pathwise unique, Xl=X 2 and consequently {X"},cn converges in prob-
ability in D(R*,Rd) to a continuous process X, which is the unique strong
solution to the SDE (1.1). The desired conclusion now follows from (2.3). =

3. The Euler—Peano scheme. In this section we consider the Euler—
Peano approximation for X. It is defined as a sequence of solutions of the
SDE with reflecting boundary conditions of the form

t t
(3.1) XP = Xo+ | o(X2) W, + [b(X") ds + K}, t>0.
0 0

It is worth pointing out that we can give a simple simulating scheme asso-
ciated with this approximation in the case D = R9~! x [0, 00) (see Lépingle
(1995)).

For this approximation one can obtain a convergence result similar to the
one for {X"}:

THEOREM 3.1. Let {(X", K™)}nen be a sequence of solutions of the SDE
(3.1) with coefficients o,b satisfying (1.3)—(1.5). If the SDE (1.1) is pathwise
unique, then for every p € N,

Bsup| X7 — X,/ 0, ¢>0.
t<q
This can be proved quite similarly to Theorem 2.1 because Krylov’s

type inequality (see Lemma 2.2 in Semrau (2007)) is true with X” replaced
by X™e",

4. The pathwise uniqueness property. In this section we discuss
the problem of pathwise uniqueness for the equation (1.1) with possibly
discontinuous coefficients in the case D = [0, 00).

The proof of the main result consists in reducing (1.1) to the equation
without drift by using the Zvonkin transformation, so first consider the case
b=0. Let (X7, K7) satisfy

t/WN
(4.1) X, v=Xo+ | oXDdW,+ K] y, t>0,j=1.2,
0

where v = inf{t > 0 : max(X}, X?) > N}.

LEMMA 4.1. Suppose o : [0, N] — R is bounded Borel measurable and
satisfies the following conditions:
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(a) there exists a bounded increasing function f : [0, N] — R such that
for all x,y € [0, N],

(o(x) —o(y)* < |f() = FW,
(b) there exists a constant A > 0 such that o(x) > X for all x € [0, N].

1 y2 —
Then P(Xt/wl\’ =X b2 0)=1.

Proof. For simplicity, we write (X7, K7) instead of (XJ"“YN,KJWN)7 j=
1,2.

The proof will be divided into two steps. We first show that LY (X! — X?)
=0 for all t > 0 a.s. The idea of the proof comes from Le Gall (1983), who
obtains a similar result for the diffusion without reflecting boundary.

Let X = X' — X2 and let g : [0,00) — [0, 00) be defined by o(x) = z. In
view of Lemma 1.0 in Le Gall (1983), it is sufficient to show that

1(x,>0)
o(Xs)

d[X]s < o0

O ey o+

for all £ > 0, a.s.
We select a sequence { f,, }nen of increasing functions such that:
(i) fn€ C'(R), n €N,
(ii) SUPpeN SUPgzer |fn($)’ <M= SUDzclo,N] ’f((L')’,

(iii) limy—eo fn(x) = f(x) for every x at which f is continuous.

Analysis similar to that in the proof of Corollary 1.2 in Le Gall (1983) shows
that

¢ Coe
1
ES (Xs>0) d[X]s < liminfSES f(Z8) ds du,
0 o(Xs) TR0 0

where Z% = X2 + u(X' — X?) for u € [0,1].
By the definition of Z% we can briefly write
t
Zp = 7y + \o"(X}, X2) dW, + K},
0
where K = uK' + (1 —u)K? and A < 0% < K = sup ¢,y lo(2)]-
The next step is to show that for every ¢ > 0, there exists a constant C'3
such that for every u € [0, 1],

(4.2) sup BIL (7)) < Cs.

Indeed, by Tanaka’s formula,
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)

t
sup E[L{ (7)) < sup B(| 12} — al =125 = al| + | {sgn(2! - a) dz
a€R a€eR 0

t

< E|Z" — Z¥| + sup E’ [sen(z! - a)dz!| = I + Io.

a€R 0
We estimate only I3. The boundedness of I; can be obtained analogously.
By virtue of Schwarz’s inequality and Corollary 1 of Stominski (1994),

t t

1 2 u u 2\ 1/2
I < sup(E‘ [sen(zy — a)o (X1, X2) AW, + | sen(2! - a) dK! )
a€R 0 0

t
< (2E§ (™(XL, X2)) 2 ds + 2Bk} + (1 — u)KfP)
0
< (2tK? + 4u?B|K? +4(1 — w)?E|K})Y? < o0,
which implies (4.2).
Again the same reasoning as in the proof of Corollary 1.2 in Le Gall

(1983) shows that

1/2

1t

2MC.
SESfT’L(Z;‘)dsdug )\24.
0 0

Thus, LY(X) =0 for all t > 0, a.s.
Having disposed of this preliminary step, we can now turn to showing

the desired property. Set

t

Y/ = Xo+\o(x))aw,, =12,

0
and Y = Y! — Y2, Applying Theorem 1 of Shashiashvili (1988) for all ¢ > 0
we get the equality

t t t
Vld(s = K2) = Yol = [Xe| = Jus dY + {1, 1) LX)
0 0 0

t
+ 1 —my dLY(=X),
0
where u; is some predictable process taking the values 41. Since L°(X) = 0,
t
E\|d(K; — K3)| = —E|Xy.
Hence E|X;| =0 for all ¢ 02 0, which completes the proof. m

We now turn to the case b # 0 and formulate our main result.
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THEOREM 4.2. Suppose o : [0,00) — R and b : [0,00) — R are Borel
measurable functions satisfying the linear growth condition (1.4) for d = 1
and the following two assumptions:

(1) there exists a bounded increasing function f : [0,00) — R such that
for all x,y >0,

(o(z) = o(y)® < f(x) = fW)],
(2) there exists a constant A > 0 such that o(z) > X for all z > 0.
Then pathwise uniqueness holds for (1.1).

Proof. Let (X!, K'), (X2, K?) be solutions of the stopped one-dimen-
sional SDE (1.1) of the form

tAyN tAyN
Xipgw =Xo+ | o(X)dWo+ | b(X.)ds+ Kyn, >0,
0 0

where vV is defined as before. Let h and ¢ be functions given by

x T

hw) = 2] 2 gy @)= (W ay,  ze(0,N]
5 0%(y) 5
Since ¢ is a bijection of [0, N] onto I = [0, p(N)], we can define
(4.3) a(z) = ¢oopT(z), ze[0,p(NV)].

From Theorem 5.1 in Rozkosz and Stominski (1997) we know that for all
nonnegative measurable functions g € L!([—N, N]), there exists a constant
C depending only on L, N and t such that

t/\'yN
(4.4) E \ gX])ds <Cllglenny. =12
0

Since ¢(x) is absolutely continuous, ¢”(x) exists almost everywhere and
in addition is locally integrable. The inequality (4.4) and a reasoning similar
to that in the proof of Theorem 2.10.1 in Krylov (1982) ensure that It6’s
formula applies to ¢ and we have

' t/WN t/wN
45) (X ) =eXo)+ | PoxDdwi+ | ¢ (x])dK]
0 0
for j = 1,2. Moreover, from what has been assumed about the process K,
t ¢ t
S @/(Xg) dK] = S ‘PI(Xg)l{Xg 0} dK] = S (P/(O)l{xgzo} dK]
0 0 0
t ' ‘
=\l dKi =K}, j=12
0
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Set th = ¢(X7), 7 =1,2. Then (4.5) has the form

tATN
(4.6) Z v=2Z+ | az)dw,+ K ., =12,
0

where 7V = inf{t > 0 : max(Z}, Z?) > ¢(N)}. By the properties of K the
pair (Z7 ™K j’TN) is the solution to the Skorokhod problem associated with

Utj/\TN =Zy+ SBATN a(Zg) dWs, 7 = 1,2, and hence the solution to the SDE
(4.6).

By the properties of o, ¢’ and ¢! the coefficient a in the equation (4.6)
satisfies the assumptions (a) and (b) of Lemma 4.1, so P(Z}, y = Z2, y,
t > 0) = 1. Since ¢ is bijective,

P(Xj v =X} vt >0)=1

and to obtain the desired conclusion it suffices to note that limy_ o ny = o0,
P-as. n

COROLLARY 4.3. Let o : [0,00) — R and b : [0,00) — R be Borel
measurable. Suppose o and b satisfy the linear growth condition (1.4) for
d =1, o is of bounded variation on any compact interval and there exists a
constant X > 0 such that o(x) > X for all x > 0. Then pathwise uniqueness
holds for (1.1).

Proof. Taking f(z) = 2K Var ) 0, where K = sup,¢[o ] [o(2)], it turns
out that o satisfies the assumptions of Lemma 4.1. Next we argue as in the
proof of Theorem 4.2. =

COROLLARY 4.4. Let o : [0,00) — R and b : [0,00) — R be Borel
measurable. Suppose o and b satisfy the linear growth condition (1.4) for
d =1, o s locally Lipschitz continuous and there exists a constant A > 0
such that o(x) > X\ for all x > 0. Then pathwise uniqueness holds for (1.1).

Proof. Since the function a given by (4.3) is Lipschitz continuous and
satisfies the linear growth condition, from Tanaka (1979) we have the path-
wise uniqueness property for the equation (4.6), and we repeat the reasoning
from the proof of Theorem 4.2.

COROLLARY 4.5 (Zhang (1994)). Let o : [0,00) — R and b:[0,00) — R
be Borel measurable. Suppose o and b satisfy the linear growth condition (1.4)
for d =1, do/dx is continuous and there exists a constant A > 0 such that
o(x) > X for all x > 0. Then pathwise uniqueness holds for (1.1).
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