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Summary. We investigate the solvability of the quasilinear Neumann problem (1.1) with
sub- and supercritical exponents in an unbounded domain Ω. Under some integrability
conditions on the coefficients we establish embedding theorems of weighted Sobolev spaces
into weighted Lebesgue spaces. This is used to obtain solutions through a global mini-
mization of a variational functional.

1. Introduction. Let Ω ⊂ R
N , N ≥ 3, be an unbounded domain with

a smooth noncompact boundary ∂Ω. We are mainly concerned with the
nonlinear Neumann problem

(1.1)





−div(̺(x)|∇u|p−2∇u)

= a(x)|u|q−2u − b(x)|u|s−2u − c(x)|u|t−2u in Ω,

̺(x)|∇u|p−2 ∂

∂ν
u(x) + h(x)|u|p−2u = 0 on ∂Ω,

where ν is the outward normal vector to ∂Ω. The exponents p, q, s and t
satisfy the conditions: 1 < p < N , 1 < s, q < p∗ = Np/(N − p), p∗ < t.
The coefficient ̺ belongs to L∞(Ω) ∩ L∞(∂Ω) and 0 < ̺◦ ≤ ̺(x) a.e.
for some constant ̺◦. The coefficients a and b are allowed to change signs
while c is assumed to be nonnegative and measurable on Ω. This problem
was considered in the paper [9]. The authors of that paper established the
existence of a nonnegative nontrivial solution assuming that c ∈ L∞(Ω),
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b ≥ 0 and the coefficients h, a and b converge to 0 at a certain rate as
|x| → ∞. In this paper we consider this problem under different assumptions
than those in [9]. More specifically, we assume that

(A)
\
Ω

|a|
t

t−q

c
q

t−q

dx < ∞, Int({x ∈ Ω : a(x) > 0}) 6= ∅.

(B)
\
Ω

|b|
t

t−s

c
s

t−s

dx < ∞.

(H) There exist constants 0 < c1 < c2 such that

c1

(1 + |x|)p−1
≤ h(x) ≤

c2

(1 + |x|)p−1

for a.e. x ∈ ∂Ω.

Problems of the form (1.1) originate in applied sciences: nonlinear elas-
ticity [6], mathematical biology [2] and also in differential geometry [8], [10].
Since the pioneering paper [4] problems of this nature have attracted con-
siderable attention. We refer to two extensive survey articles [3] and [14] for
a review of the current bibliography (see also [5] and [13]).

Solutions to problem (1.1) will be found through a variational approach.
To describe the variational setting we define a suitable Sobolev space in the
following way. By C∞

δ (Ω) we denote the space C∞

0 (RN ) restricted to Ω. Let
wp(x) = 1/(1 + |x|)p and let Ep = Ep(Ω) be the Sobolev space obtained as
the completion of the space C∞

δ (Ω) with respect to the norm

‖u‖1,p =
(\

Ω

|∇u|p dx +
\
Ω

|u|pwp(x) dx
) 1

p
.

By Lemma 1 in [11] the norm ‖ · ‖1,p is equivalent to

‖u‖Ep
=

(\
Ω

|∇u|p̺(x) dx +
\

∂Ω

|u|ph(x) dSx

) 1

p
.

Given a nonnegative measurable function w(x) on Ω we denote by Lr(Ω, w)
the weighted Lebesgue space equipped with norm

‖u‖Lr(Ω,w) =
(\

Ω

|u|rw(x) dx
) 1

r
.

We now define the underlying Sobolev space for problem (1.1) by E(Ω) =
Ep(Ω) ∩ Lt(Ω, c) equipped with norm

‖u‖E = ‖u‖Ep
+

(\
Ω

|u|tc(x) dx
) 1

t
.
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Solutions to problem (1.1) will be obtained as critical points of the functional

J(u) =
1

p

(\
Ω

|∇u|p̺(x) dx +
\

∂Ω

|u|ph(x) dSx

)

−
1

q

\
Ω

|u|qa(x) dx +
1

s

\
Ω

|u|s b(x) dx +
1

t

\
Ω

|u|tc(x) dx.

Throughout this paper, we denote strong convergence in a given Banach
space X by “→” and weak convergence by “⇀”. The norms in the Lebesgue
spaces Lq(Ω) are denoted by ‖ · ‖q.

The paper is organized as follows. In Section 2 we present a compact
embedding theorem for the space E(Ω). This is used in Section 3 to establish
the existence result for problem (1.1). In the proof of Theorem 1 in Section 3
we use some ideas from the paper [1].

2. Palais–Smale condition. First we establish the embedding of E(Ω)
into a weighted Lebesgue space.

Lemma 2.1. Let w ≥ 0 be a function in L∞

loc(Ω) such that

(2.1)
\
Ω

w
t

t−r

c
r

t−r

dx < ∞,

where 1 < r < p∗ < t. Then E(Ω) is compactly embedded into Lr(Ω, w).

Proof. Let δ > 0 and R > 0. By the Young inequality we have

(2.2)
\
Ω

|u|rw dx ≤ δ
\
Ω

|u|tc dx + C1(δ)
\
Ω

w
t

t−r

c
r

t−r

dx

and

(2.3)
\

ΩR

|u|rw dx ≤ δ
\

ΩR

|u|tc dx + C1(δ)
\

ΩR

w
t

t−r

c
r

t−r

dx,

where ΩR = Ω ∩ (RN − B(0, R)) and C1(δ) > 0 is a constant depending on
δ, t and r. Let {um} be a bounded sequence in E(Ω). We may assume that
um → u in Lr

loc(Ω). Applying (2.3) to um − u we get\
ΩR

|um − u|rw dx ≤ δ
\
Ω

|um − u|tc dx + C1(δ)
\

ΩR

w
t

t−r

c
r

t−r

dx

≤ δ‖um − u‖t
E + C1(δ)

\
ΩR

w
t

t−r

c
r

t−r

dx.
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By the Lebesgue dominated convergence theorem we have, for every R > 0,

lim
m→∞

\
Ω∩B(0,R)

|um − u|r dx = 0.

Since
T
ΩR

(wt/(t−r)/cr/(t−r)) dx → 0 as R → ∞, the compactness of the

embedding of E(Ω) into Lr(Ω, w) follows.

Remark 2.2. It is known that Ep(Ω) is compactly embedded into
Lr(Ω, wα), where wα(x) = 1/(1 + |x|)α and (∗) α > N(1 − r/t) (see [12]).
Lemma 2.1 gives the compact embeddings of the subspace E(Ω) of Ep(Ω)
into weighted Lebesgue spaces. If c(x) ≥ c◦ > 0 on Ω for some constant c◦
(the function c(x) can be unbounded on Ω) and α satisfies (∗), then con-
dition (2.1) holds with w = wα. Hence E(Ω) is compactly embedded into
Lr(Ω, wα). We point out that we can deduce from Lemma 2.1 an embedding
of E(Ω) into a weighted Lebesgue space with an unbounded weight function.
For example, take w(x) = (1 + |x|)α and c(x) = (1 + |x|)β. If α, β > 0 and
N + αt/(t − r) − βr/(t − r) < 0, then E(Ω) is compactly embedded into
Lr(Ω, (1 + |x|)α).

Lemma 2.3. Suppose (A), (B) and (H) hold. Then the functional J is

bounded from below.

Proof. It follows from (A), (B) and the Young inequality that

J(u) ≥
1

p

(\
Ω

|∇|p̺ dx +
\

∂Ω

|u|ph dSx

)
+

(
1

t
− 2δ

) \
Ω

|u|tc dx

− C1(δ)
\
Ω

|a|
t

t−q

c
q

t−q

dx − C2(δ)
\
Ω

|b|
t

t−s

c
s

t−s

dx.

Taking 2δ < 1/t yields the assertion.

We recall that a C1-functional Φ : X → R on a Banach space X satisfies
the Palais–Smale condition at level c ((PS)c condition for short) if each
sequence {xn} ⊂ X such that (∗) Φ(xn) → c and (∗∗) Φ′(xn) → 0 in X∗ is
relatively compact in X. Finally, any sequence {xn} satisfying (∗) and (∗∗)
is called a Palais–Smale sequence at level c ((PS)c sequence for short).

Lemma 2.4. The functional J is of class C1.

Proof. We write

J(u) =
1

p

(\
Ω

|∇u|2 dx +
\

∂Ω

|u|ph dSx

)
− Ka(u) + Kb(u) + Kc(u),

where

Ka(u) =
1

q

\
Ω

|u|qa dx, Kb(u) =
1

s

\
Ω

|u|sb dx, Kc(u) =
1

t

\
Ω

|u|tc dx.
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Now we show that these functionals are of class C1 on E(Ω). We only
consider the functional Kb. The Gateaux derivative is given by

(2.4) 〈K ′

b(u), φ〉 =
\
Ω

|u|s−2uφb dx

for φ ∈ E(Ω). Indeed, by the mean value theorem we have, for 0 < t < 1,

(2.5)

∣∣∣∣
b|u + tφ|s − b|u|s

|t|

∣∣∣∣ ≤ s|b|(|u| + |φ|)s−1|φ|.

It follows from assumption (B) and the Hölder inquality that\
Ω

|b|(|u| + |φ|)s−1|φ| dx ≤

(\
Ω

|b|
t

t−s

c
s

t−s

dx

) t−s
t (\

Ω

c|u|
s−1

s
t|φ|

t
s dx

) s
t

+

(\
Ω

|b|
t

t−s

c
s

t−s

dx

) t−s
t (\

Ω

|φ|tc dx
) s

t

≤

(\
Ω

|b|
t

t−s

c
s

t−s

dx

) t−s
t (\

Ω

c|u|t dx
) s−1

t
(\

Ω

|φ|tc dx
) 1

t

+

(\
Ω

|b|
t

t−s

c
s

t−s

dx

) t−s
t (\

Ω

|φ|tc dx
) s

t
.

Since the right side of (2.5) is in L1(Ω) formula (2.4) follows from the
Lebesgue dominated convergence theorem. To complete the proof it is
enough to show that K ′

b(u) is continuous on E(Ω). Let un → u in E(Ω).

Since un → u in Lt(Ω, c) we may assume that, up to a subsequence, c1/tun →
c1/tu a.e. on Ω and that there exists a function ζ ∈ Lt(Ω) such that
|c1/tun|, |c

1/tu| ≤ ζ a.e. on Ω. By the Hölder inequality we have, for φ∈E(Ω),

|〈K ′

b(un), φ〉 − 〈K ′

b(u), φ〉| =
∣∣∣
\
Ω

(|un|
s−2un − |u|s−2u)φb dx

∣∣∣

≤
(\

Ω

∣∣|un|
s−2un − |u|s−2u

∣∣ s
s−1 |b| dx

) s−1

s
(\

Ω

|φ|s|b| dx
) 1

s

≤

(\
Ω

∣∣|un|
s−2un − |u|s−2u

∣∣ s
s−1

t
s c dx

) s−1

t
(\

Ω

|b|
t

t−s

c
s

t−s

) t−s
t

s−1

s

×
(\

Ω

|φ|s|b| dx
) 1

s
.

By the Lebesgue dominated convergence theorem the right side of this in-
equality converges to 0 uniformly in φ on bounded subsets of E(Ω).



212 J. Chabrowski

Proposition 2.5. Suppose that assumptions (A), (B) and (H) hold.

Assume additionally in the case 1 < q, s < 2 that a+ ∈ L∞

loc(Ω) and b− ∈
L∞

loc(Ω). Then the functional J satisfies the Palais–Smale condition.

Proof. Let {un} ⊂ E(Ω) be such that J(un) → c and J ′(un) → 0 in
E(Ω)∗. Using the Young inequality we have, for large n,

1

p

(\
Ω

|∇un|
p̺ dx +

\
∂Ω

|un|
ph dSx

)
+

1

t

\
Ω

|un|
tc dx

≤ c + 1 +
1

q

\
Ω

|un|
q|a| dx +

1

s

\
Ω

|un|
s|b| dx

≤ c + 1 + δ
\
Ω

|un|
tc dx + C(δ)

(\
Ω

|a|
t

t−q

c
q

t−q

dx +
\
Ω

|b|
t

t−s

c
s

t−s

dx

)
.

Taking δ < 1/t we deduce that {un} is bounded in E(Ω). Hence we may
assume that un ⇀ u in E(Ω). First, we consider the case 2 < q, s. Obviously
in this case t > 2. We set

F (x, u) = a+(x)
|u|q

q
−

c(x)

4t
|u|t, f(x, u) = Fu(x, u)

and

G(x, u) = b−(x)
|u|s

s
−

c(x)

4t
|u|t, g(x, u) = Gu(x, u).

We now use the following inequality: for every α > 0, β > 0 and 0 < l < r
we have

α|u|l − β|u|r ≤ Clrα

(
α

β

) l
r−l

for every u ∈ R, where the constant Clr > 0 depends only on r and l.
Applying this inequality we get

fu(x, u) = (q − 1)a+(x)|u|q−2 − (t − 1)
c(x)

4
|u|t−2(2.6)

≤ Ct,qa
+(x)

(
4a+(x)

c(x)

) q−2

t−q

and

gu(x, u) = (s − 1)b(x)−|u|s−2 − (t − 1)
c(x)

4
|u|t−2(2.7)

≤ Cs,tb
−(x)

(
4b−(x)

c(x)

) s−2

t−s

.

Then it follows from (2.6) and (2.7) and the fact that J ′(un) → 0 in E(Ω)∗
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that

(2.8)
\
Ω

(|∇un|
p−2∇un − |∇um|p−2∇um)(∇un −∇um)̺ dx

+
\

∂Ω

(|un|
p−2un − |um|p−2um)(un − um)h dx

+
\
Ω

(|un|
q−2un − |um|q−2um)(un − um)a− dx

+
\
Ω

(|un|
s−2un − |um|s−2um)(un − um)b+ dx

+
1

2

\
Ω

(|un|
t−2un − |um|t−2um)(un − um)c dx

=
\
Ω

(f(x, un) − f(x, um))(un − um) dx

+
\
Ω

(g(x, un) − g(x, um))(un − um) dx + o(1)

=
\
Ω

1\
0

fu(x, un + σ(un − um)) dσ (un − um)2 dx

+
\
Ω

1\
0

gu(x, un + σ(un − um)) dσ (un − um)2 dx + o(1)

≤ Ct,q

\
Ω

a+

(
4a+

c

) q−2

t−q

(un − um)2 dx + Cs,t

\
Ω

b−
(

4b−

c

) s−2

t−s

dx + o(1).

We may assume that un − um ⇀ 0 in Lq/2(Ω, a+) as n, m → ∞. Since
(a+/c)(q−2)/(t−q) ∈ Lq/(q−2)(Ω, a+), we see that

lim
n,m→∞

\
Ω

a+

(
a+

c

) q−2

t−q

(un − um)2 dx = 0.

In a similar manner we show that

lim
n,m→∞

\
Ω

b−
(

b−

c

) s−2

t−s

(un − um)2 dx = 0.

To estimate from below the terms on the left side of (2.8) we use the following
inequalities: for all x, y ∈ R

N ,

(2.9) (|x|r−2x − |y|r−2y, x − y) ≥ Cr|x − y|r if r ≥ 2,
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and for all x, y ∈ R
N ,

(2.10) Cr
|x − y|2

(|x| + |y|)2−r
≤ (|x|r−2x − |y|r−2y, x − y) if r < 2,

where Cr > 0 is a constant. If p > 2 by (2.9) we have

Cp

\
Ω

|∇un − um|2̺ dx ≤
\
Ω

(|∇un|
p∇um − |∇um|p∇um,∇un −∇um) dx.

In this way we estimate the remaining terms of the left side of (2.8). If
1 < p < 2, we use (2.10) to obtain\

Ω

|∇un −∇um|p̺ dx

≤
\
Ω

|∇un −∇um|p

(|∇un| − |∇um|)
2−p

2
p

(|∇un| + |∇um|)
2−p

2
p̺ dx

≤

(\
Ω

|∇un −∇um|2

(|∇un| + |∇um|)2−p
̺ dx

)p

2
(\

Ω

(|∇un| + |∇um|)p̺ dx
) 2−p

2

.

Since the sequence {
T
Ω |∇un|

p̺ dx} is bounded we derive from this that

(\
Ω

|∇un − um|p̺ dx
) 2

p

≤ C1

\
Ω

(|∇un|
p−2∇un − |∇um|p−2∇um,∇un −∇m)̺ dx

for some constant C1 > 0. It is now clear that, up to a subsequence, un → u
in E(Ω).

We now consider the case 1 < q < 2. Let us denote by Inm the left hand
side of inequality (2.8) without the integral involving c. We rewrite (2.8) in
the following way:

(2.11) Inm +
\
Ω

(|un|
t−2un − |um|t−2um, un − um)c dx

=
\
Ω

(|un|
q−2un − |um|q−2um, un − um)a+ dx

+
\
Ω

(|un|
s−2un − |um|s−2um, un − um)b− dx + o(1)

if 1 < s < 2. By Lemma 2.1 the last two integrals converge to 0 as n, m → ∞.
We now apply the argument from the previous case to the terms on the left
side. In this way we again show that un → u in E(Ω). Finally, if 2 < s we
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modify (2.8) in the following way:

Imn +
1

2

\
Ω

(|∇un|
t−2∇un − |∇um|t−2∇um,∇un −∇um)c dx

=
\
Ω

(|un|
q−2un − |um|q−2um, un − um)a+ dx

+
\
Ω

1\
0

f̃u(x, un + t(un − um)) dt(un − um)2 dx + o(1),

where f̃u = F̃ and F̃ (x, u) = a+(x)|u|q/q − c(x)|u|t/2t. To complete the
proof we repeat the argument from the previous part.

3. Main result. By Lemma 2.3 the functional J is bounded from below
on E(Ω). We put

m = inf
u∈E(Ω)

J(u).

By the Ekeland variational principle [7] there exists a Palais–Smale sequence
{un} at level m (see also [15, Corollary 2.5]). It then follows from Propo-
sition 2.5 that, up to a subsequence, un → u in E(Ω). Obviously u is a
nontrivial solution of (1.1) provided m < 0. In Theorem 1 below we for-
mulate conditions guaranteeing that m < 0. It is clear that |u| is also a
minimizer of J . Therefore we can assume that u is nonnegative on R

N . We
put

A(v) =
\
Ω

|v|qa(x) dx and C(v) =
\
Ω

|v|tc(x) dx.

Theorem 3.1. Suppose that (A), (B) and (H) hold and moreover that

a+, b− ∈ L∞

loc(Ω).

(i) If (∗) q < min(p, s, t), then problem (1.1) has a solution.

If (∗) is not satisfied we assume that V = Int(suppa+ − supp b) 6= ∅. We

then have two cases:

(ii) If q < p, then problem (1.1) has a nontrivial solution.

(iii) If p < q and there exists a C1 function v with supp v ⊂ V such that

(3.1) (t − p)
t

p−q

t−p

p
t−q

t−p

(q − p)
p−q

t−p

(t − q)
t−q

t−p

(‖v‖p
Ep

)
t−q

t−p

C(v)
p−q

t−p

< A(v),

then problem (1.1) has a nontrivial solution.

Proof. (i) Let v be a C1 function with v 6≡ 0 and supp v ⊂ {x ∈ Ω :
a(x) > 0}. Since q < min(p, s, t) we see that J(σv) < 0 for σ > 0 sufficiently
small and so m < 0.
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(ii) We choose v as in (i) but with supp v ⊂ V . Then J(σv) < 0 for σ > 0
sufficiently small and so m < 0.

(iii) Let v be a function satisfying (3.1) and let

f(σ) =
σp−q

p
‖v‖p

1,p +
σt−q

t
C(v).

Then we have

inf
σ>0

f(σ) = (t − p)
t

p−q

t−p

p
t−q

t−p

(q − p)
p−q

t−p

(t − q)
t−q

t−p

(‖v‖p
Ep

)
t−q

t−p

C(v)
p−q

t−p

< A(v).

Since v satisfies (3.1) there exists σ > 0 such that

σp−q

p
‖v‖p

Ep
+

σt−q

t
C(v) < A(v)

and consequently m < 0.
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