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Summary. Dunford�Pettis type properties are studied in individual Bana
h spa
es aswell as in spa
es of operators. Bibasi
 sequen
es are used to 
hara
terize Bana
h spa
eswhi
h fail to have the Dunford�Pettis property. The question of whether a spa
e of op-erators has a Dunford�Pettis property when the dual of the domain and the 
odomainhave the respe
tive property is studied. The notion of an almost weakly 
ompa
t operatorplays a 
onsistent and important role in this study.1. Introdu
tion. Throughout this paper X, Y, E, and F will denote realBana
h spa
es. The unit ball of X will be denoted by BX unless otherwisespe
i�ed, and X∗ will denote the 
ontinuous linear dual of X. An operator
T : X → Y will be a 
ontinuous and linear fun
tion. Of 
ourse, it is wellknown that T : X → Y is a 
ompa
t (resp. weakly 
ompa
t) operator if andonly if T ∗(BY ∗) is relatively 
ompa
t (resp. relatively weakly 
ompa
t) in
X∗. The following equivalen
es (whi
h one 
an easily derive dire
tly fromde�nitions) appear to be less well 
elebrated:(a) T : X → Y is 
ompletely 
ontinuous i� T ∗(BY ∗) is an L-subsetof X∗.(b) T : X → Y is un
onditionally 
onverging i� T ∗(BY ∗) is a V -subsetof X∗.(
) T : X → Y is limited i� T ∗ is w∗-norm sequentially 
ontinuous.(d) T (BX) is a DP subset of Y i� T ∗ : Y ∗ → X∗ is 
ompletely 
ontinu-ous.(e) T (BX) is a V ∗-subset of Y i� T ∗ : Y ∗ → X∗ is un
onditionally
onverging.2000 Mathemati
s Subje
t Classi�
ation: 46B20, 46B25, 46B28.Key words and phrases: Dunford�Pettis property, Dunford�Pettis sets, limited sets,
L-sets, w∗-w 
ontinuity, almost weakly 
ompa
t operator.[237℄
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In this paper we will investigate some stru
tural 
onsequen
es of (a)�(e)as well as topologi
al properties of distinguished sets naturally asso
iatedwith the 
lasses of operators mentioned above.2. De�nitions and notation. The set of all 
ontinuous linear trans-formations from X to Y will be denoted by L(X, Y ), and the 
ompa
t op-erators will be denoted by K(X, Y ). The w∗-w 
ontinuous (resp. w∗-w 
on-tinuous 
ompa
t) maps from X∗ to Y will be denoted by Lw∗(X∗, Y ) (resp.

Kw∗(X∗, Y )).The bounded subset A of X is 
alled a Dunford�Pettis subset (resp. lim-ited subset) of X if ea
h weakly null sequen
e in X∗ (resp. w∗-null sequen
ein X∗) tends to 0 uniformly on A. The bounded subset A of X∗ is 
alled an
L-subset of X∗ if ea
h weakly null sequen
e in X tends to 0 uniformly on A,and the subset S of X is said to be weakly pre
ompa
t provided that everybounded sequen
e from S has a weakly Cau
hy subsequen
e.The operator T : X → Y is limited provided that T (BX) is a limited sub-set of Y ; T is 
ompletely 
ontinuous (or Dunford�Pettis) if it maps weaklyCau
hy sequen
es to norm 
onvergent sequen
es; T is un
onditionally 
on-verging if it maps weakly un
onditionally 
onverging series to un
ondition-ally 
onverging series; and T is almost weakly 
ompa
t if T (BX) is weaklypre
ompa
t. If every weakly 
ompa
t operator de�ned on X is 
ompletely
ontinuous, then we say that X has the Dunford�Pettis property (= DPP);see [9℄ and [1℄ for inventories of 
lassi
al results related to the DPP. We de-note the 
anoni
al unit ve
tor basis of c0 (resp. ℓ1) by (en) (resp. (e∗n)). Thereader should 
onsult Lindenstrauss and Tzafriri [29℄, Diestel [10℄, or [3℄ forunde�ned terminology and notation.3. Almost weakly 
ompa
t operators, limited sets, and Dun-ford�Pettis sets. Odell, Rosenthal, and Stegall [33, p. 377℄ showed thatan operator T : X → Y is almost weakly 
ompa
t if L ◦ T : X → L1is 
ompa
t whenever L : Y → L1 is a 
ompletely 
ontinuous map. (The
onverse of this statement is straightforward.) In view of the 
onne
tionbetween 
ompletely 
ontinuous operators and L-sets noted in (a) above, theOdell�Stegall�Rosenthal theorem appears to say that the L-subsets of Y ∗are su�
ient to identify the almost weakly 
ompa
t operators T : X → Y .More pre
isely, we have the following.Theorem 3.1. An operator T : X → Y is almost weakly 
ompa
t if andonly if T ∗(A) is relatively 
ompa
t in X∗ whenever A is an L-subset of Y ∗.Proof. Suppose that T : X → Y is almost weakly 
ompa
t, and let A bean L-subset of Y ∗. Let B(A) be the Bana
h spa
e (sup norm) of all boundedreal-valued fun
tions de�ned on A, and let J : Y → B(A) be the natural
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evaluation map, i.e., J(y)(a) = a(y). Sin
e A is an L-set, J is 
ompletely
ontinuous. Then J ◦ T is 
ompa
t, A ⊆ J∗(B∗) (B∗ = unit ball of B(A)∗),and T ∗J∗(B∗) is relatively 
ompa
t. Thus T ∗(A) is relatively 
ompa
t.Conversely, suppose that T ∗(A) is relatively 
ompa
t for all L-subsets Aof Y ∗. Let L : Y → L1 be a 
ompletely 
ontinuous operator. Then L∗(BL∞

)is an L-subset of Y ∗, and T ∗(L∗(BL∞
)) is relatively 
ompa
t. Therefore

(L ◦ T )∗ and L ◦ T are 
ompa
t. By the Odell�Rosenthal�Stegall theorem,
T is almost weakly 
ompa
t.Corollary 3.2 ([14℄). Every L-subset of X∗ is relatively 
ompa
t i�
ℓ1 6 →֒ X.Proof. Apply Rosenthal's ℓ1-theorem and the previous theorem to theidentity operator I : X → X.It is well known that ℓ1 →֒ X if and only if L1 →֒ X∗ [10, p. 213℄,and that L1 has the DPP [9℄. Consequently, any normalized and weaklynull sequen
e in L1 is a non-relatively 
ompa
t DP subset (therefore a non-relatively 
ompa
t L-subset) of L1. Thus the pre
eding 
orollary 
an berestated.Corollary 3.3 ([2, Cor. 7℄, [20, Thm. 1℄). The following are equivalent :(i) ℓ1 6 →֒ X.(ii) Every L-subset of X∗ is relatively 
ompa
t.(iii) Every DP subset of X∗ is relatively 
ompa
t.(iv) Every weakly null DP sequen
e in X∗ is norm null.(v) L1 6 →֒ X∗.(vi) The identity map from X to X is almost weakly 
ompa
t.The Odell�Rosenthal�Stegall theorem used 
ompletely 
ontinuous mapswith range in L1 to identify almost weakly 
ompa
t operators. Weakly 
om-pa
t maps with range in c0 
an also be employed to identify su
h operators.Theorem 3.4. If T : Y → X is an operator and L ◦ T : Y → c0 is
ompa
t for all weakly 
ompa
t operators L : X → c0, then T is almostweakly 
ompa
t.Proof. Let (yn) be a sequen
e in BY . Suppose (by way of 
ontradi
tion)that (T (yn)) has no weakly Cau
hy subsequen
e. By Rosenthal's ℓ1-theorem,we 
an assume that (T (yn)) ∼ (e∗n). Let S = [T (yn)], an isomorph of ℓ1. Let
j : S → c0 be the natural in
lusion. Sin
e j naturally fa
tors through ℓ2,
j is absolutely 2-summing [32, Satz 2℄. Now use the fa
t that all 
losedlinear subspa
es of an L2-spa
e are 
omplemented and the 
onstru
tions inTheorem 2 of [32℄ (U0 = (BX∗ , w∗)) and on pp. 60�61 of [10℄ to obtain aweakly 
ompa
t operator J : X → c0 whi
h extends j. Then JT : Y → c0
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is 
ompa
t. But JT (yn) = j(e∗n) = en, and (en) is 
ertainly not relatively
ompa
t in c0.The weak pre
ompa
tness of a DP set is well known and has been usedextensively by many authors; e.g., see [1℄, [3℄, [13℄ and [20℄. The usual proofof this result involves the Odell�Rosenthal�Stegall theorem. Theorem 3.4yields a parti
ularly qui
k argument for this fa
t.Corollary 3.5. Every Dunford�Pettis subset of X is weakly pre
om-pa
t.Proof. If K is a DP subset of X, W is the 
losed and absolutely 
onvexhull of K, and T : ℓ1(W ) → X is de�ned by T (f) =

∑

w∈W f(w)w, then
T and T ∗ are 
ompletely 
ontinuous, and K ⊆ T (Bℓ1(W )). If L : X → c0 isweakly 
ompa
t, then a look at the adjoint immediately shows that L ◦ T is
ompa
t.It is known that a set A 
an be isometri
ally embedded in both E and
F (F ⊂ E) and be a limited (Dunford�Pettis) subset of E and fail to be alimited (Dunford�Pettis) subset of F . For example, Phillips' lemma showsthat if j : c0 → ℓ∞ is the natural in
lusion, then j∗ : ℓ∗∞ → c∗0 is w∗-normsequentially 
ontinuous; thus A := Bc0 is a limited set in ℓ∞. Certainly Afails to be a limited subset of c0.Also, if B is any bounded subset of a separable re�exive spa
e R and R isviewed as sitting in C[0, 1], then the fa
t that C[0, 1] has the DPP guaranteesthat B is a Dunford�Pettis subset of C[0, 1]. If R is in�nite-dimensional and
B = BR, then the identity map I : R → R 
learly shows that B is nota Dunford�Pettis subset of R. In fa
t, sin
e the 
ontinuous linear image ofa DP set is a DP set, B is not a DP subset of any spa
e in whi
h R is
omplemented.We note that these observations, together with the easily establishedfa
t that the 
ontinuous linear image of a limited set is a limited set, leadto a parti
ularly simple proof that c0 is not 
omplemented in ℓ∞. For if
P : ℓ∞ → c0 were a proje
tion, then P (Bc0) = Bc0 would be a limitedsubset of c0, and it is not.The de�nitive result whi
h determines when a basi
 sequen
e (xn) in Xis simultaneously equivalent to (en) and limited in X is due to S
hlumpre
ht.See p. 36 of [35℄ for a proof.Theorem 3.6. If (xn) is a basi
 sequen
e in X whi
h is equivalent to
(en), then the following are equivalent :(a) (xn) is a limited sequen
e in X.(b) If S is an in�nite subset of N, then span{xn : n ∈ S} is not 
omple-mented in X.
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The proof of Theorem 3.6 in [35℄ used Sob
zyk's theorem: If X is separableand c0 →֒ X, then c0 is 
omplemented in X. The proof of 3.6 immediatelyimplies that the following is true.If BX∗ is w∗-sequentially 
ompa
t, (xn) is a basi
 sequen
e in X whi
his equivalent to (en), and (bn) is any subsequen
e of (xn), then there is asubsequen
e (cn) of (bn) su
h that [(cn)] is 
omplemented in X. We do notknow if the full sequen
e [(xn)] is 
omplemented in X. See Emmanuele [17℄for a similar result.The next result uses bibasi
 sequen
es to 
hara
terize when (en) embedsas a limited sequen
e in X. In the pro
ess, we extend Theorem 4.5 of [3℄.We refer the reader to [8℄, [3℄, and [36, p. 32℄ for a dis
ussion of bibasi
 se-quen
es (xn, f∗

n) in X × X∗. In parti
ular, note that if (xn, f∗
n) is a bibasi
sequen
e in X and (x∗

n) is the a.s.
.f. for (xn), then f∗
k is a 
ontinuous linearextension of x∗

k to all of X for ea
h k. The problem of the equivalen
e of
(f∗

n) and (x∗
n) as basi
 sequen
es has been studied by several authors; e.g.,see [36℄.It is known that ℓ∞ 
ontains limited sets whi
h are not relatively weakly
ompa
t (see Example 1.1.8 of [35℄). Further, Haydon [25℄ has given an ex-ample of a C(K) spa
e whi
h is Grothendie
k and does not 
ontain ℓ∞. Su
ha spa
e must 
ontain limited sets S whi
h are not relatively weakly 
ompa
t[35, pp. 27�28℄. We shall see that su
h limited sets generate bibasi
 sequen
es

(xn, f∗
n) for whi
h (f∗

n) 6∼ (x∗
n) in a very strong sense. In the next theorem,

t : N → N is a stri
tly in
reasing fun
tion and u∗
t(n) = x∗

t(n)|[xt(j) : j∈N].Theorem 3.7. If S is a limited subset of X whi
h is not relatively weakly
ompa
t , then there is a a bibasi
 sequen
e (xn, f∗
n) in S × X∗ so that if

t : N → N and u∗
t(n) are de�ned as above, then (u∗

t(n)) 6∼ (f∗
t(n)). Further ,

(en) embeds as a limited sequen
e in X i� there is a bounded bibasi
 se-quen
e (xn, f∗
n) in X × X∗ so that (xn) is limited in X , un
onditional , and

(f∗
n) ∼ (x∗

n).Proof. Let (xn) be a sequen
e in S whi
h has no weakly 
onvergentsubsequen
e. By Peª
zy«ski's version of the Eberlein��mulian Theorem [10,p. 41℄, we may assume that (xn) is a seminormalized basi
 sequen
e. Let
(x∗

n) be the sequen
e of 
oe�
ient fun
tionals, and let (f∗
n) be a sequen
eof Hahn�Bana
h extensions to all of X. Suppose that (f∗

n) has a w∗-Cau
hysubsequen
e. Without loss of generality, assume that f∗
n − f∗

n+1
w∗

→ 0. Then
〈f∗

n − f∗
n+1, xn〉 → 0 sin
e (xn) is limited. However, 〈f∗

n − f∗
n+1, xn〉 = 1for all n. Therefore (f∗

n) has no w∗-Cau
hy subsequen
e, and thus it hasno weakly Cau
hy subsequen
e. By Rosenthal's ℓ1-theorem, we may assumethat (f∗
n) ∼ (e∗n). The bibasi
 sequen
e (xn, f∗

n) satis�es the �rst 
on
lusionof the theorem. For if (f∗
t(n)) were equivalent to (u∗

t(n)), then the proof of
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Lemma 2.2 in [28℄ would show that (xt(n)) ∼ (en) and some subsequen
e of
(xn) would be weakly null.If there is an isomorphism T : c0 → X so that the sequen
e (T (en)) islimited in X and (x∗

n) is the asso
iated sequen
e of 
oe�
ient fun
tionals,then (x∗
n) ∼ (e∗n). If (f∗

n) is any sequen
e of Hahn�Bana
h extensions of (x∗
n)to all of X, then the strength of the ℓ1-norm ensures that (f∗

n) ∼ (x∗
n).Conversely, suppose that the sequen
e (xn, f∗

n) satis�es the hypothesesof the 
on
luding statement in the theorem. Let L : [f∗
n] → [x∗

n] be an iso-morphism so that L(f∗
n) = x∗

n for ea
h n. Sin
e (xn) is a limited sequen
e in
X, some subsequen
e (f∗

ni
) of (f∗

n) is equivalent to (e∗i ). Thus (x∗
ni

) ∼ (e∗i ).Consequently, we have an un
onditional basi
 sequen
e (xn) and a subse-quen
e (x∗
ni

) of the 
oordinate fun
tionals so that (x∗
ni

) ∼ (e∗i ) in [(xn)]∗.Thus (xni
) ∼ (ei) (see Lemma 1 in [28℄).Next we use bibasi
 sequen
es and the te
hniques in the proof of 1.3.1in [35℄ to produ
e a strong 
hara
terization of spa
es whi
h do not have theDPP.Theorem 3.8. The Bana
h spa
e X fails to have the DPP i� there is abounded bibasi
 sequen
e (xn, f∗

n) ∈ X ×X∗ so that (xn), (x∗
n), and (f∗

n) areweakly null.Proof. Note �rst that X has the DPP i� every weakly null sequen
e in Xis a Dunford�Pettis subset of X. Suppose then that X fails to have the DPP,and let (xn) be a weakly null sequen
e in X whi
h is not Dunford�Pettis.By passing to a subsequen
e, we may (and do) assume that (xn) is a weaklynull basi
 sequen
e (apply the Bessaga�Peª
zy«ski sele
tion prin
iple [10℄)whi
h is not a Dunford�Pettis sequen
e in X and none of its subsequen
esis a Dunford�Pettis sequen
e in X. Thus we may assume that there is a
w-null sequen
e (z∗n) in X∗ and z∗n(xn) = 1 for ea
h n. Further, by passingto subsequen
es, we may assume that (z∗n(xm))∞m=1 
onverges for all n. Let
an = limm z∗n(xm) for ea
h n. By passing to another subsequen
e if ne
essary,one may assume that one of the following three 
ases holds:(1) an = 0 for ea
h n.(2) an 6= 0 for ea
h n, and an → 0.(3) There is an ε > 0 for whi
h |an| > ε, n ∈ N.In (1) we set y∗n = z∗n for ea
h n. Now suppose that (2) holds. By passingto subsequen
es, we assume that z∗n−1(xn) < 1/4 for ea
h n. De�ne rn tobe 〈z∗n − (an/an−1)z

∗
n−1, xn〉 for n ∈ N. Sin
e an/an−1 → 1, we may assumethat rn ≥ 1/2 for ea
h n. Set y∗n = (1/rn)(z∗n − (an/an−1)z

∗
n−1), and notethat y∗n

w
→ 0, 〈y∗n, xn〉 = 1, and limm y∗n(xm) = 0 for ea
h n.Suppose next that (3) holds. In this 
ase, the sequen
e (an/an+1) isbounded. Set rn = 〈z∗n − (an/an+1)z

∗
n+1, xn〉. Sin
e (z∗n) is weakly null, we
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may assume (as above) that rn ≥ 1/2 for ea
h n. Set y∗n = (1/rn)(z∗n −

(an/an+1)z
∗
n+1). Then, as in the pre
eding paragraph, y∗n(xn) = 1 , y∗n

w
→ 0,and y∗n(xm)

m
→ 0 for ea
h n.The reader should note that in all three 
ases one has limm y∗m(xn) =

limm y∗n(xm) = 0 for ea
h n. By passing to further subsequen
es if ne
essary,we assume that ∑

m,m 6=n |y
∗
n(xm)| < 1/2, n ∈ N.De�ne T : X → c0 by T (x) = (y∗n(x)). It is not di�
ult to 
he
k that

(T (xn)) ∼ (en). Further, T ∗(e∗n) = y∗n for ea
h n. Thus T ∗ and T are weakly
ompa
t operators. Let Y0 = span{T (xn) : n ∈ N} = [(T (xn))]. De�ne
S0 : Y0 → c0 by S0(T (xn)) = en for ea
h n. Now Y0 is (isomorphi
 to) aseparable subspa
e of c0, and c0 is separably inje
tive. Let S : c0 → c0 be a
ontinuous linear extension of S0, and 
onsider the operator ST : X → c0.Let f∗

n = (ST )∗(e∗n) for ea
h n. Sin
e ST is weakly 
ompa
t and e∗n
w∗

→ 0,it follows that f∗
n

w
→ 0; i.e., the adjoint of a weakly 
ompa
t operator is

w∗-w 
ontinuous. Further, f∗
n(xm) = 〈e∗n, em〉 = δnm. Another appli
ationof the Bessaga�Peª
zy«ski sele
tion prin
iple allows us to assume that (f∗

n)is a weakly null basi
 sequen
e in X∗. Let x∗
n = f∗

n|[(xn)]. To see that (x∗
n)is weakly null, noti
e that the restri
tion operator R : X∗ → [(xn)]∗ mapsweakly null sequen
es to weakly null sequen
es. This 
ompletes the proof ofone impli
ation in the theorem, and the 
onverse impli
ation follows fromthe de�nition.

Remark. By lo
alizing the pre
eding argument, one sees that if K isa bounded subset whi
h is not a Dunford�Pettis subset of X, then one 
an�nd a sequen
e (xn) in K and a weakly null sequen
e (x∗
n) in X∗ so that

x∗
n(xm) = δnm. Lemma 1.3.1 of [35℄ showed that if a bounded subset K of Xis not limited in X, then there exists an operator T : X → c0 so that {en :

n ∈ N} ⊆ T (K). The proof of 3.8 shows that K is not a DP subset of X i�there is a weakly 
ompa
t operator T : X → c0 so that {en : n ∈ N} ⊆ T (K).If (xn) is a basi
 sequen
e in X and (xn) ∼ (en), then (xn) is alwaysa DP sequen
e in X, and Theorems 3.6 and 3.7 investigate when (xn) is alimited sequen
e in X. If (xn) ∼ (e∗n), then (xn) is never a limited or a DPsequen
e in X. However, (e∗n) may embed as a V ∗-subset of X. Also, (e∗n)may embed as a V -subset of X∗.A bounded subset A of X (resp. A of X∗) is 
alled a V ∗-subset of X(resp. a V -subset of X∗) provided that
lim
n

(sup{|x∗
n(x)| : x ∈ A}) = 0

(resp. lim
n

(sup{|x∗(xn)| : x∗ ∈ A}) = 0)for ea
h wuc series ∑

x∗
n in X∗ (resp. wuc series ∑

xn in X). A Bana
hspa
e X has property V if every V -subset of X∗ is relatively weakly 
om-
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pa
t, and X has property V ∗ if every V ∗-subset of X is relatively weakly
ompa
t [31℄.Emmanuele [15℄ and Bombal [4℄ determined when (e∗n) embeds as a V ∗-sequen
e in X.Theorem 3.9. If (xn) is a sequen
e in X and (xn) ∼ (e∗n), then thefollowing are equivalent :(1) {xn : n ≥ 1} is a V ∗-set in X.(2) If N is an in�nite subset of N, then [xn : n ∈ N ] is not 
omplementedin X.Sin
e every limited subset of X is a DP subset of X, it is 
lear that everylimited subset of X is weakly pre
ompa
t. Theorem 4.2 of [3℄ points out thatthe 
lass of bounded and weakly pre
ompa
t sets is properly 
ontained inthe 
lass of V ∗-sets. Sin
e every bounded subset of ℓ∞ is a V -subset of ℓ∞, itis immediate that any isomorphi
 
opy of (e∗n) 
ontained in ℓ∞ is a V -subsetof ℓ∞ whi
h is not weakly pre
ompa
t. Further, a dire
t interpretation ofTheorem 3.10 in terms of V -sets fails: one 
an have (x∗

n) ∼ (e∗n), (x∗
n) is a

V -sequen
e in X∗, and [x∗
n : n ∈ A] is 
omplemented in X∗ for all non-empty

A ⊆ N.Peª
zy«ski gave an operator-theoreti
 
hara
terization of spa
es X whi
hhave property V : Every un
onditionally 
onverging operator with domain Xis weakly 
ompa
t i� every V -subset of X∗ is relatively weakly 
ompa
t. Inthe next theorem, we give elementary operator-theoreti
 
hara
terizationsof weak pre
ompa
tness, relative weak 
ompa
tness, and relative norm 
om-pa
tness for both V -sets and V ∗-sets. The argument 
ontains the theoremin [31℄ just 
ited.Theorem 3.10.(1) The following are equivalent :(1)(i) If T : Y → X∗ is an operator and T ∗|X is un
onditionally
onverging , then T is almost weakly 
ompa
t (weakly 
om-pa
t , resp. 
ompa
t).(1)(ii) Same as (1)(i) with Y = ℓ1.(1)(iii) Every V -subset of X∗ is weakly pre
ompa
t (relatively weakly
ompa
t , resp. relatively 
ompa
t).(2) The following are equivalent :(2)(i) If T : Y → X is an operator so that T ∗ : X∗ → Y ∗ isun
onditionally 
onverging , then T is almost weakly 
ompa
t(weakly 
ompa
t , resp. 
ompa
t).(2)(ii) Same as (2)(i) with Y = ℓ1.
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(2)(iii) Every V ∗-subset of X is weakly pre
ompa
t (relatively weakly
ompa
t , resp. relatively 
ompa
t).Proof. We will show that (1)(i)⇒(1)(ii)⇒(1)(iii)⇒(1)(i) in the weaklypre
ompa
t 
ase, as well as (2)(i)⇒(2)(ii)⇒(2)(iii)⇒(2)(i) in the 
ompa
t
ase. These two arguments are similar, and the arguments for all the re-maining impli
ations in the theorem follow the same pattern.(1) (weakly pre
ompa
t) Certainly (i) implies (ii). Now suppose that Ais a V -subset of X∗, and let (x∗

n) be a sequen
e in A. De�ne T : ℓ1 → X∗ by
T (b) =

∑

bix
∗
i . Sin
e the 
losed absolutely 
onvex hull of (x∗

i ) is a V -subsetof X∗, T ∗|X is un
onditionally 
onverging. Thus T is almost weakly 
om-pa
t, and (T (e∗n)) = (x∗
n) has a weakly Cau
hy subsequen
e. To see that(iii)⇒(i), note that T (BY ) is a V -subset of X∗ i� T ∗|X is un
onditionally
onverging.(2) (
ompa
t) Certainly (i) implies (ii). Suppose that A is a V ∗-subsetof X, and let (xn) be a sequen
e in A. De�ne T : ℓ1 → X as above, andnote that T ∗ is un
onditionally 
onverging. Thus T is 
ompa
t, and (xn)has a norm 
onverging subsequen
e. To see that (iii)⇒(i), use (e) in theintrodu
tion.Theorem 3.10 fa
ilitates a parti
ularly qui
k proof of Theorems 1 and 1′of [31℄.Corollary 3.11. If H is a 
ompa
t Hausdor� spa
e and X is re�exive,then C(H, X) has property V .Proof. If T : Y → C(H, X)∗ is an operator and L = T ∗|C(H,X) is un-
onditionally 
onverging, then L is strongly bounded [7℄, [37℄, [12℄. Sin
e

X is re�exive, L is weakly 
ompa
t ([7, Thm. 4.1℄). Therefore T is weakly
ompa
t, and the desired 
on
lusion follows from part (1) of the pre
edingtheorem.Observations (
) and (d) in the introdu
tion, the fa
t that the 
losedabsolutely 
onvex hull of a DP (resp. limited) subset of X is a DP (resp.limited) subset of X, and the arguments in 3.10 yield the next result.Theorem 3.12.(1) The following are equivalent :(1)(i) If T : Y → X is an operator and T ∗ : X∗ → Y ∗ is 
ompletely
ontinuous, then T is weakly 
ompa
t (resp. 
ompa
t).(1)(ii) Same as (1)(i) with Y = ℓ1.(1)(iii) Every DP subset of X is relatively weakly 
ompa
t (resp. rel-atively 
ompa
t).(2) The following are equivalent :
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(2)(i) If T : Y → X is an operator and T ∗ : X∗ → Y ∗ is w∗-normsequentially 
ontinuous, then T is weakly 
ompa
t (resp. 
om-pa
t).(2)(ii) Same as (2)(i) with Y = ℓ1.(2)(iii) Every limited subset of X is relatively weakly 
ompa
t (resp.relatively 
ompa
t).Corollary 3.13 ([6, parts 5 and 6℄). If X is re�exive or separable, thenevery limited subset of X is relatively 
ompa
t.Proof. In either 
ase, a w∗-norm sequentially 
ontinuous adjoint T ∗ :

X∗ → Y ∗ must be 
ompa
t.Corollary 3.14. If X∗ is isomorphi
 to a C(K)-spa
e, then every DPsubset of X is relatively weakly 
ompa
t.Proof. If X∗ is a C(K)-spa
e and T ∗ : X∗ → Y ∗ is 
ompletely 
ontinu-ous, then T ∗ is un
onditionally 
onverging and thus weakly 
ompa
t [31℄.4. Spa
es of operators. This se
tion will be primarily 
on
erned withstudying the following two (related) questions:(A) Does a spa
e of operators have a 
ertain Dunford�Pettis type prop-erty when the 
odomain and the dual of the domain have this prop-erty?(B) Does c0 embed isomorphi
ally into a spa
e of operators?If X is in�nite-dimensional and c0 →֒ L(X, Y ), then ℓ∞ →֒ L(X, Y ) [27℄,and thus L(X, Y ) must 
ontain a limited 
opy of (en) as well as limitedsets whi
h are not relatively weakly 
ompa
t. In 1.3.6 of [35℄, S
hlumpre
htshowed that if X 
ontains a 
opy of c0�whether the 
orresponding 
opyof (en) is limited or not�then (en) does embed as a non-limited sequen
ein the least 
rossnorm tensor produ
t 
ompletion X ⊗λ Y of X and Y .We say that X has (DPr
P) if every DP subset of X is relatively 
om-pa
t [20℄; X has RDP∗ (or X ∈ (RDP∗)) if every DP subset of X isrelatively weakly 
ompa
t [3℄; X is a Gelfand�Phillips spa
e if every lim-ited subset of X is relatively 
ompa
t, and X has the (BD) property ifevery limited subset of X is relatively weakly 
ompa
t. If ℓ1 6 →֒ X, then
X has the (BD) property [6℄. X has RDP∗ whenever X has V ∗ or X isweakly sequentially 
omplete [3℄. Also, X∗ has RDP∗ whenever X has V . If
c0 →֒ L(X, Y ), then L(X, Y ) fails to belong to any of the 
lasses of spa
esjust de�ned.One 
an �nd numerous referen
es to papers whi
h study the embedabil-ity of c0 in spa
es of operators in [19℄, [18℄, and [27℄. Spe
i�
ally we note that[19℄, [18℄, and [27℄ point out that if the Bana
h spa
e X has an un
onditional�nite-dimensional de
omposition, then c0 →֒ K(X, X). However, is c0 
om-
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plemented in these spa
es? Emmanuele gave a positive answer in Theorem18 of [21℄.Theorem 4.1. Let c0 embed in Kw∗(X∗, Y ). If Y is a Gelfand�Phillipsspa
e, then c0 embeds 
omplementably into Kw∗(X∗, Y ).The te
hniques of S
hlumpre
ht [35, Corollary 1.3.6℄ whi
h were usedto prove Theorem 4.1 
an also be employed with di�erent hypotheses toprodu
e 
omplemented 
opies of c0 in Kw∗(X∗, Y ).Theorem 4.2. Suppose that X and Y are in�nite-dimensional Bana
hspa
es.(i) If c0 →֒ X or c0 →֒ Y , then Kw∗(X∗, Y ) 
ontains a 
opy of c0 whi
his 
omplemented in Kw∗(X∗, Y ).(ii) If c0 6 →֒ X, BY ∗ is w∗-sequentially 
ompa
t , and c0 →֒ Kw∗(X∗, Y ),then c0 is 
omplemented in Kw∗(X∗, Y ).For 
ompleteness, we give a proof of Theorem 4.2.Proof. (i) Let (xn) be a sequen
e of normalized ve
tors in X so that
(xn) ∼ (en). Let (x∗

n) be a sequen
e of norm one fun
tionals in X∗ so that
x∗

n(xn) = ‖xn‖ for ea
h n, and suppose that (y∗n) is a w∗-null sequen
e ofnorm one in Y ∗. For ea
h n ∈ N, 
hoose yn ∈ Y so that 1 ≤ ‖yn‖ ≤ 2and y∗n(yn) = 1. Let T ∈ Kw∗(X∗, Y ), and observe that T ∗ is also w∗-w
ontinuous and 
ompa
t. Therefore ‖T ∗(y∗n)‖ → 0. Consequently, if one de-�nes x∗
n ⊗ y∗n(T ) to be y∗n(T (x∗

n)) = 〈T ∗(y∗n), x∗
n〉, then (x∗

n ⊗ y∗n) is a w∗-nullsequen
e in the dual of Kw∗(X∗, Y ). Moreover, (xn⊗yn) has a natural inter-pretation as a sequen
e in Kw∗(X∗, Y ) [11℄, and then the argument in 1.3.6of [35℄ shows that (xn⊗yn) ∼ (en). Now 〈x∗
n⊗y∗n, xn⊗yn〉 = x∗

n(xn)y∗n(yn) =
‖xn‖ 6→ 0, and (xn ⊗ yn) is not limited in Kw∗(X∗, Y ). Note that we obtainthe same 
onstru
tion if we assume that c0 →֒ Y . An appli
ation of Theorem3.6 gives that [(xn ⊗ yn)] is 
omplemented in Kw∗(X∗, Y ).(ii) Suppose that (Tn) ∼ (en) in Kw∗(X∗, Y ). Then ∑

Tn is weakly un-
onditionally 
onvergent. Without loss of generality, suppose that ‖Tn‖ = 1for ea
h n, and let (x∗
n) be a sequen
e in BX∗ so that ||Tn(x∗

n)|| > 1/2. Nowlet (y∗n) be a sequen
e in BY ∗ so that
〈y∗n, Tn(x∗

n)〉 = ‖Tn(x∗
n)‖ > 1/2.Further, sin
e BY ∗ is w∗-sequentially 
ompa
t, we may assume that y∗n

w∗

→ y∗.Now use the fa
t that ∑

Tn is weakly un
onditionally 
onvergent to see that
∑

T ∗
n(y∗) is weakly un
onditionally 
onvergent�and thus un
onditionally
onvergent�in X. Therefore 〈y∗, Tn(x∗

n)〉 ≤ ‖T ∗
n(y∗)‖ → 0. Consequently,

〈y∗n − y∗, Tn(x∗
n)〉 = 〈y∗n, Tn(x∗

n)〉 − 〈y∗, Tn(x∗
n)〉 ≥ 1/2 − 1/4
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for large n. Spe
i�
ally,

〈Tn, x∗
n ⊗ (y∗n − y∗)〉 6→ 0.Sin
e (x∗

n ⊗ (y∗n − y∗)) is w∗-null in the dual of Kw∗(X∗, Y ), (Tn) is notlimited in this spa
e of operators. Apply Theorem 3.6.
Remark. Theorems 3.7, 4.2, and 3.6 (S
hlumpre
ht's result) make it
lear that a Bana
h spa
e X may 
ontain a 
opy of (en) whi
h is limited in

X as well as a 
opy whi
h fails to be limited in X. In parti
ular, if there are
opies of (en) in X (or Y ) whi
h are limited in X (or Y ), then the naturalisometri
 
opies of these spa
es in Kw∗(X∗, Y ) will produ
e 
opies of (en)whi
h are limited in this spa
e of operators. The 
omplemented 
opy of (en)is not limited in Kw∗(X∗, Y ). Sin
e K(X, Y ) ∼= Kw∗(X∗∗, Y ), noti
e alsothat if c0 6 →֒ X∗, BY ∗ is w∗-sequentially 
ompa
t, and c0 →֒ K(X, Y ), then
c0

c
→֒ K(X, Y ). Consequently, c0

c
→֒ K(ℓ2, ℓ2), and thus (en) embeds as anon-limited sequen
e in K(ℓ2, ℓ2).Re
all that X has the S
hur property pre
isely when weak and norm
onvergen
e of sequen
es in X 
oin
ide. Lust [30℄ and Ryan [34℄ showed that

Lw∗(X∗, Y ) (resp. L(X, Y )) has the S
hur property if and only if X and Y(resp. X∗ and Y ) have the S
hur property. Thus L(c0, ℓ1) is a S
hur spa
e,and c0 6 →֒ L(c0, ℓ1). Note also that L(c0, ℓ1) = K(c0, ℓ1). This equality is
ommon to all spa
es L(X, Y ) whi
h have the S
hur property. We give abrief argument for 
ompleteness.Theorem 4.3. If L(X, Y ) is a S
hur spa
e, then L(X, Y ) = K(X, Y ).Proof. Suppose that T ∈ L(X, Y ) and T is not 
ompa
t. Sin
e Y hasthe S
hur property, T 
annot be almost weakly 
ompa
t. Thus there mustbe a sequen
e in BX without a weakly Cau
hy subsequen
e, and Rosenthal's
ℓ1-theorem guarantees that ℓ1 →֒ X. Therefore L1 →֒ X∗ [10, p. 212℄, and
X∗ 
annot be a S
hur spa
e.We remark that the proof of Theorem 4.3 
ould have been given usingthe fa
t that X∗ has the S
hur property i� X has the DPP and ℓ1 6 →֒ X.In [23℄ we proved the following theorem.Theorem 4.4. If Lw∗(E∗, F ) = Kw∗(E∗, F ) and E and F are weaklysequentially 
omplete, then Kw∗(E∗, F ) is weakly sequentially 
omplete.As a 
onsequen
e, we dedu
e that Kw∗(E∗, F ) has RDP∗ if Lw∗(E∗, F ) =
Kw∗(E∗, F ) and both E and F are weakly sequentially 
omplete.Next we investigate su�
ient 
onditions for a subset of Kw∗(X∗, Y ) tobe relatively weakly 
ompa
t. If H ⊆ Lw∗(X∗, Y ), x∗ ∈ X∗ and y∗ ∈ Y ∗,let H(x∗) = {T (x∗) : T ∈ H} and H∗(y∗) = {T ∗(y∗) : T ∈ H}. Webegin with three lemmas whi
h are similar to results in [26℄. In Corollary 2of [26℄, Kalton used these results to show that if X and Y are re�exive
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and L(X, Y ) = K(X, Y ), then K(X, Y ) is re�exive. Kalton's lemmas areextended to the w∗-w operator 
ase. Theorem 4.8 below extends Corollary 2of [26℄.Let U denote the unit ball of X∗ with the w∗ topology and V denotethe unit ball of Y ∗ with the w∗ topology. For T in Lw∗(X∗, Y ), de�ne χT :
U × V → R by χT (x∗, y∗) = y∗(Tx∗).Lemma 4.5. The mapping T 7→ χT de�nes a linear isometry of the spa
e
Kw∗(X∗, Y ) onto a 
losed subspa
e of C(U × V ).Proof. Suppose x∗

α
w∗

→ x∗ ∈ U and y∗α
w∗

→ y∗ ∈ V . We have
|χT (x∗

α, y∗α) − χT (x∗, y∗)| = |y∗α(Tx∗
α) − y∗(Tx∗)|

≤ |y∗α(Tx∗
α − Tx∗)| + |(y∗α − y∗)(Tx∗)|

≤ ‖Tx∗
α − Tx∗‖ + |(y∗α − y∗)(Tx∗)|.Sin
e T is w∗-w 
ontinuous and 
ompa
t, T is w∗-norm 
ontinuous, andthus ‖Tx∗

α − Tx∗‖ → 0. Also, |(y∗α − y∗)(Tx∗)| → 0 be
ause y∗α
w∗

→ y∗.Thus χT (x∗
α, y∗α) → χT (x∗, y∗) and χT ∈ C(U × V ). Sin
e ‖χT ‖ = ‖T‖ and

T 7→ χT is linear, the 
on
lusion follows.Let wot denote the weak operator topology on L(X, Y ): Tn → T (wot)provided that 〈Tn(x), y∗〉 → 〈T (x), y∗〉 for all x ∈ X and y∗ ∈ Y ∗. Follow-ing [26℄, we let w′ denote the dual weak operator topology de�ned by thefun
tionals T 7→ x∗∗T ∗(y∗), x∗∗ ∈ X∗∗, y∗ ∈ Y ∗.Lemma 4.6. Let A be a subset of Kw∗(X∗, Y ). Then A is weakly 
ompa
tif and only if A is wot-
ompa
t.Proof. Suppose A is wot-
ompa
t and let χ(A) be {χT : T ∈ A}. Let (Tα)be a net in A and (Tβ) be a wot-
onvergent subnet. If Tβ → T (wot), then
χTβ

(x∗, y∗) → χT (x∗, y∗) for all x∗ ∈ X∗ and y∗ ∈ Y ∗, and χ(A) is 
ompa
tin the topology of pointwise 
onvergen
e on C(U × V ). By Grothendie
k'sresult [24℄, χ(A) is weakly 
ompa
t in C(U × V ), and A is weakly 
ompa
tby the pre
eding result.The other impli
ation is 
lear sin
e wot is weaker than the weak topologyon Kw∗(X∗, Y ).Lemma 4.7. Let (Tn) be a sequen
e of w∗-w 
ontinuous 
ompa
t oper-ators su
h that Tn → T (wot), where T is w∗-w 
ontinuous and 
ompa
t.Then Tn → T weakly.Proof. Let A = {(Tn), T} and apply the previous lemma to this wot-
ompa
t set.Next we apply 4.5�4.7 to obtain an extension of Corollary 2 of [26℄.
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Theorem 4.8. If H ⊆ Lw∗(E∗, F ), H(x∗) is relatively weakly 
ompa
tfor ea
h x∗ ∈ E∗, H∗(y∗) is relatively weakly 
ompa
t for ea
h y∗ ∈ F ∗, and

Lw∗(E∗, F ) = Kw∗(E∗, F ), then H is relatively weakly 
ompa
t.Proof. Let (hn) be a sequen
e in H, and let S = [hn(E∗) : n ≥ 1]. The
ompa
tness of ea
h hn implies that S is separable. Therefore (BS∗ , w∗) isa 
ompa
t metri
 spa
e. Let Y = (y∗n) be a w∗-dense sequen
e in S∗. Byhypotheses, {h∗
n(y∗i ) : n ≥ 1} is relatively weakly 
ompa
t for ea
h i. Bydiagonalization, we may (and do) assume that (hni

) is a subsequen
e of (hn)so that (h∗
ni

(y∗k))
∞
i=1 is weakly 
onvergent for ea
h k. In fa
t, without loss ofgenerality, we assume that (h∗

n(y∗)) is weakly 
onvergent for ea
h y∗ ∈ Y .Now 
onsider (hn(x∗)), where x∗ ∈ E∗. This sequen
e must have a weakly
onvergent subsequen
e. Suppose that z1 and z2 are weak sequential 
lusterpoints of this sequen
e. Certainly z1, z2 ∈ S. Suppose that hk(n)(x
∗)

w
→ z1,

hp(n)(x
∗)

w
→ z2, and y∗ ∈ Y . Now

〈z1, y
∗〉 = lim

n
〈hk(n)(x

∗), y∗〉 = lim
n

〈x∗, h∗
k(n)(y

∗)〉

= lim
n

〈x∗, h∗
p(n)(y

∗)〉 = lim
n

〈hp(n)(x
∗), y∗〉 = 〈z2, y

∗〉,and z1 = z2 sin
e Y is w∗-dense in S∗. Therefore (hn(x∗)) is w-
onvergentfor all x∗ ∈ E∗. Set
h(x∗) = w- limhn(x∗) for x∗ ∈ E∗.Next suppose that y∗ ∈ F ∗ and 
onsider h∗(y∗). Without loss of gener-ality, suppose that h∗

n(y∗)
w
→ x ∈ E, and let x∗ ∈ E∗. Then 〈h(x∗), y∗〉 =

limn〈hn(x∗), y∗〉 = limn〈x
∗, h∗

n(y∗)〉 = x∗(x). Thus h∗(y∗) = x, and h is
w∗-w 
ontinuous. Therefore h is 
ompa
t and w∗-w 
ontinuous. Lemma 4.7then shows that hn

w
→ h.Corollary 4.9. If E and F are re�exive and L(E, F ) = K(E, F ), then

K(E, F ) is re�exive.The assumption that H is weakly pre
ompa
t allows an interpretationof Theorem 4.8 for the spa
e L(X, Y ).Theorem 4.10. Suppose that K(X, Y ) = L(X, Y ) and H is a weaklypre
ompa
t subset of K(X, Y ) so that(i) H(x) is relatively weakly 
ompa
t for all x ∈ X,(ii) H∗(y∗) is relatively weakly 
ompa
t for all y∗ ∈ Y ∗.Then H is relatively weakly 
ompa
t.Proof. Let (Tn) be a sequen
e in H. Without loss of generality, supposethat (Tn) is weakly Cau
hy, and let x ∈ X. Sin
e (Tn(x)) has a weakly
onvergent subsequen
e and it is weakly Cau
hy, it follows that it is weakly
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onvergent. Similarly, (T ∗

n(y∗)) is weakly 
onvergent for all y∗ ∈ Y ∗. Let
T ∈ L(X, Y ) be su
h that Tn(x)

w
→ T (x) for all x ∈ X.Sin
e T ∗

n(y∗)
w∗

→ T ∗(y∗) and {T ∗
n(y∗) : n ≥ 1} is relatively weakly 
om-pa
t, one 
an show that T ∗

n(y∗)
w
→ T ∗(y∗), i.e. Tn

w′

→ T in K(X, Y ). ByCorollary 3 of Kalton [26℄, we obtain Tn → T weakly. Thus H is relativelyweakly 
ompa
t.Corollary 4.11. Suppose that Kw∗(X∗, Y ) = Lw∗(X∗, Y ). If both Xand Y have property RDP ∗ (resp. the (BD) property), then Kw∗(X∗, Y ) hasproperty RDP ∗ (resp. the (BD) property).Proof. We present the proof of the result relative to the RDP∗ property;the other 
ase is similar. Let H be a DP set in Kw∗(X∗, Y ). For ea
h x∗ ∈ X∗,
H(x∗) is a DP set in Y , thus relatively weakly 
ompa
t. Similarly H∗(y∗) isrelatively weakly 
ompa
t for ea
h y∗ ∈ Y ∗. Apply Theorem 4.8.Corollary 4.12. Suppose that L(X, Y ) = K(X, Y ) and both X∗ and
Y have RDP ∗ (resp. the (BD) property). Then K(X, Y ) has RDP ∗ (resp.the (BD) property).Corollary 4.13. Suppose that L(X, Y ∗) = K(X, Y ∗) and both X∗ and
Y ∗ have RDP ∗. Then K(X, Y ∗) has RDP ∗ and ℓ1 6

c
→֒ X ⊗γ Y .Proof. K(X, Y ∗) has RDP∗ by 4.12. Note that c0 6 →֒ (X ⊗γ Y )∗ sin
e

L(X, Y ∗) ∼= (X ⊗γ Y )∗ has RDP∗ (c0 does not have RDP∗ sin
e (zn) =
(
∑n

i=1 ei) is a DP set whi
h is not relatively weakly 
ompa
t). By a resultof Bessaga and Peª
zy«ski, ℓ1 6
c
→֒ X ⊗γ Y .The next three theorems 
ontinue to 
on
entrate on 
onditions whi
hensure that spa
es of operators have the RDP∗ or the (BD) property.Theorem 4.14. Suppose that L(X, Y ∗) = K(X, Y ∗) and Y ∗ has RDP ∗.The following statements are equivalent :(i) X∗ has RDP ∗ and ℓ1 6 →֒ X or ℓ1 6 →֒ Y .(ii) K(X, Y ∗) has RDP ∗.Proof. Suppose �rst that X∗ has RDP∗ and ℓ1 6 →֒ X or ℓ1 6 →֒ Y . By4.13, K(X, Y ∗) has RDP∗.Now suppose that K(X, Y ∗) has RDP∗. Then K(Y, X∗) has RDP∗ sin
e

K(Y, X∗) ∼= K(X, Y ∗). Thus X∗ has RDP∗ sin
e the property RDP∗ isinherited by subspa
es. We will show that ℓ1 6 →֒ X or ℓ1 6 →֒ Y . Suppose that
ℓ1 →֒ X and ℓ1 →֒ Y . Hen
e L1 and thus ℓ2 embeds in X∗ and similarly
ℓ2 embeds in Y ∗. Hen
e ℓ2 ⊗λ ℓ2 is isomorphi
 to a subspa
e of L(X, Y ∗) =
K(X, Y ∗) and thus ℓ2 ⊗λ ℓ2 has RDP∗. By Lemma 3.2 of [23℄ (as well as aresult of Emmanuele [18℄), c0 →֒ ℓ2 ⊗λ ℓ2, and we have a 
ontradi
tion sin
e
c0 fails RDP∗.



252 I. Ghen
iu and P. Lewis
Theorem 4.15.(i) Suppose that X has the S
hur property and Y has RDP ∗. Then

Lw∗(X∗, Y ) = Kw∗(X∗, Y ) has RDP ∗ and c0 6 →֒ Kw∗(X∗, Y ).(ii) Suppose that X has RDP ∗ and Y has the S
hur property. Then
Lw∗(X∗, Y ) = Kw∗(X∗, Y ) has RDP ∗ and c0 6 →֒ Kw∗(X∗, Y ).(iii) Suppose that X has the S
hur property and Y has the (BD) property.Then Lw∗(X∗, Y ) = Kw∗(X∗, Y ) has the (BD) property.(iv) Suppose that X has the (BD) property and Y has the S
hur property.Then Lw∗(X∗, Y ) = Kw∗(X∗, Y ) has the (BD) property.Proof. We present the proof of (i); the other 
ases are similar. Let T ∈

Lw∗(X∗, Y ). Then T is weakly 
ompa
t sin
e T ∗ is w∗-w 
ontinuous. Hen
e
T ∗ is 
ompa
t sin
e X is a S
hur spa
e. An appli
ation of 4.11 shows that
Kw∗(X∗, Y ) has RDP∗.Theorem 4.16.(i) Suppose that X∗ is a S
hur spa
e and Y has RDP ∗. Then K(X, Y ) =

L(X, Y ) has RDP ∗ and c0 6 →֒ K(X, Y ). Moreover , if Y = Z∗, then ℓ1 6
c
→֒

X ⊗γ Z.(ii) Suppose that X∗ has RDP ∗ and Y is a S
hur spa
e. Then K(X, Y ) =

L(X, Y ) has RDP ∗ and c0 6 →֒ K(X, Y ). Moreover , if Y = Z∗, then ℓ1 6
c
→֒

X ⊗γ Z.(iii) Suppose that X∗ is a S
hur spa
e and Y has the (BD) property. Then
K(X, Y ) = L(X, Y ) has the (BD) property.(iv) Suppose that X∗ has the (BD) property and Y is a S
hur spa
e. Then
K(X, Y ) = L(X, Y ) has the (BD) property.Proof. We present the proofs for (i) and (ii) only.Let T ∈ L(X, Y ). Sin
e X∗ is a S
hur spa
e, T ∗ is 
ompletely 
ontinuous,and T (BX) is a DP set in Y , thus relatively weakly 
ompa
t. Then T andhen
e T ∗ is weakly 
ompa
t, and therefore 
ompa
t be
ause X∗ has theS
hur property. By 4.12, K(X, Y ) = L(X, Y ) has RDP∗ and c0 6 →֒ K(X, Y ).Suppose now that Y = Z∗. Then c0 6 →֒ K(X, Z∗) ∼= (X ⊗γ Z)∗ and thus
ℓ1 6

c
→֒ X ⊗γ Z. Another appli
ation of 4.12 gives (ii).
Remark. Theorems 4.15 and 4.16 provide examples of spa
es of opera-tors whi
h 
ontain ℓ1 and have the (BD) property.Corollary 4.17. Suppose that X has RDP ∗ (resp. the (BD) property).Then the spa
e l1[X] of all un
onditionally 
onvergent series in X with thenorm

||(xn)|| = sup
{

∑

|x∗(xn)| : x∗ ∈ BX∗

}

has RDP ∗ (resp. the (BD) property).
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Proof. It is known that ℓ1[X] is isometri
ally isomorphi
 to K(c0, X)[20℄. Sin
e X has RDP∗ and c∗0 = ℓ1 has the S
hur property, Theorem 4.16gives the 
on
lusion.The fa
t that the 
ontinuous linear image of a Dunford�Pettis (resp.limited) set is Dunford�Pettis (resp. limited) produ
es the following resultfor quotient spa
es.Theorem 4.18. If X∗ has RDP ∗ (resp. the (BD) property) and Z is aquotient of X, then Z∗ has RDP ∗ (resp. the (BD) property).Proof. Let Q : X → Z be a quotient map. Then Q∗ : Z∗ → X∗ is anisomorphism. If K is a DP subset of Z∗, then Q∗(K) is a DP subset of X∗.Thus Q∗(K) and K must be relatively weakly 
ompa
t.Corollary 4.19. Suppose that L(X∗, Y ∗) = K(X∗, Y ∗) and both X∗∗and Y ∗ have RDP ∗. Then the dual of the spa
e N1(X, Y ) of all nu
learoperators has RDP ∗ and hen
e ℓ1 6

c
→֒ N1(X, Y ).Proof. It is known that N1(X, Y ) is a quotient of X∗ ⊗γ Y ([16℄). ByCorollary 4.13, (X∗ ⊗γ Y )∗ ∼= L(X∗, Y ∗) has RDP∗. An appli
ation of4.18 gives that (N1(X, Y ))∗ has RDP∗. Thus c0 6 →֒ (N1(X, Y ))∗ and ℓ1 6

c
→֒

N1(X, Y ).Feder [22℄ and Emmanuele [19℄ asked if there exist spa
es X and Y sothat c0 6 →֒ K(X, Y ) yet L(X, Y ) 6= K(X, Y ). Emmanuele gave a positivesolution to this question in the 
on
luding �added in proof� remark in [19℄using a fundamental spa
e 
reated by Bourgain and Delbaen [5℄. Resultsof this note highlight additional properties of the Bourgain�Delbaen spa
esas well as operators de�ned on these spa
es. We denote the two spa
es by
X and Y . Both X and Y are in�nite-dimensional spa
es with the Dunford�Pettis property. The spa
e X is a separable L∞-spa
e whi
h is a S
hur spa
e,and both X and X ∗ are weakly sequentially 
omplete. Sin
e X is a S
hurspa
e and X ∗ is weakly sequentially 
omplete, X 
ontains a 
opy of (e∗n)no subsequen
e of whi
h 
an be 
omplemented in X . Thus by Theorem 3.9,
(e∗n) embeds as a V ∗-sequen
e in X .The spa
e Y is a separable L∞-spa
e whi
h is somewhat re�exive. Fur-ther, Y∗ is isomorphi
 to ℓ1. Consequently, there is a sequen
e (y∗n) in Y∗ sothat (y∗n) ∼ (e∗n), (y∗n) is a V -sequen
e in Y∗, and [y∗n : n ∈ A] is 
omple-mented in Y∗ for ea
h non-empty A ⊆ N.If the Bana
h spa
es Z and Z∗ are weakly sequentially 
omplete and

Lw∗(Z∗∗, Z) = Kw∗(Z∗∗, Z),then Kw∗(Z∗∗, Z) is weakly sequentially 
omplete. Sin
e
K(Z, Z) ∼= Kw∗(Z∗∗, Z),
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K(Z, Z) is weakly sequentially 
omplete. If Z is in�nite-dimensional, then
ertainly L(Z, Z) 6= K(Z, Z) and c0 6 →֒ K(Z, Z). Setting Z = X , one obtainsEmmanuele's solution [19℄.Alternatively, suppose that X∗ is weakly sequentially 
omplete, Y is aS
hur spa
e, and L(X, Y ) 6= K(X, Y ). Then K(X, Y ) ∼= Kw∗(X∗∗, Y ) =
Lw∗(X∗∗, Y ), and 4.4 implies that Lw∗(X∗∗, Y ) is weakly sequentially 
om-plete. Thus c0 6 →֒ K(X, Y ).If ℓ1 6 →֒ E and F is arbitrary, then every operator T : E → F is almostweakly 
ompa
t. If F is weakly sequentially 
omplete, then the operator Tis weakly 
ompa
t. If F is S
hur, then T is 
ompa
t. Consequently, if F isS
hur, then L(Y , F ) = K(Y , F ). Spe
i�
ally, note that L(Y ,X ) = K(Y ,X ).Further, an immediate appli
ation of the Lust�Ryan theorem stated earliershows that L(Y ,X ) is a S
hur spa
e and thus is weakly sequentially 
omplete.Consequently,

c0 6 →֒ L(Y ,X ).Moreover, another appli
ation of Theorem 4.4 shows that
Kw∗(X ∗∗, L(Y ,X )) = Lw∗(X ∗∗, L(Y ,X ))is weakly sequentially 
omplete. Therefore

c0 6 →֒ K(X , L(Y ,X )) ∼= Kw∗(X ∗∗, L(Y ,X )).Sin
e X embeds isometri
ally in L(Y ,X ),
L(X , L(Y ,X )) 6= K(X , L(Y ,X )),and we have another example of a solution to the Feder�Emmanuele problemdis
ussed previously.The proof of Theorem 4.14 made use of the fa
t that c0 →֒ ℓ2 ⊗λ ℓ2 andCorollary 1.3.6 of [35℄ showed that if c0 →֒ X, then c0 is 
omplemented in

X ⊗λ X. Certainly c0 6 →֒ X , and the Lust�Ryan theorem (or Theorem 4.4)easily shows that the least 
rossnorm tensor produ
t 
ompletion of any S
hurspa
e with itself does not 
ontain c0. Spe
i�
ally, X ⊗λ X →֒ Lw∗(X ∗,X ),and Theorem 4.4 shows that this spa
e of operators is weakly sequentially
omplete, while the Lust�Ryan result shows even more. This spa
e of oper-ators is a S
hur spa
e; thus X ⊗λ X is a S
hur spa
e.
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