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Abstract

An h-space is a compact set with respect to a quasi-metric and endowed with a Borel measure
such that the measure of a ball of radius r is equivalent to h(r), for some function h. Applying
an approach introduced by Triebel in [29] we define Besov spaces of generalised smoothness on
h-spaces. We describe the techniques and tools used in this construction, namely snowflaked
transforms and charts. This approach relies on using what is known for function spaces on some
fractal sets, which are themselves defined as traces of convenient function spaces on Rn. It has
turned out to be important to obtain new properties and characterisations for the elements of
these spaces, for example, to guarantee the independence of the charts used. So we also present
results for Besov spaces of generalised smoothness on Rn and some special fractal sets, namely
characterisations by differences and a homogeneity property (on Rn) and non-smooth atomic
decompositions.
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1. Introduction

An h-space X = (X, %, µ) is a compact set X with respect to a quasi-metric % and
endowed with a Borel measure µ such that the measure of a ball of radius r is equivalent
to h(r), for some function h, i.e.,

µ(B(x, r)) ∼ h(r) for all x ∈ X and 0 < r ≤ DiamX. (1.0.1)

If we have in particular X ⊂ Rn and % the usual Euclidean metric, we use a different
notation: we denote the set by the letter Γ and the metric by %n. We say in this case
that Γ = (Γ, %n, µ) is an h-set. In [3] and [5] Bricchi characterised the class of functions h
involved. There he also introduced and studied Besov spaces of generalised smoothness
on these fractal sets. We also refer to [17] for characterisations of these function spaces,
which will be used later in this paper. In the particular case where h(r) = rd for some
d > 0, we say that Γ is a d-set. Function spaces on d-sets have been studied with several
methods. We refer to Jonsson and Wallin [15] and Triebel [26, 27].

Another particular class of h-spaces that have been considered are d-spaces. In these
cases, we also have h(r) = rd for some d > 0, but now for (abstract) quasi-metric
spaces X. Function spaces on this kind of spaces have been studied by Han and Yang [12],
where approximations to the identity are used to define the spaces. We refer to [30, 1.17.4],
where several references are given and a comparison between this approach to function
spaces on quasi-metric spaces and the description of Bsp,q(Rn) spaces in terms of local
means is made.

In [29] Triebel presented a different approach to defining Besov spaces on d-spaces,
using snowflaked transforms and Euclidean charts, which allow one to transfer the study
of function spaces on quasi-metric spaces to spaces on fractal sets in some Rn. There were
also presented results involving applications in function spaces on d-spaces, obtained by
making use of what is known about d-sets. It was also proved that, in some cases, the
Besov spaces defined this way coincide with those introduced by Han and Yang.

So, on the one hand there are works about Besov spaces defined on h-sets and on the
other hand about Besov spaces defined on d-spaces. In the present paper we consider,
following Triebel’s approach, this more general class of h-spaces, which includes d-spaces,
d-sets and h-sets.

The main idea is the following: if we consider an h-space X = (X, %, µ), then for
0 < ε < ε0 ≤ 1 there is a bi-Lipschitzian mapping L from the snowflaked version of X,
(X, %ε, µ), into some Rn. This means that

% ε(x, y) ∼ |L(x)− L(y)|, x, y ∈ X. (1.0.2)

[5]
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If we consider Γ = L(X) and the image measure ν = µ ◦ L−1, then using (1.0.1)
and (1.0.2) we conclude that (Γ, %n, ν) is an h1/ε-set, where

h1/ε(r) = h(r1/ε), r ∈ R+.

We say that (X, %, µ;L), or just L, is a Euclidean chart of the h-space. To define
function spaces on (X, %, µ), we consider appropriate function spaces on the h1/ε-set and
then we use the chart to transfer everything to the h-space.

Hence in this paper we study first function spaces on Rn, then, via traces, on h-sets,
and finally, using charts, on h-spaces.

To prove the independence of the charts in the definition of these function spaces, we
rely on non-smooth atomic representations for their elements. In the case of d-spaces, to
obtain this kind of characterisation, Triebel used non-smooth atomic characterisations for
Besov spaces on Rn ([28]) and also two different approaches for Besov spaces on d-sets,
namely the one introduced by Jonsson and Wallin [15] and smooth atomic decompositions
([26]).

A further important tool was the homogeneity property for spaces on Rn (for Triebel–
Lizorkin spaces we refer to [27, Corollary 5.16, p. 66] and for Besov spaces to [8]). So,
considering A ∈ {B,F}, for all 0 < p, q ≤ ∞ (with p < ∞ for the F -spaces) and
s > n(1/min(1, p)− 1) (if A = B) or s > n(1/min(1, p, q)− 1) (if A = F ),

‖f(2−k·) |Asp,q(Rn)‖ ∼ 2−k(s−n/p)‖f |Asp,q(Rn)‖ (1.0.3)

for all k ∈ N0 and all

f ∈ Asp,q(Rn) with supp f ⊂ {x ∈ Rn : |x| ≤ 2−k}. (1.0.4)

In this paper we prove an adapted homogeneity property for Besov spaces of gener-
alised smoothness. We obtain a counterpart of (1.0.3) and (1.0.4) for the quasi-norms of
f and f(2−k·), but with quasi-norms in “different” spaces. This is presented in Section 3
and applied in the same section to prove a characterisation with non-smooth atoms for
Besov spaces of generalised smoothness on Rn.

We remark that for all x, y ∈ X and j ∈ N0,

%(x, y) ∼ 2−j if and only if |L(x)− L(y)| ∼ 2−εj .

Therefore, in order to work with the usual dyadic decompositions in X, we consider in
Rn decompositions where we take 2εj instead of 2j , j ∈ N0. This kind of decomposition
is included in the class of decompositions considered by Farkas and Leopold [11] and by
Moura [22]. We apply some results proved in those papers, namely characterisations with
atomic decompositions and with differences. We also use a standardisation result proved
by Caetano and Leopold [7] to reduce these spaces to corresponding spaces where usual
dyadic decompositions can be taken.

The paper is organised as follows. In Section 2 we collect some notation and concepts
which usually appear in the context of generalised smoothness.

In Section 3 we present results for Besov spaces of generalised smoothness on Rn, such
as atomic decompositions, characterisations with differences and an adapted homogeneity
property.
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In Section 4 we collect some results for Besov spaces on h-sets and obtain characteri-
sations with non-smooth atomic decompositions.

Finally, in Section 5 we describe the technique to introduce function spaces on quasi-
metric spaces using Euclidean charts and study the (in)dependence of the charts. We
also present an example where we use the same tools to get easily estimates for entropy
numbers of embeddings between the above mentioned spaces taking advantage of what
is already known on Rn.

2. Preliminaries

2.1. General notation. First we introduce some standard notation and useful defini-
tions. As usual, N denotes the set of all natural numbers, Rn, n ∈ N, stands for the
n-dimensional real Euclidean space and R = R1. We denote by Z the collection of all
integers; and by Zn, where n ∈ N, the lattice of all points m = (m1, . . . ,mn) ∈ Rn with
mj ∈ Z. Let Nn0 , where n ∈ N, be the set of all multi-indices

α = (α1, . . . , αn) with αj ∈ N0 and |α| =
n∑
j=1

αj .

We denote by [·] the integer-part function.
We use the symbol “.” in

ak . bk or ϕ(r) . ψ(r)

always to mean that there is a positive number c1 such that

ak ≤ c1bk or ϕ(r) ≤ c1ψ(r)

for all values of the discrete variable k or the continuous variable r, where (ak)k, (bk)k
are non-negative sequences and ϕ, ψ are non-negative functions. We use the equivalence
“∼” in

ak ∼ bk or ϕ(r) ∼ ψ(r)

for
ak . bk and bk . ak or ϕ(r) . ψ(r) and ψ(r) . ϕ(r).

We denote by S(Rn) the Schwartz space of all complex-valued rapidly decreasing
infinitely differentiable functions on Rn equipped with the usual topology, and by S ′(Rn)
its topological dual, the space of all tempered distributions on Rn.

As usual, “domain” stands for “open set”. If Ω is a domain in Rn then Lp(Ω) denotes
the collection of all complex-valued Lebesgue measurable functions in Ω such that

‖f |Lp(Ω)‖ :=
(∫

Ω

|f(x)|p dx
)1/p

(with the usual modification if p =∞) is finite.
We use the standard abbreviations

p := max(1, p) and n(1/p− 1)+ = n(1/min{1, p} − 1).
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The Fourier transform of ϕ ∈ S(Rn) is denoted by ϕ̂ or Fϕ. As usual, ϕ̌ and F−1ϕ

stand for the inverse Fourier transform. Both F and F−1 are extended to S ′(Rn) in
the standard way. For ϕ ∈ S(Rn) and f ∈ S ′(Rn) we will use the notation ϕ(D)f =
F−1(ϕFf).

Furthermore, if 0 < q ≤ ∞ then `q has the standard meaning.
If (fj)j∈N0 is a sequence of complex-valued Lebesgue measurable functions on Rn,

then

‖(fj)j∈N0 | `q(Lp)‖ =
( ∞∑
j=0

‖fj |Lp‖q
)1/q

with the appropriate modification if q =∞.
If there is no additional information, when we speak about “functions” we are con-

sidering complex-valued functions.

2.2. Admissible sequences and functions

Definition 2.1. Let σ = (σj)j∈N0 be a sequence of positive numbers. We say that σ is
an admissible sequence if there are positive constants d0, d1 such that

d0σj ≤ σj+1 ≤ d1σj , j ∈ N0. (2.2.1)

Example 2.2. We introduce two particular kinds of admissible sequences that we will
use throughout the paper. So, we will denote by (s) the (admissible) sequence defined by

(s) := (2js)j∈N0 , s ∈ R.

Let ψ : (0, 1] → R be a positive monotone function such that ψ(2−2j) ∼ ψ(2−j) for all
j ∈ N0. We will denote by (s, ψ) the sequences

(s, ψ) := (2jsψ(2−j))j∈N0 , s ∈ R,

which are also admissible sequences.

Notation 2.3. Let σ = (σj)j∈N0 and β = (βj)j∈N0 be admissible sequences. We denote
by σ−1 and σβ the (admissible) sequences given by

σ−1 = (σ−1
j )j∈N0 and σβ = (σjβj)j∈N0 .

Definition 2.4. A function Λ : (0,∞)→ (0,∞) will be called an admissible function if
it is continuous and if, for any b > 0,

Λ(bz) ∼ Λ(z), z > 0.

Convention 2.5. Hereafter, by N we will always denote a sequence N = (Nj)j∈N0 of
real positive numbers such that there exist two numbers 1 < λ0 ≤ λ1 with

λ0Nj ≤ Nj+1 ≤ λ1Nj , j ∈ N0.

Remark 2.6. In particular, N is admissible and is a so-called strongly increasing se-
quence (cf. [11]). For such N there exists a number l0 ∈ N such that

2Nj ≤ Nk for any l, k such that j + l0 ≤ k.

This is true if, for instance, λl00 ≥ 2. We fix such an l0 in the following.
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In the next sections it will be convenient to associate an admissible function to an
admissible sequence as follows:

Definition 2.7. Let σ be an admissible sequence and Λ be an admissible function. We
will say that Λ is associated to {σ,N} if Λ(z) ∼ σj for any z ∈ [Nj , Nj+1], for any
j ∈ N0 with equivalence constants independent of j.

If Nj = 2j , j ∈ N0, we shall simply write that Λ is associated to σ.

The next example, which can be found in [6], guarantees that, given admissible se-
quences σ and N , with N according to Convention 2.5, there is an admissible function Λ
associated to {σ,N}.

Example 2.8. Let σ = (σj)j∈N0 be an admissible sequence. The function Λ : (0,∞) →
(0,∞) defined by

Λ(z) =


σj+1 − σj
Nj+1 −Nj

(z −Nj) + σj , z ∈ [Nj , Nj+1), j ∈ N0,

σ0, z ∈ (0, N0),

is an admissible function associated to {σ,N}.

In the context of generalised smoothness we need something which plays the role of
the regularity index s in the case of classical smoothness. We will use the indices described
below.

Definition 2.9. Let σ = (σj)j∈N0 be an admissible sequence and

σj := inf
k∈N0

σj+k
σk

and σj := sup
k∈N0

σj+k
σk

, j ∈ N0.

The lower and upper Boyd indices of the sequence σ are defined, respectively, by

s(σ) := lim
j→∞

log σj
j

and s(σ) := lim
j→∞

log σj
j

,

where log denotes logarithm to base 2.

Remark 2.10. For an admissible sequence σ, the sequence (log σj)j∈N0 is subadditive.
This justifies the definition of s(σ). As log σj = − log(σ−1)j , s(σ) also makes sense.

We remark that if σ and β are admissible sequences such that σ ∼ β, then their Boyd
indices coincide.

We will apply frequently the following property: for each δ > 0 there are positive
constants c1 = c1(δ) and c2 = c2(δ) such that for all j, k ∈ N0,

c12(s(σ)−δ)j ≤ σj+k/σk ≤ c22(s(σ)+δ)j . (2.2.2)

Remark 2.11. In the context of generalised smoothness Bricchi [3] considered

s(σ) = lim inf
j→∞

log(σj+1/σj), s(σ) = lim sup
j→∞

log(σj+1/σj).

If σ is an admissible sequence, then by (2.2.1) it follows immediately that both s(σ) and
s(σ) are well-defined and finite. These indices were used by Bricchi [3] to deal with Besov
spaces with generalised smoothness.

The indices s(σ) and s(σ) [respectively s(σ) and s(σ)] may not coincide. In the proofs
of his results, Bricchi used certain conditions on s(σ) and s(σ) in order to get estimates
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of type (2.2.2) with j = 1 or k = 0. Most conditions in his results can be adapted to use
s(σ) and s(σ). Along this work we made that adaptation.

We will also deal with the following particular kind of admissible sequences.

Proposition 2.12. Let σ = (σj)j∈N0 be an admissible sequence and Λ an admissible
function associated to σ. Let α > 0. Then

σα = (σα,j)j∈N0 , σα,j := Λ(2αj), (2.2.3)

is an admissible sequence. Furthermore,

s(σα) = αs(σ) and s(σα) = αs(σ). (2.2.4)

Let k ∈ N0. The sequence
Tk(σ) = (σj+k)j∈N0

is admissible and
s(Tk(σ)) = s(σ) and s(Tk(σ)) = s(σ). (2.2.5)

Proof. Step 1. We prove (2.2.4) for 0 < α ≤ 1, taking advantage of the fact that, for
such α,

{[αk] : k ∈ N0} = N0. (2.2.6)

Let γ = σα. One can easily see that
γj+k
γk
∼
σ[αk]+[αj]

σ[αk]
for all j, k ∈ N0. (2.2.7)

By (2.2.6) and (2.2.7),

γj ∼ σ[αj] and γ
j
∼ σ[αj], j ∈ N0.

Hence

s(γ) = lim
j→∞

log σ[αj]

j
= α lim

j→∞

log σ[αj]

[αj]
lim
j→∞

[αj]
αj

= αs(σ).

Analogously s(γ) = αs(σ).

Step 2. Let α > 1 and γ = σα. Then σ ∼ γα−1 and so, by Remark 2.10 and Step 1,

s(σ) =
1
α
s(γ) and s(σ) =

1
α
s(γ).

Step 3. We prove (2.2.5) for the lower Boyd index. We fix k ∈ N0 and consider β = Tk(σ).
For all j ∈ N0,

β
j

= inf
t∈N0

βj+t
βt

= inf
t∈N0

σj+k+t

σk+t
≥ σj .

So s(β) ≥ s(σ).
For all j ∈ N0,

σj = inf
{

inf
t≥k

σj+t
σt

, inf
0≤t<k

σj+t
σt

}
= inf

{
β
j
, inf
0≤t<k

σj+t
σt

}
.

Let δ > 0. Applying (2.2.2), we obtain

inf
0≤t<k

σj+t
σt

= inf
0≤t<k

(
σj+t
σj+k+t

· σj+k+t

σk+t
· σk+t

σt

)
≥ c2−(s(σ)+δ)k2(s(σ)−δ)k inf

0≤t<k

βj+t
βt

.
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Hence, for all j ∈ N0,

σj ≥ min{1, c2−(s(σ)+δ)k2(s(σ)−δ)k}β
j
,

and so s(β) ≤ s(σ).

Remark 2.13. It follows immediately that, in the conditions of Proposition 2.12, the
sequence Tk(σα) is admissible and its Boyd indices can be expressed by means of the
corresponding indices of σ. For Nα = (2jα)j∈N0 , the function Λ(2αk·) is an admissible
function associated to {Tk(σα), Nα}.

Remark 2.14. The notation σα, denoting a sequence as in (2.2.3), should not be confused
with σj , denoting a term of the sequence σ. The distinction follows clearly from the
context, but we make the convention that a σ with an index will always denote a sequence
as in (2.2.3) whenever the index can potentially assume non-integer values. Nevertheless,
when a sequence is named by using N as in Nα, we reserve the special meaning (2αj)j∈N0

for it, which will be recalled whenever deemed necessary.

3. Besov spaces of generalised smoothness on Rn

3.1. The Fourier-analytic approach

Definition 3.1. For N as in Convention 2.5 and Remark 2.6 we define the associated
covering ΩN := (ΩNj )j∈N0 of Rn by

ΩNj =

{
{ξ ∈ Rn : |ξ| ≤ Nj+l0}, j = 0, 1, . . . , l0 − 1,

{ξ ∈ Rn : Nj−l0 ≤ |ξ| ≤ Nj+l0}, j ≥ l0.

A system ϕN = (ϕNj )j∈N0 will be called a (generalised) partition of unity subordinated
to ΩN if:

(i) ϕNj ∈ C∞0 (Rn) and ϕNj (ξ) ≥ 0 if ξ ∈ Rn for any j ∈ N0;
(ii) suppϕNj ⊂ ΩNj for any j ∈ N0;
(iii) for any α ∈ Nn0 there exists a constant cα > 0 such that for any j ∈ N0,

|DαϕNj (ξ)| ≤ cα(1 + |ξ|2)−|α|/2 for any ξ ∈ Rn;

(iv) there exists a constant cϕ > 0 such that
∞∑
j=0

ϕNj (ξ) = cϕ <∞ for any ξ ∈ Rn.

Let us define Besov spaces of generalised smoothness on Rn, according to [11]:

Definition 3.2. Let σ = (σj)j∈N0 be an admissible sequence and 0 < p, q ≤ ∞. Let
N = (Nj)j∈N0 and ϕN = (ϕNj )j∈N0 be as in Definition 3.1. The Besov space of generalised
smoothness on Rn is given by

Bσ,Np,q (Rn) := {f ∈ S ′(Rn) : ‖f |Bσ,Np,q (Rn)‖ = ‖(σjϕNj (D)f)j∈N0 | `q(Lp)‖ <∞}.



12 A. M. Caetano and S. Lopes

Remark 3.3. This Fourier-analytic description of Besov spaces of generalised smoothness
was given in [11]. In that work one can also find some information about the history of
function spaces of generalised smoothness with several references.

If p = q we abbreviate Bσ,Np (Rn) = Bσ,Np,p (Rn).
If Nj = 2j , j ∈ N0, we recover the Besov spaces of generalised smoothness studied by

Bricchi [3] and we write Bσp,q(Rn).
If N = (2j)j∈N0 and σ = (s) for some s ∈ R the above spaces coincide with the usual

Besov spaces usually denoted by Bsp,q(Rn) treated in detail by Triebel [24], [25], [27]. We

will follow the notation described above and denote these spaces by B(s)
p,q(Rn).

In Rn, it is useful to deal with powers 2−εj , j ∈ N0, besides the usual 2−j , j ∈ N0.
The following proposition clarifies how to switch from one case to the other. It is a
consequence of a result proved by Caetano and Leopold [7, p. 432, Theorem 1]. This
theorem is a standardisation result for Besov and Triebel–Lizorkin spaces of generalised
smoothness, allowing the reduction, under suitable hypotheses, to corresponding spaces
with the usual dyadic decomposition on the Fourier side. Hence, it states that, under some
conditions, Bσ,Np,q (Rn) can be reduced to Bβp,q(Rn) and the construction of the sequence
β is given.

Proposition 3.4. Let 0 < ε ≤ 1, Nε = (2εj)j∈N0 , σ be an admissible sequence and σε
be as in (2.2.3). Then

Bσp,q(Rn) = Bσε,Nε
p,q (Rn)

(with equivalent quasi-norms).

Remark 3.5. It follows from Proposition 3.4 that, under the same conditions, for all
k ∈ N0,

B
T[εk](σ)
p,q (Rn) = BTk(σε),Nε

p,q (Rn) (3.1.1)

(with equivalent quasi-norms), where we are using the notation introduced in Proposition
2.12. Following the proof of [7, Theorem 1, p. 432] one can conclude that the equivalence
constants in (3.1.1) are independent of k.

3.2. Characterisation by smooth atomic decompositions

Definition 3.6. Let 0 < ε ≤ 1. We say that {yj,l : l ∈ Zn} ⊂ Rn, with j ∈ N0, is a
2−εj-approximate lattice if there exist positive numbers cε,1 and cε,2 such that

|yj,l1 − yj,l2 | ≥ cε,12−εj , j ∈ N0, l1 6= l2, (3.2.1)

and
Rn =

⋃
l∈Zn

B(yj,l, cε,22−εj). (3.2.2)

Assumption 3.7. In what follows, in all results involving approximate lattices, we assume
that they are fixed.

Example 3.8. Let 0 < ε ≤ 1. For all j ∈ N0, {2−εj l : l ∈ Zn} is a 2−εj-approximate
lattice.
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When the particular lattices of the above example are considered, they are usually
related to the cubes we describe next.

Definition 3.9. Let 0 < ε ≤ 1, j ∈ N0 and l ∈ Zn, l = (l1, . . . , ln). We denote by Qεj,l
the half-open cube in Rn with center at 2−εj l, sides parallel to the coordinate axes and
side length 2−εj ,

Qεj,l =
{
x = (x1, . . . , xn) ∈ Rn :

−2−εj

2
< 2−εj li − xi ≤

2−εj

2
, i = 1, . . . , n

}
.

Definition 3.10. Let 0 < ε ≤ 1, j ∈ N0, m ∈ Zn and 0 < p ≤ ∞. We denote by χ(p)
εj,m

the p-normalised characteristic function of the cube Qεj,m, i.e.,

χ
(p)
εj,m = 2εjn/p if x ∈ Qεj,m and χ

(p)
εj,m = 0 if x 6∈ Qεj,m.

Definition 3.11. Let 0 < p, q ≤ ∞, 0 < ε ≤ 1 and

λ = {λj,l ∈ C : j ∈ N0, l ∈ Zn}.

Then

‖λ | bp,q‖ :=
( ∞∑
j=0

∥∥∥ ∑
l∈Zn

λj,lχ
(p)
εj,l

∣∣∣Lp(Rn)
∥∥∥q)1/q

=
( ∞∑
j=0

( ∑
l∈Zn

|λj,l|p
)q/p)1/q

(with the usual modification if p =∞ or q =∞) and

bp,q := {λ : ‖λ | bp,q‖ <∞}.

If p = q we use the abbreviation bp = bp,p.

Definition 3.12. Let K ∈ N0 and 0 < ε ≤ 1. Consider, for all j ∈ N0, a fixed 2−εj-
approximate lattice as in Definition 3.6. Let d > cε,2, where cε,2 is as in (3.2.2). Consider
an admissible sequence σ and Λ an admissible function associated to σ. For k ∈ N0,
consider σε as in (2.2.3).

(i) A function a ∈ CK(Rn) is called a d-σ-1K-ε-atom if

supp a ⊂ B(y0,l, d) for some l ∈ Zn

and
sup
x∈Rn

|Dαa(x)| ≤ σ−1
0 for |α| ≤ K.

(ii) Additionally, let 0 < p ≤ ∞ and L ∈ N0 ∪ {−1}. A function a ∈ CK(Rn) is called a
d-(σ, p)K,L-ε-atom if for some j ∈ N,

supp a ⊂ B(yj,l, d2−εj) for some l ∈ Zn,

sup
x∈Rn

|Dαa(x)| ≤ σ−1
j 2εjn/p2ε|α|j for |α| ≤ K,

and ∫
Rn

xβa(x) dx = 0 if |β| ≤ L. (3.2.3)

Remark 3.13. If L = −1 then no moment condition (3.2.3) is required. In this case we
omit the subscript “L” and we simply speak of d-(σ, p)K-ε-atoms. We say for an atom as
above that it is located at B(yj,l, d2−εj) and we shall denote it by aj,l.
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Theorem 3.14. Let 0 < p, q ≤ ∞, k ∈ N0, 0 < ε ≤ 1, Nε = (2εj)j∈N0 and σ be an
admissible sequence such that

s(σ) > n(1/p− 1)+.

Fix K ∈ N0 with K > s(σ) and d > cε,2, for cε,2 as in (3.2.2). Then f ∈ S ′(Rn) belongs
to BTk(σε),Nε

p,q (Rn) if, and only if, it can be represented as

f(x) =
∞∑
j=0

∑
l∈Zn

νj,la
j,l(x), (3.2.4)

with unconditional convergence in S ′(Rn), where aj,l are d-Tk(σε)-1K-ε-atoms (j = 0)
or d-(Tk(σε), p)K-ε-atoms (j ∈ N) according to Definition 3.12 and Remark 3.13, and
ν ∈ bp,q. Furthermore,

‖f |BTk(σε),Nε
p,q (Rn)‖ ∼ inf ‖ν | bp,q‖ (3.2.5)

are equivalent quasi-norms where the infimum is taken over all admissible representa-
tions (3.2.4). The equivalence constants in (3.2.5) are independent of k.

Remark 3.15. A characterisation of the spaces Bσ,Np,q (Rn) with atomic decompositions
was proved in [11]. In that work atoms were defined as being located in cubes as in
Definition 3.9 with Nj instead of 2εj .

For the next sections it is convenient to have such a result for BTk(σε),Nε
p,q (Rn) taking

atoms located in more general approximate lattices, as in Definition 3.6, and also guaran-
teeing the independence from k of all constants involved. This can be obtained following
directly the proofs of Theorem 4.4.3, p. 49, in [11] and all the intermediate results and
relying also on the characterisations of Bσ,Np,q (Rn) with quarkonial decompositions located
in these more general approximate lattices obtained by Knopova and Zähle in [17].

3.3. Characterisation by differences and homogeneity. We recall the definition of
differences of functions. If f is an arbitrary complex-valued function on Rn, u ∈ Rn and
M ∈ N, then

(∆M
u f)(x) :=

M∑
j=0

(
M

j

)
(−1)M−jf(x+ ju), x ∈ Rn,

where
(
M
j

)
are the binomial coefficients. The differences of functions can also be defined

iteratively via

(∆1
uf)(x) = f(x+ u)− f(x) and (∆k+1

u f)(x) = ∆1
u(∆k

uf)(x), k ∈ N.

Furthermore, the kth modulus of smoothness of a function f ∈ Lp(Rn), 0 < p ≤ ∞,
k ∈ N, is defined by

ωk(f, t)p := sup
|u|≤t

‖∆k
uf |Lp(Rn)‖, t > 0.

In [16] equivalent norms involving differences for some Besov spaces of generalised
smoothness were presented. In [22], Moura gave a characterisation of Besov spaces with
generalised smoothness in terms of differences. In the next theorem we present equivalent
quasi-norms more convenient for what will be done in the next sections.
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Theorem 3.16. Let 0 < ε ≤ 1, Nε = (2εj)j∈N0 , 0 < p, q ≤ ∞, σ be an admissible
sequence and Λ be an admissible function associated to σ. Assume that

s(σ) > n(1/p− 1)+ and s(σ) < M ∈ N. (3.3.1)

For any b ∈ (0,∞), BTk(σε),Nε
p,q (Rn) is the collection of all f ∈ Lp(Rn), with p = max(1, p),

such that

‖f |BTk(σε),Nε
p,q (Rn)‖∗M := σε,k‖f |Lp(Rn)‖

+
(∫
|u|≤b

(Λ(2εk|u|−1)ωM (f, |u|)p)q
du

|u|n

)1/q

(3.3.2)

is finite or, equivalently, such that

‖f |BTk(σε),Nε
p,q (Rn)‖M := σε,k‖f |Lp(Rn)‖

+
(∫
|u|≤b

(
Λ(2εk|u|−1)‖∆M

u f |Lp(Rn)‖
)q du
|u|n

)1/q

(3.3.3)

is finite (with the usual modification if q = ∞). Moreover, ‖ · |BTk(σε),Nε
p,q (Rn)‖∗M and

‖ · |BTk(σε),Nε
p,q (Rn)‖M are equivalent quasi-norms for B

Tk(σε),Nε
p,q (Rn) and the related

equivalence constants are independent of k.

Proof. Step 1. The function Λ(2εk·) is an admissible function associated to {Tk(σε), Nε}.
Hence, according to [22], in the conditions considered,

‖f |Lp(Rn)‖+
(∫
|u|≤b

(Λ(2εk|u|−1)ωM (f, |u|)p)q
du

|u|n

)1/q

(3.3.4)

is an equivalent quasi-norm in B
Tk(σε),Nε
p,q (Rn). In Moura’s work there was no interest in

taking sequences Tk(σε) and guaranteeing the independence from k. Following the proof
in [22] adapted to our purposes, we conclude that one has to modify (3.3.4) to (3.3.2)
to get equivalent quasi-norms where the related equivalence constants can be chosen
independently of k. Moreover, actually f ∈ BTk(σε),Nε

p,q (Rn) if, and only if, f ∈ Lp(Rn)
and (3.3.2) is finite.

Step 2. It remains to prove that (3.3.2) can be replaced by (3.3.3). If f belongs to
B
Tk(σε),Nε
p,q (Rn), then by embedding and Step 1 one finds that f ∈ Lp(Rn) and

‖f |BTk(σε),Nε
p,q (Rn)‖M ≤ ‖f |BTk(σε),Nε

p,q (Rn)‖∗M . ‖f |BTk(σε),Nε
p,q (Rn)‖.

We now prove the converse. We follow Triebel’s proof for the classical Besov spaces
in [24, Section 2.5.12]. We will consider Λ as in Example 2.8 taking there N = (2j)j∈N0 .
Let f ∈ Lp(Rn) be such that ‖f |BTk(σε),Nε

p,q (Rn)‖M < ∞ for some b > 0. We fix δ ∈
(0, s(σ)). There is jδ ∈ N0 such that

σj+t/σt ≥ 2(s(σ)−δ)j , j ≥ jδ. (3.3.5)

Let m ∈ N be such that εm ≥ jδ + 3. For all x ∈ [2εj , 2ε(j+1)), j ∈ N0,

Λ(2εkx) ≤ max
0≤i≤2

σ[ε(j+k)]+i and Λ(2εm · 2εkx) ≥ min
[εm]≤l≤[εm]+3

σ[ε(j+k)]+l,
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and so, by (3.3.5), we obtain

Λ(2εkx)
Λ(2εm · 2εkx)

≤ max
0≤i≤2,

[εm]≤l≤[εm]+3

σ[ε(j+k)]+i

σ[ε(j+k)]+i+(l−i)

≤ max
0≤i≤2,

[εm]≤l≤[εm]+3

2−(l−i)(s(σ)−δ) ≤ 2−(s(σ)−δ). (3.3.6)

Hence, for q <∞,

I =
∫
|u|≤b

(
Λ(2εk|u|−1)ωM (f, |u|)p

)q du

|u|n

=
∫
|u|≤b

(
Λ(2εk|u|−1) sup

|ρ|≤|u|
‖∆M

ρ f |Lp(Rn)‖
)q du

|u|n

≤
∫
|u|≤b

(
Λ(2εk|u|−1) sup

2−εm|u|≤|ρ|≤|u|
‖∆M

ρ f |Lp(Rn)‖
)q du

|u|n

+
∫
|u|≤b

(
Λ(2εk|u|−1) sup

|ρ|≤2−εm|u|
‖∆M

ρ f |Lp(Rn)‖
)q du

|u|n

≤
∫
|u|≤b

(
Λ(2εk|u|−1) sup

2−εm|u|≤|ρ|≤|u|
‖∆M

ρ f |Lp(Rn)‖
)q du
|u|n

+ 2−q(s(σ)−δ)I,

where we have used (3.3.6). So,

I .
∫
|u|≤b

(
Λ(2εk|u|−1) sup

2−εm|u|≤|ρ|≤|u|
‖∆M

ρ f |Lp(Rn)‖
)q du
|u|n

. (3.3.7)

Let ρ = ρ0 + ρ1. Then

eiρ·ξ − 1 = eiρ0·ξ(eiρ1·ξ − 1) + eiρ0·ξ − 1. (3.3.8)

Next we will raise (3.3.8) to the power 2M , M ∈ N, apply it to Ff and take the inverse
Fourier transform of the result to obtain

‖∆2M
ρ f |Lp(Rn)‖q ≤ c‖∆M

ρ0
f |Lp(Rn)‖q + c‖∆M

ρ1
f |Lp(Rn)‖q. (3.3.9)

We present the calculations to obtain (3.3.9) from (3.3.8): For ϕ ∈ S(Rn) and u ∈ Rn,

(F(e−iu·ξ(F−1ϕ)(ξ)))(z) = (F(F−1ϕ))(z + u) = ϕ(z + u).

Hence,

〈(F−1(e−iu·ξ(Ff)(ξ)))(y), ϕ(y)〉 = 〈f(z), (F(e−iu·ξ(F−1ϕ)(ξ)))(z)〉

= 〈f(z), ϕ(z + u)〉 =
∫

Rn

f(y − u)ϕ(y) dy. (3.3.10)

So, F−1
(
e−iu·ξ(Ff)(ξ)

)
is a regular distribution given by f(y − u), y ∈ Rn.

Now, on the one hand,

[F−1((eiρ·ξ − 1)2M (Ff)(ξ))](y) = (∆2M
ρ f)(y). (3.3.11)

On the other hand, by (3.3.8), and writing temporarily ‖ · ‖p instead of ‖ · |Lp(Rn)‖, we
have
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‖F−1((eiρ·ξ − 1)2M (Ff)(ξ))‖p

=
∥∥∥∥F−1

( 2M∑
t=0

(
2M
t

)
eitρ0·ξ(eiρ1·ξ − 1)t(eiρ0·ξ − 1)2M−t(Ff)(ξ)

)∥∥∥∥
p

≤ c
M∑
t=0

‖F−1{eitρ0·y[F(F−1(eiρ1·ξ − 1)t(eiρ0·ξ − 1)2M−t(Ff)(ξ))](y)}‖p

+ c

2M∑
t=M+1

‖F−1{eitρ0·y[F(F−1(eiρ1·ξ − 1)t(eiρ0·ξ − 1)2M−t(Ff)(ξ))](y)}‖p

≤ c
M∑
t=0

‖F−1{(eiρ1·y − 1)t[F(F−1(eiρ0·ξ − 1)2M−t(Ff)(ξ))](y)}‖p

+ c

2M∑
t=M+1

‖F−1{(eiρ0·y − 1)2M−t[F(F−1(eiρ1·ξ − 1)t(Ff)(ξ))](y)}‖p

= c

M∑
t=0

‖∆t
ρ1

[F−1(eiρ0·ξ − 1)2M−t(Ff)(ξ)]‖p

+ c

2M∑
t=M+1

‖∆2M−t
ρ0

[F−1(eiρ1·ξ − 1)t(Ff)(ξ)]‖p

≤ c′
M∑
t=0

‖F−1(eiρ0·ξ − 1)2M−t(Ff)(ξ)‖p + c′
2M∑

t=M+1

‖F−1(eiρ1·ξ − 1)t(Ff)(ξ)‖p

= c′
M∑
t=0

‖∆2M−t
ρ0

f‖p + c′
2M∑

t=M+1

‖∆t
ρ1
f‖p ≤ c′′‖∆M

ρ0
f‖p + c′′‖∆M

ρ1
f‖p,

where we have also applied (3.3.10) and (3.3.11), and the constants involved are inde-
pendent of ρ, ρ0, ρ1 and f . So we have proved (3.3.9).

Let ρ ∈ Rn with 2−εm|u| ≤ |ρ| ≤ |u| and let K be the ball represented in Figure 1.

ρ0

ρ1

ρ

K

|u|
2εm+2

|u|
2εm+1

|u|
2εm

|u|

Fig. 1
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Integrating (3.3.9) over K, we obtain

‖∆2M
ρ f |Lp(Rn)‖q ≤ c

∫
|u|/2εm+2≤|λ|≤|u|

‖∆M
λ f |Lp(Rn)‖q dλ · |u|−n

≤ c′
∫

2−εm−2≤|λ|≤1

‖∆M
λ|u|f |Lp(R

n)‖q dλ ≤ c
∫ 1

2−εm−2

∫
ωn

‖∆M
rvωf |Lp(Rn)‖q dω dv,

with r = |u| and polar coordinates v and ω ∈ ωn, the unit sphere in Rn. We take the
supremum with respect to ρ, where |u|/2εm ≤ |ρ| ≤ |u|, multiply by Λ(2εk|u|−1)q · |u|−n,
and integrate, obtaining∫

|u|≤b
Λ(2εk|u|−1)q sup

|u|/2εm≤|ρ|≤‖u|
‖∆2M

ρ f |Lp(Rn)‖q du

|u|n

=
∫ b

0

Λ(2εkr−1)q sup
r/2εm≤|ρ|≤r

‖∆2M
ρ f |Lp(Rn)‖q dr

r

≤ c
∫ 1

2−εm−2

∫
ωn

∫ b

0

Λ(2εkr−1)q‖∆M
rvωf |Lp(Rn)‖q dr

r
dω dv

≤ c′
∫
|u|≤b

Λ(2εk|u|−1)q‖∆M
u f |Lp(Rn)‖q du

|u|n
, (3.3.12)

where we have also applied (2.2.2) and the constants are independent of k. Hence, for
0 < q <∞, we have proved that if f ∈ Lp(Rn) with ‖f |BTk(σε),Nε

p,q (Rn)‖M <∞ for some
b > 0, then

‖f |BTk(σε),Nε
p,q (Rn)‖∗2M . ‖f |BTk(σε),Nε

p,q (Rn)‖M .

The case q =∞ is proved by making the usual modifications. By Step 1, we conclude.

Remark 3.17. Although not explicitly mentioned in the above proof, in order to derive
(3.3.7) one has to guarantee beforehand the finiteness of I. This follows by the same kind
of arguments used to prove (3.3.12). The interested reader can see a detailed argument
in [18].

In the next proposition we present equivalent quasi-norms for the elements of certain
subspaces of Besov spaces of generalised smoothness on Rn. It will be an important tool
to prove the adapted homogeneity property for spaces of generalised smoothness.

Proposition 3.18. Let Ω be a bounded domain in Rn. Let σ be an admissible sequence
and Λ an admissible function associated to σ. Assume that

0 < p, q ≤ ∞, s(σ) > n(1/p− 1)+, s(σ) < M ∈ N.

Let 0 < ε ≤ 1, Nε = (2εj)j∈N0 , b > 0 and k ∈ N0. Then

‖f |BTk(σε),Nε
p,q (Rn)‖ ∼

(∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
u f |Lp(Rn)‖)q du

|u|n

)1/q

(3.3.13)

(with the usual modification if q =∞) for all

f ∈ BTk(σε),Nε
p,q (Rn) with supp f ⊂ Ω. (3.3.14)

The equivalence constants in (3.3.13) are independent of f and k.



Spaces of generalised smoothness on quasi-metric spaces 19

Proof. We present the proof for 0 < q <∞. The case q =∞ requires the usual adapta-
tions.

One of the inequalities follows immediately from Theorem 3.16. So we just have to
prove that under the above conditions there is a positive number c such that

‖f |Lp(Rn)‖ ≤ cσ−1
ε,k

(∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
u f |Lp(Rn)‖)q du

|u|n

)1/q

for all k ∈ N0 and for all f as in (3.3.14). As supp f is contained in a fixed bounded set,
for 0 < p < 1 we have

‖f |Lp(Rn)‖ ≤ c‖f |L1(Rn)‖.

Hence it is enough to prove that, for 0 < p ≤ ∞,

‖f |Lp(Rn)‖ ≤ cσ−1
ε,k

(∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
u f |Lp(Rn)‖)q du

|u|n

)1/q

for all k ∈ N0 and for all f as in (3.3.14). We can suppose that b ≤ 1. Therefore, picking
δ ∈ (0, s(σ)− n(1/p− 1)+) and choosing J ∈ N0 such that 2−εJ ≤ b, we obtain

σ−qε,k

∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
u f |Lp(Rn)‖)q du

|u|n

≥
∞∑
j=J

∫
2−ε(j+1)≤|u|≤2−εj

(
Λ(2εk|u|−1)

σε,k
‖∆M

u f |Lp(Rn)‖
)q

du

|u|n

≥ c
∫
|u|≤2−εJ

|u|−(s(σ)−δ)q‖∆M
u f |Lp(Rn)‖q du

|u|n
, (3.3.15)

where we have used that fact that, for 2−ε(j+1) ≤ |u| ≤ 2−εj ,

Λ(2εk|u|−1)
σε,k

∼ σε,j+k
σε,k

≥ c12(s(σε)−εδ)j ∼ |u|−(s(σ)−δ).

By Theorem 3.16, applying (2.2.2) and (3.3.15) we can easily prove that

BTk(σε),Nε
p,q (Rn) ⊂ B(s(σ)−δ)

p,q (Rn) for all k ∈ N0, (3.3.16)

where the implied constants are independent of k.
By (3.3.15) and (3.3.16) we just have to prove that there is a number c such that, for

all f ∈ B(s(σ)−δ)
p,q (Rn) with supp f ⊂ Ω,

‖f |Lp(Rn)‖ ≤ c
(∫
|u|≤2−εJ

|u|−(s(σ)−δ)q‖∆M
u f |Lp(Rn)‖q du

|u|n

)1/q

. (3.3.17)

Now one is in the same situation as in [8]. In that case the integration region was
Rn instead of {u : |u| ≤ 2−εJ} but this is immaterial. Following the same arguments we
can prove that if there is no c such that (3.3.17) is true for all f involved, then there is
g ∈ B(s(σ)−δ)

p,q (Rn) with supp g ⊂ Ω such that∫
|u|≤2−εJ

|u|−(s(σ)−δ)q‖∆M
u g |Lp(Rn)‖q du

|u|n
= 0 (3.3.18)

and
‖g|BR

|Lp(BR)‖ = 1, (3.3.19)
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where BR = {x ∈ Rn : |x| < R} is a fixed ball such that Ω ⊂ BR. From (3.3.18) it follows
that

(∆M
u g)(x) = 0 for almost all |u| ≤ 2−εJ and x ∈ Rn. (3.3.20)

Hence ∫
|u|≤2−εJ

|u|−2s‖∆M
u g |Lv(Rn)‖2 du

|u|n
= 0, 0 < v ≤ ∞, s ∈ R. (3.3.21)

If p ≥ 2 then Lp(BR) ⊂ L2(BR) and so, by the conditions on the support of g, we
have g ∈ L2(Rn). Hence, by (3.3.21) and Theorem 3.16, g (identified with its restric-
tion to BR) belongs to B

(m)
2,2 (BR) for all m ∈ N. If 0 < p < 2 then by (3.3.21) and

Theorem 3.16, g (identified with g|BR
) belongs to B

(s)
p,2(BR) for all s ∈ R, in par-

ticular, for all s = m + n(1/p − 1/2), m ∈ N. Therefore, by a well-known embed-
ding (cf. [24, p. 196, Theorem 3.3.1], for example), g ∈ B

(m)
2,2 (BR) for all m ∈ N.

So, for all 0 < p ≤ ∞, g (identified with g|BR
) belongs to B

(m)
2,2 (BR) for all m ∈

N. As these spaces coincide with the Sobolev spaces Wm
2 (BR) (cf. [24, p. 88, 2.5.6]),

we infer that g ∈ C∞(BR). This follows from [9, p. 241, Theorem 3.20] (we also re-
fer to pages 202 and 222 there for notation). According to [30, p. 201, Remark 4.11],
as g ∈ C∞(BR) and g satisfies (3.3.20), it must be (locally) polynomial of degree
less than M . By compactness arguments it follows that g is globally in BR a polyno-
mial of degree less than M . As supp g ⊂ Ω ⊂ BR, we have g = 0. But this contra-
dicts (3.3.19).

Next, we prove an adapted homogeneity property for Besov spaces of generalised
smoothness.

Theorem 3.19. Let 0 < p, q ≤ ∞ and σ be an admissible sequence such that

s(σ) > n(1/p− 1)+.

Fix c0 > 0 and 0 < ε ≤ 1. Let Nε = (2εj)j∈N0 . Then

‖f |Bσε,Nε
p,q (Rn)‖ ∼ 2−εkn/p‖f(2−εk·) |BTk(σε),Nε

p,q (Rn)‖ (3.3.22)

for all k ∈ N0 and all

f ∈ Bσε,Nε
p,q (Rn) with supp f ⊂ {x ∈ Rn : |x− x0| ≤ c02−εk},

for some x0 ∈ Rn. The equivalence constants in (3.3.22) are independent of x0, k
and f .

Proof. Step 1. Let x0 ∈ Rn be such that supp f ⊂ {x ∈ Rn : |x − x0| ≤ c02−εk}.
We may assume that x0 = 0, otherwise we consider first f(· + x0) and f(2−εk · +x0)
and then handle f and f(2−εk·). Let Λ be an admissible function associated to σ. Let
f ∈ Bσε,Nε

p,q (Rn) be such that supp f ⊂ {x ∈ Rn : |x| ≤ c02−εk}. We remark that both
supp f and supp f(2−εk·) are contained in {x ∈ Rn : |x| < c0}. Clearly, f(2−εk·) ∈ Lp(Rn)
and σε,k‖f(2−εk·) |Lp(Rn)‖ is finite. For a fixed b > 0 and an integer M such that
M > s(σ),
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(∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
u (f(2−εk·)) |Lp(Rn)‖)q du

|u|n

)1/q

= 2εkn/p
(∫
|u|≤b

(Λ(2εk|u|−1)‖∆M
2−εkuf |Lp(R

n)‖)q du
|u|n

)1/q

= 2εkn/p
(∫
|u|≤2−εkb

(Λ(|u|−1)‖∆M
u f |Lp(Rn)‖)q du

|u|n

)1/q

. 2εkn/p‖f |Bσε,Nε
p,q (Rn)‖, (3.3.23)

where we have applied Theorem 3.16 in the last estimate. Again by Theorem 3.16 we
conclude that f(2−εk·) ∈ BTk(σε),Nε

p,q (Rn). Now

‖f(2−εk·) |BTk(σε),Nε
p,q (Rn)‖ . 2εkn/p‖f |Bσε,Nε

p,q (Rn)‖

follows from Proposition 3.18 and (3.3.23).

Step 2. As f(2−εk·) ∈ BTk(σε),Nε
p,q (Rn), by Theorem 3.14 there is ν ∈ bp,q such that

f(2−εkx) =
∞∑
j=0

∑
l∈Zn

νj,la
j,l(x),

where aj,l are, respectively, d-Tk(σε)-1K-ε-atoms and d-(Tk(σε), p)K-ε-atoms associated
to the 2−εj-approximate lattices, j ∈ N0, described in Example 3.8, for some fixed K

and d. Moreover, ν can be chosen such that

‖ν | bp,q‖ ≤ c‖f(2−εk·) |BTk(σε),Nε
p,q (Rn)‖, (3.3.24)

where c is a positive number independent of f and k. We can easily check that the
functions defined by

bj+k,l(x) := 2εkn/paj,l(2εkx)

are d-(σε, p)K-ε-atoms. Then

f(x) =
∞∑
j=0

∑
l∈Zn

ηj+k,lb
j+k,l(x) with ηj+k,l := 2−εkn/pνj,l,

and therefore
‖f |Bσε,Nε

p,q (Rn)‖ . ‖η | bp,q‖ = 2−εkn/p‖ν | bp,q‖.

Hence, by (3.3.24), we obtain

‖f |Bσε,Nε
p,q (Rn)‖ ≤ 2−εkn/pc‖f(2−εk·) |BTk(σε),Nε

p,q (Rn)‖.

Remark 3.20. It follows immediately from the above proof that f ∈ Bσε,Nε
p,q (Rn) if, and

only if, f(2−εk·) ∈ BTk(σε),Nε
p,q (Rn).

Remark 3.21. Let us compare (3.3.22) with the homogeneity property obtained for the
Besov spaces of classical smoothness B(s)

p,q(Rn) according to Remark 3.3. So, let

0 < p, q ≤ ∞, ε = 1 and σ = (s) with s > n(1/p− 1)+.

According to (3.3.22), for all

f ∈ B(s)
p,q(Rn) with supp f ⊂ {x ∈ Rn : |x− x0| ≤ c02−k} (3.3.25)



22 A. M. Caetano and S. Lopes

for some x0 ∈ Rn, we have

‖f |B(s)
p,q(Rn)‖ ∼ 2−kn/p‖f(2−k·) |BTk((s))

p,q (Rn)‖. (3.3.26)

For all g ∈ B(s)
p,q(Rn),

‖g |BTk((s))
p,q (Rn)‖ ∼ ‖(2(j+k)sϕj(D)g)j∈N0 | `q(Lp)‖ = 2ks‖(2jsϕj(D)g)j∈N0 | `q(Lp)‖

∼ 2ks‖g |B(s)
p,q(Rn)‖,

where ϕ = (ϕj)j∈N0 is some partition of unity according to Definition 3.1. Hence we can
rewrite (3.3.26). For all f as in (3.3.25),

‖f |B(s)
p,q(Rn)‖ ∼ 2k(s−n/p)‖f(2−k·) |B(s)

p,q(Rn)‖,

which corresponds to the homogeneity property for Besov spaces (cf. [8]).

3.4. Characterisation by non-smooth atomic decompositions. In this subsection
we present decompositions with non-smooth atoms for the elements of certain Besov
spaces of generalised smoothness on Rn. Our interest in non-smooth atoms is connected
with function spaces on h-spaces, as mentioned in the Introduction. The definition we
present next is a generalisation of the one by Triebel [28]. We use the abbreviations of
Remark 3.3. In particular, B(a)σ

p (Rn) = B
(a)σ
p,p (Rn) has the meaning as explained there.

Definition 3.22. Let 0 < ε ≤ 1 and 0 < p ≤ ∞. For j ∈ N0, let {yj,l}l∈Zn be a 2−εj-
approximate lattice as in Definition 3.6. Let d > cε,2, where cε,2 is as in (3.2.2). We fix
a > 0, consider an admissible sequence σ and

(a)σ := (2ajσj)j∈N0 .

Then aj,l ∈ B(a)σ
p (Rn) is called a d-(σ, p)a-ε-atom if

supp aj,l ⊂ B(yj,l, d2−εj), j ∈ N0, l ∈ Zn,

and
‖aj,l |B(a)σ

p (Rn)‖ ≤ 2εaj . (3.4.1)

The proofs of the next proposition and theorem follow the proofs for the classical case
in [28]. The most important step is to find the “substitute” for the homogeneity property,
which was presented in the above subsection.

In the next proposition we assert that non-smooth atoms are correctly normalised.

Proposition 3.23. Let 0 < ε ≤ 1, 0 < p ≤ ∞, d > cε,2 and σ be an admissible sequence
such that

s(σ) > n(1/p− 1)+.

Fix a > 0 and let aj,l, with j ∈ N0 and l ∈ Zn, be a d-(σ, p)a-ε-atom according to
Definition 3.22. Then

‖aj,l |Bσp (Rn)‖ . 1 and ‖aj,l |Lp(Rn)‖ . σ−1
ε,j .

Proof. Let Nε = (2εj)j∈N0 , β denote the sequence (a)σ and Λ be an admissible function
associated to σ. Then Λ(2εj ·)(2εj ·)a is an admissible function associated to {Tj(βε), Nε}.

For all j ∈ N0 and l ∈ Zn, we have aj,l ∈ Bβp (Rn). Then, by Proposition 3.4, aj,l ∈
Bβε,Nε
p (Rn) and, by Remark 3.20, aj,l(2−εj ·) ∈ BTj(βε),Nε

p (Rn). Hence aj,l(2−εj · + yj,l)
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belongs to B
Tj(βε),Nε
p (Rn) and supp aj,l(2−εj · + yj,l) ⊂ {x : |x| ≤ d} for all j ∈ N0,

l ∈ Zn. As a > 0, the last assertion remains true if we replace β by σ. So, applying
Proposition 3.18, we get for some M > a+ s(σ),

‖aj,l(2−εj ·) |BTj(σε),Nε
p (Rn)‖p ∼

∫
|u|≤1

Λ(2εj |u|−1)p‖∆M
u f |Lp(Rn)‖p du

|u|n

≤ 2−εjap
∫
|u|≤1

Λ(2εj |u|−1)p(2εja|u|−a)p‖∆M
u f |Lp(Rn)‖p du

|u|n

∼ 2−εjap‖aj,l(2−εj ·) |BTj(βε),Nε
p (Rn)‖p,

where the equivalence constants are independent of j. So, by Proposition 3.4, Theo-
rem 3.19 and also by (3.4.1),

‖aj,l |Bσp (Rn)‖ ∼ ‖aj,l |Bσε,Nε
p (Rn)‖ . 2−εjn/p2−εja‖aj,l(2−εj ·) |BTj(βε),Nε

p (Rn)‖
∼ 2−εja‖aj,l |Bβε,Nε

p (Rn)‖ ∼ 2−εja‖aj,l |Bβp (Rn)‖ . 1.

By Theorem 3.16, there is a positive number c, independent of j, such that

‖f |Lp(Rn)‖ ≤ c2−εjaσ−1
ε,j ‖f |B

Tj(βε),Nε
p (Rn)‖ for all f ∈ BTj(βε),Nε

p (Rn).

Hence
‖aj,l |Lp(Rn)‖ . 2−εjn/p2−εjaσ−1

ε,j ‖a
j,l(2−εj ·) |BTj(βε),Nε

p (Rn)‖

and again by Theorem 3.19, Proposition 3.4 and (3.4.1) we conclude.

Let bp be as in Definition 3.11.

Theorem 3.24. Let 0 < ε ≤ 1, 0 < p ≤ ∞ and σ be an admissible sequence such that

s(σ) > n(1/p− 1)+.

Let d > cε,2 and a > 0. Then Bσp (Rn) is the collection of all f ∈ S ′(Rn) which can be
represented as

f(x) =
∞∑
j=0

∑
l∈Zn

νj,la
j,l(x), (3.4.2)

where ν = (νj,l)j,l ∈ bp and aj,l are d-(σ, p)a-ε-atoms. Furthermore,

‖f |Bσp (Rn)‖ ∼ inf ‖ν | bp‖

are equivalent quasi-norms where the infimum is taken over all admissible representa-
tions (3.4.2).

Proof. Step 1. Let K > a + s(σ). Theorem 3.14 guarantees that all the elements of
Bσp,q(Rn) admit representations with d-(σε, p)K-ε-atoms according to Definition 3.12. We
consider such an atom aj,l. We can easily check that 2−εjaaj,l is a d-(((a)σ)ε, p)K-ε-atom.
Hence, by Theorem 3.14, we get

‖aj,l |B(a)σ
p (Rn)‖ . 2εaj

and so, as the condition on supp aj,l is also satisfied, we conclude that, up to constants,
aj,l is a d-(σ, p)a-ε-atom.
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Step 2. It remains to prove that there is a number c > 0 such that for all f as in (3.4.2),

‖f |Bσp (Rn)‖ ≤ c‖ν | bp‖.

We will prove this for 0 < p <∞. The case p =∞ is similar. Let Nε = (2εj)j∈N0 . In this
proof we denote by β the sequence (a)σ = (2ajσj)j∈N0 . For all j ∈ N0 and l ∈ Zn, by
Theorem 3.19, Proposition 3.4 and Definition 3.22,

‖aj,l(2−εj ·) |BTj(βε),Nε
p (Rn)‖ ∼ 2εjn/p‖aj,l |Bβp (Rn)‖ ≤ 2εj(a+n/p). (3.4.3)

By Theorem 3.14, for all j ∈ N0 and l ∈ Zn, there is λj,l ∈ bp such that

aj,l(2−εjx) =
∞∑
k=0

∑
m∈Zn

λj,lk,mb
k,m
j,l (x),

with
c‖λj,l | bp‖ ≤ ‖aj,l(2−εj ·) |BTj(βε),Nε

p (Rn)‖, (3.4.4)

where the constant c is independent of j and bk,mj,l are d-(Tj(βε), p)K-ε-atoms located at
d′Qεk,m, for some d′ > 1 fixed, with K > a+ s(σ).

The functions defined by

dj+k,mj,l (x) := 2εa(j+k)2εjn/pbk,mj,l (2εjx)

are d-(σε, p)K-ε-atoms located at d′Qε(j+k),m. Then

aj,l(x) = 2−εj(a+n/p)
∞∑
k=0

∑
m∈Zn

2−εakλj,lk,md
j+k,m
j,l (x)

= 2−εj(a+n/p)
∞∑
k=j

∑
m∈Zn

2−εa(k−j)λj,lk−j,md
k,m
j,l (x).

Hence

f =
∞∑
j=0

∑
l∈Zn

∞∑
k=j

∑
m∈Zn

2−εjn/p2−εakνj,lλ
j,l
k−j,md

k,m
j,l (x)χB(yj,l,d2−εj)(x)

=
∞∑
k=0

∑
m∈Zn

∑
j≤k

∑
l∈Zn

2−εjn/p2−εakνj,lλ
j,l
k−j,md

k,m
j,l (x)χB(yj,l,d2−εj)(x).

For k ∈ N0,m ∈ Zn and j ≤ k let (j, k,m) be the collection of all l ∈ Zn such that
supp aj,l ∩ supp dk,mj,l is not empty. Each of such sets has at most M elements, where M
is a natural number independent of j, k and m. Then we get

f =
∞∑
k=0

∑
m∈Zn

ηk,md
k,m(x),

where
ηk,m :=

∑
j≤k

∑
l∈(j,k,m)

|νj,l| · |λj,lk−j,m|2
−εak2−εjn/p

and

dk,m(x) :=

∑
j≤k

∑
l∈(j,k,m) 2−εjn/pνj,lλ

j,l
k−j,md

k,m
j,l (x)∑

j≤k
∑
l∈(j,k,m) 2−εjn/p|νj,l| · |λj,lk−j,m|
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are d-(σε, p)K-ε-atoms located at d′Qεk,m. We can prove that for some fixed δ ∈ (0, εa),
for all 0 < p <∞,

|ηk,m|p ≤ c2−εakp
∑
j≤k

∑
l∈(j,k,m)

|νj,l|p · |λj,lk−j,m|
p2(k−j)δp2−εjn.

Therefore, by (3.4.3) and (3.4.4), we obtain

‖η | bp‖p ≤ c
∞∑
j=0

∑
l∈Zn

|νj,l|p2−εj(n+ap)
∞∑
k=j

∑
m∈Zn

|λj,lk−j,m|
p ≤ c′‖ν | bp‖

and, by Theorem 3.14 and Proposition 3.4, the proof is complete.

Remark 3.25. Let us take a closer look at the type of convergence of (3.4.2). If ν ∈ bp,
then (3.4.2) converges in Lp(Rn). This follows from the estimates obtained in Propo-
sition 3.23. Let 0 < p < ∞ (the case p = ∞ requires the usual modifications) and
δ ∈ (0, s(σ)ε). Making use of the controlled overlapping of the supports of the atoms,
which follows from (3.2.1), we obtain∥∥∥ ∑

l∈Zn

νj,la
j,l
∣∣∣Lp(Rn)

∥∥∥p ≤ c∑
l∈Zn

| νj,l|p‖aj,l |Lp(Rn)‖p ≤ c′2−(s(σ)ε−δ)jp
∑
l∈Zn

|νj,l|p.

Let

fT :=
T∑
j=0

∑
l∈Zn

νj,la
j,l.

Then for T,M ∈ N0, with M < T , and writing p̃ = min{1, p}, we have

‖fT − fM |Lp(Rn)‖ep ≤ T∑
j=M+1

∥∥∥ ∑
l∈Zn

νj,la
j,l
∣∣∣Lp(Rn)

∥∥∥ep
≤ c2−M(s(σ)ε−δ)ep‖ν | bp‖ep

and so (fT )T converges in Lp(Rn). If 0 < p < 1, then, for all admissible sequences σ,

Bσp (Rn) ⊂ Bσ(n)1−1/p

1 (Rn).

This follows from [3, p. 56, 2.2.16, 2.2.17]. So, if aj,l are d-(σ, p)a-ε-atoms, they are also
d-(σ(n)1−1/p, 1)a-ε-atoms and then, from the previous calculations, it follows that (3.4.2)
converges in L1(Rn).

4. Besov spaces of generalised smoothness on h-sets

Let us recall the definition and some properties of h-sets in Rn studied in [3]. As we have
already said, we will rely on what is known about this kind of sets in Rn to extend this
theory to more general spaces.

4.1. h-sets

Definition 4.1. Let H denote the class of all continuous monotone increasing functions
h : (0,∞)→ (0,∞) such that h(0+) = 0. We refer to H as the set of all gauge functions.
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In what follows, for h ∈ H and α > 0, we denote by hα the sequence

hα := (h(2−αj))j∈N0 . (4.1.1)

If α = 1 we shall write simply h .

Definition 4.2. Let h ∈ H and Γ be a non-empty compact set of Rn. We say that Γ is
an h-set if there exists a finite Radon measure µ such that

suppµ = Γ

and
µ(B(γ, r)) ∼ h(r), 0 < r ≤ Diam Γ, γ ∈ Γ.

Then we say that h is a measure function (in Rn) and that µ is an h-measure (associated
to Γ).

Remark 4.3. If the function h is given by

h(r) = rdψ(r), 0 < r ≤ 1,

where 0 < d < n and ψ : (0, 1]→ R+ is a monotone function such that

ψ(2−j) ∼ ψ(2−2j) for all j ∈ N0,

then we say that Γ is a (d, ψ)-set. These sets were introduced by Edmunds and Triebel [10]
and studied by Moura [21, 20]. If, additionally, ψ ∼ 1 then we say that Γ is a d-set.
Besov spaces with classical smoothness on d-sets have been studied by many authors, in
particular by Jonsson and Wallin [15] and Triebel [26, 27].

Remark 4.4. By [3, Theorem 1.7.6, p. 22], if Γ is an h-set, then all h-measures associated
to Γ are equivalent to HhΓ, where HhΓ is the restriction of the Hausdorff measure HhΓ in
Rn to Γ.

Bricchi [4] characterised the functions h that are measure functions.

Theorem 4.5. Let h ∈ H. Then h is a measure function in Rn if, and only if, there
exists a gauge function h̃ ∼ h such that

h̃(2−(j+k))
h̃(2−j)

≥ 2−kn, j, k ∈ N0.

We now define a geometric property of sets which is useful when working with traces
on Besov spaces on Rn.

Definition 4.6. A non-empty Borel set Γ satisfies the ball condition (or porosity condi-
tion) if there exists a number 0 < η < 1 with the following property: for any ball B(γ, r)
with γ ∈ Γ and 0 < r ≤ 1 there is a ball B(x, ηr) centred at x ∈ Rn such that

B(x, η r) ⊂ B(γ, r) and B(x, ηr) ∩ Γ = ∅.

The next theorem can be found in [27, pp. 139–140, Proposition 9.18].

Theorem 4.7. Let Γ ⊂ Rn be an h-set. Then Γ satisfies the ball condition if, and only
if, there are positive constants c and δ such that

h(2−ν) ≤ c 2(n−δ)κh(2−ν−κ) for all ν,κ ∈ N0.
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Corollary 4.8. Let Γ ⊂ Rn be an h-set. Then Γ satisfies the ball condition if, and only
if,

s(h) > −n, (4.1.2)

with s(h) as in Definition 2.9 and (4.1.1).

Remark 4.9. If h(r) = rd, r > 0, then (4.1.2) is equivalent to d < n.

Definition 4.10. Let Γ be an h-set and fix an admissible sequence σ. Let 0 < p, q <∞.
Suppose that there exists a positive constant c such that

‖ϕ|Γ |Lp(Γ)‖ ≤ c ‖ϕ |Bσp,q(Rn)‖, ϕ ∈ S(Rn). (4.1.3)

Let f ∈ Bσp,q(Rn). As S(Rn) is dense in Bσp,q(Rn), there is a sequence {ϕj}j∈N0 ⊂ S(Rn)
such that

ϕj → f in Bσp,q(Rn) as j →∞.

By (4.1.3) the sequence {ϕj |Γ}j∈N0 converges in Lp(Γ) to an element which we call the
trace of f and denote by trΓ f .

Definition 4.11. Consider an h-set Γ ⊂ Rn satisfying the ball condition. Let σ be an
admissible sequence with s(σ) > 0 and let 0 < p, q ≤ ∞. Then we define

Bσp,q(Γ) = trΓB
σh1/p(n)1/p

p,q (Rn) (4.1.4)

endowed with the quasi-norm

‖f |Bσp,q(Γ)‖ = inf ‖g |Bσh
1/p(n)1/p

p,q (Rn)‖,

where the infimum is taken over all g ∈ Bσ h1/p(n)1/p

p,q (Rn) such that trΓ g = f . If p = q

we denote these spaces by Bσp (Γ).

Remark 4.12. We recall that

σh1/p(n)1/p = (σjh(2−j)1/p2jn/p)j∈N0 .

The above definition was given in [3, Chapter 3], where Bricchi showed that the definition
makes sense and that, if we apply it to σ = (0), we get

B(0)
p,q(Γ) = Lp(Γ), 0 < p <∞, 0 < q ≤ min{1, p}.

In Definition 4.10, trΓ was defined just for 0 < p, q <∞. But, if s(σ) > 0,

Bσh
1/p(n)1/p

p,q (Rn) ⊂ Bh1/p(n)1/p

p,min(1,p) (Rn)

and the trace is well-defined in the space on the right, so the above definition also makes
sense for q =∞ and 0 < p <∞. If p =∞ and s(σ) > 0 then

Bσ∞,q(Rn) ⊂ B(0)
∞,1(Rn) ⊂ C(Rn),

where C(Rn) is the space of all bounded and uniformly continuous functions in Rn, normed
in the usual way. Hence, the trace of f ∈ Bσ∞,q(Rn) is defined as the pointwise restriction.
Bricchi uses the letter “B”, following the notation used by Triebel [26] for Besov spaces
on d-sets. In [26] in the definition of d-set it is not assumed that the set is compact. So, if
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d, n ∈ N and d < n, then Rd is a d-set in Rn. However, Besov spaces on Rd have already
been defined, and in some conditions, they do not coincide with

B(s)
p,q(Rd) = trRd B(s+(n−d)/p)

p,q (Rn).

More details about this may be found in [26, p. 160].

Example 4.13. Let us consider the following particular case where we have Besov spaces
on (d, ψ)-sets, according to Remark 4.3. Let

h(r) ∼ rdψ(r), 0 < r ≤ Diam Γ,

and
σj = 2jsψ(2−j)a for any j ∈ N0.

In [21], Moura defined

B(s,ψa)
p,q (Γ) = trΓB

(s+(n−d)/p,ψ1/p+a)
p,q (Rn).

This case is included in Definition 4.11. We have

σh1/p(n)1/p = (2jsψ(2−j)a2−jd/pψ(2−j)1/p2jn/p)j∈N0 =
(
s+

n− d
p

, ψ1/p+a

)
.

If we consider additionally ψ ∼ 1 then we get Besov spaces with classical smoothness on
d-sets.

4.2. Characterisation by atomic decompositions. Let Γ be a compact set in Rn
and δ > 0. Then

Γδ = {x ∈ Rn : dist(x,Γ) < δ}

denotes the δ-neighbourhood of Γ.

Definition 4.14. Let 0 < ε ≤ 1 and j ∈ N0. We say that

{γj,m : m = 1, . . . ,Mj} ⊂ Γ (4.2.1)

is a 2−εj-approximate lattice for Γ if there exist positive numbers cε,1, cε,2 and cε,3 with

|γj,m1 − γj,m2 | ≥ cε,1 2−εj , j ∈ N0, m1 6= m2, (4.2.2)

and

Γδj
⊂

Mj⋃
m=1

B(γj,m, cε,22−εj), j ∈ N0, (4.2.3)

where δj = cε,32−εj .

Remark 4.15. If Γ is an h-set, then Mj ∼ h(2−εj)−1 for j ∈ N0. This can be proved by
applying [3, p. 30, Lemma 1.8.3].

The approximate lattices for Γ, {γj,m}Mj

m=1, j ∈ N0, can be extended to approximate
lattices in Rn as in Definition 3.6. In the notation of that definition, for any j ∈ N0 there
is Lj = {lj,1, . . . , lj,Mj} ⊂ Zn such that

yj,lj,m = γj,m, m = 1, . . . ,Mj .
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Assumption 4.16. Let 0 < ε ≤ 1 and Γ be an h-set in Rn. For all j ∈ N0, we denote by

{γj,m}
Mj

m=1 and {δj,t}
Tj

t=1

2−εj- and 2−j-approximate lattices, respectively, for Γ, according to (4.2.1)–(4.2.3). In
what follows, in all results involving approximate lattices, we assume that they have been
fixed, together with their extensions to corresponding approximate lattices in Rn.

We have to adapt previous definitions:

Definition 4.17. Let 0 < p, q ≤ ∞ and

λ = {λj,m ∈ C : j ∈ N0, m = 1, . . . , Rj}.

Then we define

bΓp,q =
{
λ : ‖λ | bΓp,q‖ =

( ∞∑
j=0

( Rj∑
m=1

|λj,m|p
)q/p)1/q

<∞
}
,

with the usual modification if p =∞ or q =∞ and with the abbreviation bΓp if p = q.

Definition 4.18. Let Γ ⊂ Rn be an h-set fulfilling the ball condition. Let σ be an
admissible sequence, 0 < ε ≤ 1, 0 < p ≤ ∞, K ∈ N0 and d > cε,2. Then a function
a ∈ CK(Rn) is called a d-(σ, p)Γ

K-ε-atom if

(a) supp a ⊂ B(γj,m, d2−εj) for some j ∈ N0 and m ∈ Zn;
(b) supx∈Rn |Dαa(x)| ≤ σ−1

j h(2−εj)−1/p 2|α|εj for |α| ≤ K.

Bricchi obtained decompositions with this kind of atoms for the elements of Besov
spaces on h-sets in the particular case where ε = 1 and taking atoms located in cubes
dQj,m, j ∈ N0, m ∈ Zn, d > 1 (cf. [3, p. 117]). The following theorem is just an adaptation
of that result, obtained from an analogous characterisation for Besov spaces on Rn given
in Theorem 3.14.

Theorem 4.19. Let Γ ⊂ Rn be an h-set. Let σ be an admissible sequence, 0 < p, q ≤ ∞
and 0 < ε ≤ 1. Suppose

s(h) > −n and s(σ) > −s(h)(1/p− 1)+. (4.2.4)

Let d > cε,2 and K > s(σh1/p(n)1/p). Then Bσp,q(Γ) is the collection of all f ∈ Lp(Γ)
such that

f =
∞∑
j=0

Mj∑
m=1

νj,ma
j,m(x) in Lp(Γ), (4.2.5)

for some ν ∈ bΓp,q and some family of d-(σε, p)Γ
K-ε-atoms aj,m. Furthermore,

‖f |Bσp,q(Γ)‖ ∼ inf ‖ν | bΓp,q‖,

where the infimum is taken over all representations (4.2.5).

Remark 4.20. Condition (4.2.4) guarantees that

s(σh1/p(n)1/p) > n(1/p− 1)+,
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so that Theorem 3.14 can be applied to the spaces Bσh
1/p(n)1/p

p,q (Rn). This possibility and
also (4.1.4) were used by Bricchi to obtain Theorem 4.19. As mentioned in Corollary 4.8,
the assumption s(h) > −n implies that Γ fulfills the ball condition.

Next, we define what we call non-smooth atoms (on a compact set). As we shall see
later, it is convenient to consider two kinds of non-smooth atoms. Recall the notation
introduced in Assumption 4.16.

Definition 4.21. Let Γ ⊂ Rn be an h-set, 0 < ε ≤ 1 and d > cε,2, where cε,2 is as in
(4.2.3). Let 0 < p ≤ ∞ and σ be an admissible sequence. Then a Lipschitz-continuous
function aj,mΓ on Γ is called a d-(σ, p)∗Γ-ε-atom if for j ∈ N0 and m = 1, . . . ,Mj ,

(a) supp aj,mΓ ⊂ B(γj,m, d2−εj) ∩ Γ,
(b) |aj,mΓ (γ)| ≤ σ−1

j h(2−εj)−1/p for γ ∈ Γ,
(c) |aj,mΓ (γ)− aj,mΓ (δ)| ≤ σ−1

j h(2−εj)−1/p2εj |γ − δ| for γ, δ ∈ Γ.

Definition 4.22. Let Γ, ε, p and σ be as in Definition 4.21. Let d > c1,2 where c1,2 is as
in (4.2.3) for the 2−j-approximate lattices {δj,t}t (with ε = 1). A Lipschitz-continuous
function aj,tΓ on Γ is called a d-(σ, p, ε)∗∗Γ -atom if for j ∈ N0 and t = 1, . . . , Tj ,

(a) supp aj,tΓ ⊂ B(δj,t, d2−j) ∩ Γ,
(b) |aj,tΓ (γ)| ≤ σ−1

j h(2−j)−1/p for γ ∈ Γ,
(c) |aj,tΓ (γ)− aj,tΓ (δ)| ≤ σ−1

j h(2−j)−1/p2εj |γ − δ|ε for γ, δ ∈ Γ.

Let h ∈ H and Γ ⊂ Rn be an h-set. Assume that

−s(h) < n and − s(h) > 0, (4.2.6)

which corresponds to the condition 0 < d < n in the particular case of d-sets. According
to Corollary 4.8, Γ will then fulfill the ball condition. Let δ ∈ (0,−s(h)). By Definition
2.9, there exist positive numbers cδ and c′δ such that

cδλ
−s(h)+δ ≤ h(λt)

h(t)
≤ c′δλ−s(h)−δ, 0 < λ, t ≤ 1. (4.2.7)

This kind of condition was considered in [14] and [17]. In these papers Besov spaces on
h-sets were defined following the approach of Jonsson and Wallin [15] for d-sets. They
proved the existence of an extension operator for convenient spaces on Rn and of a
restriction operator from these spaces back to function spaces on h-sets. In [14], Jonsson
considered Besov spaces on h-sets which are the traces of spaces on Rn with classical
smoothness, i.e.,

B(s)h−1/p(n)−1/p

p (Γ) = trΓB
(s)
p (Rn),

where s is a positive real number satisfying certain conditions in connection with (4.2.7)
(cf. [14, p. 357, Theorem 1]). In [17], Knopova and Zähle considered spaces of generalised
smoothness

Bτh
−1/p(n)−1/p

p (Γ) = trΓB
τ
p (Rn),

with τj = f(22j)α/2, j ∈ N0, where f is a Bernstein function satisfying a list of conditions
and α satisfies conditions also related to (4.2.7) (cf. [17, Theorem 18]). Most of the
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conditions on f were applied to prove the existence and continuity of the restriction
operator.

For our purposes it is convenient not to have so strong conditions for the class of
sequences considered. Furthermore, we only need to work with extension operators acting
in a class of fractals obtained as dilations of a fixed h-set and taking sequences Tk(σ) for
the smoothness. So, we will take extension operators defined analogously but acting in a
larger scale of function spaces.

Assumption 4.23. Let h ∈ H and Γ ⊂ Rn be an h-set. Assume c1, c2 > 0 are such that

c1h(r) ≤ µ(B(γ, r)) ≤ c2h(r), γ ∈ Γ, 0 < r ≤ 1. (4.2.8)

We assume that h satisfies (4.2.6) and, consequently, (4.2.7).
For r > 0, let

BΓ(r) = {γ ∈ Γ : |γ − γ0| < r} for some γ0 ∈ Γ. (4.2.9)

For 0 < ε ≤ 1 and k ∈ N0, let

Dεk : x 7→ 2εkx, x ∈ Rn.

We define
Fεk := DεkΓ and Γεk := DεkB

Γ(2c02−εk).

We consider the image measure
µεk := µ ◦D−1

εk .

Set also

µεk :=
µεk

h(2−εk)
and h∗ε,k(r) :=

h(2−εkr)
h(2−εk)

, r > 0.

If γ̃ = 2εkγ then, for all r > 0,

µεk(B(γ̃, r)) = µ(B(γ, 2−εkr)).

Therefore
c1h
∗
ε,k(r) ≤ µεk(B(γ̃, r)) ≤ c2h∗ε,k(r), γ̃ ∈ Fεk, 0 < r ≤ 1,

where c1 and c2 are the same as in (4.2.8), and so independent of k. There are c3, c4 > 0,
also independent of k, such that

c3 ≤ µεk(Γεk) ≤ c4. (4.2.10)

Moreover, (4.2.7) implies that

cδλ
−s(h)+δ ≤

h∗ε,k(λt)
h∗ε,k(t)

≤ c′δλ−s(h)−δ, 0 < λ, t ≤ 1.

Definition 4.24. In the setting of Assumption 4.23, let 0 < ε ≤ 1, Nε = (2εj)j∈N0 ,
1 ≤ p ≤ ∞, σ be an admissible sequence and Λ be an admissible function associated
to σ. We denote by B̃Tk(σε),Nε

p (Γεk, µεk) the collection of all ũ such that

ũ ∈ Lp(Fεk, µεk), supp ũ ⊂ DεkB
Γ(c02−εk)
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and, for 1 ≤ p <∞,

‖ũ | B̃Tk(σε),Nε
p (Γεk, µεk)‖ := σε,k‖ũ |Lp(Γεk, µεk)‖

+
(∫

Γεk

∫
Γεk

Λ(2εk|t− v|−1)p

h∗ε,k(|t− v|)
|ũ(t)− ũ(v)|p dµεk(t) dµεk(v)

)1/p

is finite, or, for p =∞,

‖ũ | B̃Tk(σε),Nε
∞ (Γεk, µεk)‖ := σε,k‖ũ |∞(Γεk, µεk)‖+ sup

t,v∈Γεk

Λ(2εk|t− v|−1)|ũ(t)− ũ(v)|

is finite.

In what follows by cube we mean a closed cube in Rn, with sides parallel to the axes.

Definition 4.25. Let Q = {Qi}i be a countable collection of cubes such that

(i)
⋃
iQi = Rn \ Fεk,

(ii) the interiors of the cubes Qi are mutually disjoint,
(iii) diam(Qi) ≤ dist(Qi,Fεk) ≤ 4 diam(Qi).

We assume that for each Qi ∈ Q there is j ∈ Z such that the side length of Qi is 2−j .

Remark 4.26. We refer to [23, pp. 167–170] for a proof of the existence of such a de-
composition.

Fix 0 < η < 1/4. We denote by Q∗i the cube with the same center as Qi but expanded
by the factor 1 + η, i.e., Q∗i = (1 + η)Qi.

In [23] the following result was proved.

Proposition 4.27. There exists a countable collection {ϕi}i ⊂ C∞0 (Rn) such that

(i) ϕi(x) = 0 if x /∈ Q∗i ,
(ii)

∑
i ϕi(x) = 1 if x ∈ Rn \ Fεk,

(iii) |Dαϕi(x)| ≤ Aα(diamQi)−|α| for x ∈ Rn and α ∈ Nn0 .

In what follows, given a cube Qi we will denote its centre by xi, its side length by si
and its diameter by li. We set

Ci := (µεk(B(xi, 6li)))−1.

Definition 4.28. Let
I := {i : si ≤ 1}.

We define, for ũ ∈ B̃Tk(σε),Nε
p (Γεk, µεk),

Eε,kũ(x) :=
∑
i∈I

ϕi(x)Ci
∫
|t−xi|≤6li

ũ(t) dµεk(t), x ∈ Rn \ Fεk. (4.2.11)

Remark 4.29. By the conditions on the support of ũ, we can replace, in (4.2.11),∫
|t−xi|≤6li

by
∫
t∈Γεk, |t−xi|≤6li

.

Remark 4.30. Let σ be an admissible sequence and Λ be an admissible function associ-
ated to σ. Set

a := σh1/p(n)1/p and A(x) := Λ(x)h(x−1)1/pxn/p. (4.2.12)
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Then a is an admissible sequence and A is an admissible function associated to a.

Theorem 4.31. Let 0 < ε ≤ 1 and Nε = (2εj)j∈N0 . Under Assumption 4.23, let 1 ≤ p

≤ ∞ and σ be an admissible sequence such that s(σ) > 0. Fix an admissible function Λ
associated to σ and let a and A be given by (4.2.12) and M ∈ N be such that s(a) < M .
Let ũ ∈ B̃Tk(σε),Nε

p (Γεk, µεk). Then Eε,kũ ∈ Lp(Rn) and there is c > 0 such that

‖Eε,kũ |BTk(aε),Nε
p (Rn)‖M := aε,k‖Eε,kũ |Lp(Rn)‖

+
(∫
|u|≤R

(A(2εk|u|−1)‖∆M
u (Eε,kũ) |Lp(Rn)‖)p du

|u|n

)1/p

can be estimated from above by

ch(2−εk)1/p2nεk/p‖ũ | B̃Tk(σε),Nε
p (Γεk, µεk)‖,

where c is independent of k and γ0 in (4.2.9). Furthermore,

(Eε,kũ)|Fεk
= ũ. (4.2.13)

Remark 4.32. This assertion follows from the proofs of the Extension Theorems in [15,
pp. 109–119] and [14, pp. 360–364], upon suitable modifications.

Remark 4.33. Let g = Eε,kũ. By (4.2.13) we mean that for µεk-almost all t0 ∈ Fεk,

lim
r→0

1
|B(t0, r)|

∫
B(t0,r)

g(x) dx = ũ(t0). (4.2.14)

We can easily check that

BTk(aε),Nε
p (Rn) =k B

T[εk](σ)(h∗ε,k)1/p(n)1/p

p (Rn),

where =k indicates equivalent norms with constants depending on k. In fact, for all
f ∈ BTk(aε),Nε

p (Rn),

‖f |BTk(aε),Nε
p (Rn)‖ ∼ 2nεk/ph(2−εk)1/p‖f |BT[εk](σ)(h∗ε,k)1/p(n)1/p

p (Rn)‖,

where the equivalence constants are now independent of k and where we applied (3.1.1).
So, we can adapt the arguments in the proof of Theorem 3.4.15, pp. 114–116, of [3], to
conclude that, in these conditions, for 1 < p <∞,

trFεk
(Eε,kũ) = ũ, (4.2.15)

where trFεk
is given by Definition 4.10. If p = ∞, (4.2.15) follows immediately from

(4.2.14), because in this case the trace is the pointwise restriction.

Theorem 4.34. Let Γ ⊂ Rn be an h-set. Let 0 < ε ≤ 1, 1 < p ≤ ∞ and β be an
admissible sequence. Suppose that

−n < s(h) ≤ s(h) < 0.

(i) Let d > cε,2 and 0 < s(β) ≤ s(β) < 1. Then Bβp (Γ) is the collection of all f ∈ Lp(Γ)
such that

f =
∞∑
k=0

Mk∑
m=1

νk,ma
k,m
Γ (γ) in Lp(Γ), (4.2.16)
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for some ν ∈ bΓp and some family of d-(βε, p)∗Γ-ε-atoms ak,mΓ . Furthermore,

‖f |Bβp (Γ)‖ ∼ inf ‖ν | bΓp‖,

where the infimum is taken over all representations (4.2.16).
(ii) Let d > c1,2 and 0 < s(β) ≤ s(β) < ε. Then the corresponding result is true with

d-(β, p, ε)∗∗Γ -atoms (with Tk instead of Mk in (4.2.16)).

Proof. Step 1. We will only present the proof for d-(βε, p)∗Γ-ε-atoms, because the proof
for d-(β, p, ε)∗∗Γ -atoms is analogous. It follows immediately that each f ∈ Bσp (Γ) admits a
representation (4.2.16) with ‖ν | bΓp‖ . ‖f |Bβp (Γ)‖, because the restrictions of d-(βε, p)K-
ε-atoms to Γ are special d-(βε, p)∗Γ-ε-atoms.

Step 2. Let f ∈ Lp(Γ) be as in (4.2.16), with ν ∈ bΓp . Let us prove that f ∈ Bβp (Γ) and

‖f |Bβp (Γ)‖ . ‖ν | bΓp‖.

Let k ∈ N0, m ∈ {1, . . . ,Mk} and ak,mΓ be a d-(βε, p)∗Γ-ε-atom located in B(γk,m, d2−εk),
according to Definition 4.21. Following the notation used in Assumption 4.23, consider
γ0 = γk,m and c0 = d. Recall that

Fεk = DεkΓ and Γεk = Dεk(B(γk,m, 2d2−εk) ∩ Γ) = Fεk ∩B(2εkγk,m, 2d).

Let α ∈ (0, 1− s(β)), σ = (α)β and Λ be an admissible function associated to σ. Then

0 < α+ s(β) = s(σ) ≤ s(σ) = α+ s(β) < 1.

To simplify the notation, let us temporarily denote by ũ the function ak,mΓ (2−εk·). Then

ũ ∈ Lp(Fεk, µεk) and supp ũ ⊂ DεkB
Γ(d2−εk).

Consider Nε = (2εj)j∈N0 . Let us prove that

‖ũ | B̃Tk(σε),Nε
p (Γεk, µεk)‖ ≤ ch(2−εk)−1/p,

where c is independent of k. We present the proof for 1 < p < ∞. The proof for p = ∞
is analogous, with the usual modifications. We can easily see that

σε,k‖ũ |Lp(Γεk, µεk)‖ ≤ c1/p4 h(2−εk)−1/p, (4.2.17)

where c4 is as in (4.2.10). Let δ ∈ (0, 1− s(σ)). Then∫
Γεk

∫
Γεk

Λ(2εk|t− v|−1)p

h∗ε,k(|t− v|)
|ũ(t)− ũ(v)|p dµεk(t) dµεk(v)

≤ β−pε,k h(2−εk)−1

∫
Γεk

∫
Γεk

Λ(2εk|t− v|−1)p

h∗ε,k(|t− v|)
|t− v|p dµεk(t) dµεk(v)

. β−pε,k h(2−εk)−1

∫
t∈Γεk

∞∑
j=0

Λ(2ε(k+j))p2−εjp dµεk(t)

. 2εαkph(2−εk)−1µεk(Γεk)
∞∑
j=0

(
σε,k+j

σε,k

)p
2−εjp

. 2εαkph(2−εk)−1
∞∑
j=0

2−εjp(1−(s(σ)+δ)) . 2εαkph(2−εk)−1.



Spaces of generalised smoothness on quasi-metric spaces 35

Then ũ ∈ B̃Tk(σε),Nε
p (Γεk, µεk). By Theorems 4.31 and 3.16 and (4.2.17), we can conclude

that Eε,kũ ∈ BTk(aε),Nε
p (Rn) and

a = σh1/p(n)1/p = (α)βh1/p(n)1/p,

and

‖Eε,kũ |BTk(aε),Nε
p (Rn)‖ . 2εαk2εkn/p.

Let ϕ ∈ C∞0 (Rn) be such that

ϕ(x) = 1 if |x| ≤ d and ϕ(x) = 0 if |x| ≥ 2d.

Recalling that ũ denotes the function ak,mΓ (2−εk·), let

ak,m := ϕ(2εk(· − γk,m)) · Eε,k(ak,mΓ (2−εk·)).

Then

‖ak,m |BTk(aε),Nε
p (Rn)‖ . 2εαk2εkn/p, supp ak,m ⊂ B(2εkγk,m, 2d) (4.2.18)

and

trFεk
(ak,mΓ (2−εk·)) = ak,mΓ (2−εk·). (4.2.19)

We refer to Remark 4.33 for some comments about (4.2.19).
Let

bk,m := ak,m(2εk·).

By Remark 3.20, bk,m ∈ Baε,Nε
p (Rn), and so, applying Proposition 3.4 and Theorem 3.19,

we obtain

‖bk,m |Bap (Rn)‖ ∼ ‖bk,m |Baε,Nε
p (Rn)‖ ∼ 2−εkn/p‖ak,m |BTk(aε),Nε

p (Rn)‖ . 2εαk,

where we have also used (4.2.18). As supp bk,m⊂B(γk,m, 2d2−εk) and a=(α)βh1/p(n)1/p,
it follows that, up to multiplication by suitable constants, bk,m are 2d-(βh1/p(n)1/p, p)α-
ε-atoms according to Definition 3.22. Let

g =
∞∑
k=0

Mk∑
m=1

νk,mb
k,m(x) in Lp(Rn).

By Theorem 3.24,

g ∈ Bβh
1/p(n)1/p

p (Rn) and ‖g |Bβh
1/p(n)1/p

p (Rn)‖ . ‖ν | bΓp‖.

Let us prove that trΓ g = f . Let T ∈ N0. Then

‖f − trΓ g |Lp(Γ)‖ ≤
∥∥∥f − T∑

k=0

Mk∑
m=1

νk,ma
k,m
Γ

∣∣∣Lp(Γ)
∥∥∥

+
∥∥∥ T∑
k=0

Mk∑
m=1

νk,ma
k,m
Γ − trΓ

∞∑
k=0

Mk∑
m=1

νk,mb
k,m

∣∣∣Lp(Γ)
∥∥∥. (4.2.20)

By (4.2.16), the first expression in (4.2.20) converges to 0 as T →∞. The second can be
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estimated as follows:∥∥∥ trΓ

∞∑
k=T+1

Mk∑
m=1

νk,mb
k,m

∣∣∣Lp(Γ)
∥∥∥ . ∥∥∥ ∞∑

k=T+1

Mk∑
m=1

νk,mb
k,m

∣∣∣Bβh1/p(n)1/p

p (Rn)
∥∥∥

.
( ∞∑
k=T+1

Mk∑
m=1

|νk,m|p
)1/p

.

Letting T →∞ we conclude the proof.

Remark 4.35. Following the same procedure as in Remark 3.25 we can prove that in the
conditions of Theorem 4.34, if ν ∈ bΓp , then

∑∞
k=0

∑Mk

m=1 νk,ma
k,m
Γ (γ) converges in Lp(Γ)

for all families of d-(βε, p)∗Γ-ε-atoms [respectively for d-(β, p, ε)∗∗Γ -atoms] ak,mΓ , k ∈ N0,
m ∈ {1, . . . ,Mk}.

5. Besov spaces on quasi-metric spaces

5.1. Quasi-metric spaces and Euclidean charts. In this subsection we collect some
basic assertions about quasi-metric spaces and also the concept of Euclidean charts. We
recall once more that we follow the approach in [29].

Definition 5.1. Let X be a (non-empty) set. A function % : X × X → [0,∞) is a
quasi-metric if

%(x, y) = 0 if, and only if, x = y,

%(x, y) = %(y, x) for all x, y ∈ X,

and there is a number A ≥ 1 such that for all x, y, z ∈ X,

%(x, y) ≤ A[%(x, z) + %(z, y)]. (5.1.1)

If (5.1.1) is true with A = 1 then % is a metric.

In what follows we will use the notation

BX(x, r) := {y ∈ X : %(x, y) < r}, x ∈ X, r > 0.

Useful properties of quasi-metric spaces are given in the next theorem.

Theorem 5.2. Let % be a quasi-metric on a set X.

(i) There is a number ε0 with 0 < ε0 ≤ 1 and a quasi-metric % such that % ∼ % and, for
any 0 < ε ≤ ε0, %ε is a metric.

(ii) Let 0 < ε ≤ ε0. There is a positive number c such that for all x, y, z ∈ X,

|%(x, y)− %(x, z)| ≤ c %(x, y)ε [%(x, y) + %(x, z)]1−ε. (5.1.2)

Remark 5.3. For proofs of part (i) we refer to [13, pp. 110–112, Proposition 14.5] and
[29, p. 25, Remark 3.2]. In the latter it was also remarked that, though (5.1.2) has been
known for some time (cf. [19, p. 259, Theorem 2]), it can also be obtained as a consequence
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of (i). This property plays an important role in the analysis on quasi-metric spaces. It
paves the way for introducing a topology on X, with the balls

BX% (x, r) = {y ∈ X : %(x, y) < r}, r > 0,

as a basis of neighbourhoods of x ∈ X.

Definition 5.4. Let % be a quasi-metric on a set X equipped with the topology as just
indicated.

(i) (X, %, µ) is called a space of homogeneous type if µ is a non-negative regular Borel
measure on X such that there is a constant A′ with

0 < µ(BX(x, 2r)) ≤ A′ µ(BX(x, r)) for all x ∈ X, r > 0 (5.1.3)

(doubling condition).

(ii) Let h ∈ H be as in Definition 4.1. Then (X, %, µ) is called an h-space if it is a complete
space of homogeneous type as in part (i) with

DiamX = sup{%(x, y) : x, y ∈ X} <∞ (5.1.4)
and

µ(BX(x, r)) ∼ h(r) for all x ∈ X and 0 < r ≤ DiamX.

Remark 5.5. In the last decade, a lot has been done to develop analysis on spaces of
homogeneous type. In [30, 1.17.4, 8.2] several references are given.

The above notation for d-spaces was introduced in [31] imitating the notation of d-sets
in Rn. We refer to [12] where Besov and Triebel–Lizorkin spaces with classical smoothness
on d-spaces were studied in detail. In [32], Yang proved that, under some restrictions,
Besov spaces defined on a d-set regarded as a d-space coincide with Besov spaces defined
on d-sets using Triebel’s methods, based on traces and quarkonial decompositions (cf.
[26] and [27]).

The next theorem enables one to relate quasi-metric spaces and fractal sets in Rn.

Theorem 5.6. Let (X, %, µ) be a space of homogeneous type. Let 0 < ε0 ≤ 1 be the
number appearing in Theorem 5.2 and let 0 < ε < ε0. Then there is an n ∈ N and a
bi-Lipschitzian mapping L : X → Rn from (X, %ε, µ) into Rn. This means that

%ε(x, y) ∼ |L(x)− L(y)|, x, y ∈ X. (5.1.5)

The dimension n and the bi-Lipschitzian constants in (5.1.5) can be chosen to depend
only on ε and on the doubling constant A′ in (5.1.3).

Remark 5.7. This theorem was first proved by P. Assouad (cf. [1, 2]). More information
about this may be found in [13].

If % is a quasi-metric and ε < ε0, for ε0 as in Theorem 5.2, we say that (X, %ε, µ) is
a snowflaked version of (X, %, µ). In particular, if % is a metric, a snowflaked version of
(X, %, µ) is a structure (X, %ε, µ) with ε < 1.

Proposition 5.8. Let (X, %, µ) be an h-space and let ε0, ε and L be as in Theorem 5.6.
Set

h1/ε(r) := h(r1/ε), r > 0. (5.1.6)
Then Γ = L(X) ⊂ Rn is an h1/ε-set.
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Proof. For r > 0 we define

BXε (x, r) = {y ∈ X : % ε(x, y) < r}.

Hence, for all x ∈ X and r > 0,

BXε (x, r) = BX(x, r1/ε).

As L is a bi-Lipschitzian mapping from (X, %ε, µ) into Rn, there are 0 < a1 ≤ a2 with

a1%
ε(x, y) ≤ |L(x)− L(y)| ≤ a2%

ε(x, y) for all x, y ∈ X. (5.1.7)

By (5.1.7), (5.1.4) and the assumption that X is complete it follows that Γ = L(X) is
compact. Set ν = µ ◦ L−1. Then by (5.1.7) we obtain

ν(B(γ, r)) ∼ h1/ε(r), γ ∈ Γ, 0 < r ≤ Diam Γ.

Remark 5.9. In the above conditions, h1/ε is a measure function in Rn and ν ∼ Hh1/ε

Γ ,

where Hh1/ε

Γ is the restriction of the Hausdorff measure Hh1/ε in Rn to Γ.

Definition 5.10. Let (X, %, µ) be an h-space and let 0 < ε < ε0 where ε0 is as in
Theorem 5.2. We say that (X, %, µ;L) or, for short, (X;L) is a Euclidean ε-chart or an
ε-chart if L is a bi-Lipschitzian map from (X, %ε, µ) onto (Γ, %n,H

h1/ε

Γ ), where h1/ε is as
in (5.1.6) and %n denotes the usual metric in Rn.

5.2. Function spaces on h-spaces

Definition 5.11. Let (X, %, µ) be an h-space with an ε-chart (X;L). Let ν = µ ◦ L−1,
h1/ε the function in (5.1.6) and Γ = L(X) ⊂ Rn, where n is chosen large enough so that

−s(h1/ε) = −1
ε
s(h) < n,

i.e., Γ satisfies the ball condition (see Corollary 4.8). Let σ be an admissible sequence
such that s(σ) > 0 and let σ1/ε be as defined in (2.2.3). Let 0 < p, q ≤ ∞. Then

Bσp,q(X, %, µ;L) := Bσ1/ε
p,q (Γ, %n, ν) ◦ L, (5.2.1)

i.e., f ∈ Bσp,q(X, %, µ;L) if and only if f = g ◦ L for some g ∈ Bσ1/ε
p,q (Γ, %n, ν) and

‖f |Bσp,q(X, %, µ;L)‖ := ‖g |Bσ1/ε
p,q (Γ, %n, ν)‖.

Remark 5.12. We schematise the construction described:

(X, %, µ)
h-space

Bσp,q(X;L)

 
snowfl.

(X, %ε, µ) →
L

(Γ, %n, ν)
h1/ε-set

Bσ1/ε
p,q (Γ)

The space Bσp,q(X, %, µ;L), or just Bσp,q(X;L), is a quasi-Banach space (Banach space
if p ≥ 1 and q ≥ 1).

If (X, %, µ) is an h-set (Γ, %n, ν) in some Rn and if L is the identity, then it follows
immediately from Definition 5.11 that Bσp,q(X;L) = Bσp,q(Γ). But, if we take different
functions L we may introduce different scales of spaces in (Γ, %n, ν;L) which might possi-
bly not be obtained from trace spaces according to Definition 4.11. Nevertheless, we will
prove that, under some conditions on h, σ and p, for a certain range of values of ε, the
spaces Bσp (X;L) do not depend on the ε-chart considered.
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Remark 5.13. As already mentioned, the use of Euclidean charts to define Besov spaces
on quasi-metric spaces was introduced by Triebel in [29]. In that paper the spaces
B

(s)
p (X, %, µ;L), where s > 0, 1 < p < ∞ and (X, %, µ) is a d-space, were defined us-

ing a kind of quarkonial decompositions (cf. [29, p. 34, Definition 4.6]). The adapted
quarks for B(s)

p (X;L) are compositions of quarks for the corresponding space B(s/ε)
p (Γ)

with the ε-chart L.
It is an immediate consequence of Definition 5.11 and the existence, under some

restrictions, of characterisations of Bσ1/ε
p,q (Γ) in terms quarkonial decompositions (cf. [3]

and [17]) that something analogous could be obtained for the spaces defined above.

Theorem 5.14. Let 1 < p ≤ ∞ and σ be an admissible sequence. For i ∈ {1, 2}, let
(X, %, µ;Li) be εi-charts of an h-space (X, %, µ). If

s(h) < 0 and 0 < s(σ) ≤ s(σ) < min{ε1, ε2}, (5.2.2)

then
Bσp (X;L1) = Bσp (X;L2). (5.2.3)

Proof. We recall that, for i = 1, 2,

(X, %, µ)
h-space

Bσp (X;Li)

 
snowfl.

(X, %εi , µ) →
Li

(Γi, %ni
, νi)

h1/εi
-set

Bσ1/εi
p (Γi, %ni

, νi)

where
Γi = Li(X) ⊂ Rni , νi = µ ◦ L−1

i

and %ni
denotes the usual metric in Rni . As previously, ni, i = 1, 2, are chosen so large

that

− 1
εi
s(h) < ni.

By (5.2.1), (5.2.3) is equivalent to

Bσ1/ε1
p (Γ1, %n1 , ν1) = Bσ1/ε2

p (Γ2, %n2 , ν2) ◦ L2 ◦ L−1
1 . (5.2.4)

Let us prove that, given g1 ∈ Bσ1/ε1
p (Γ1, %n1 , ν1), there is g2 ∈ Bσ1/ε2

p (Γ2, %n2 , ν2) such
that

g1 = g2 ◦ L2 ◦ L−1
1 in Γ1

and
‖g2 |B

σ1/ε2
p (Γ2, %n2 , ν2)‖ . ‖g1 |B

σ1/ε1
p (Γ1, %n1 , ν1)‖. (5.2.5)

For all γ1, δ1 ∈ Γ1,

%n2(L2 ◦ L−1
1 (γ1), L2 ◦ L−1

1 (δ1)) ∼ %ε2/ε1n1
(γ1, δ1). (5.2.6)

We assume that ε2 ≤ ε1 and fix, for all j ∈ N0,

{γj,m : m = 1, . . . ,Mj} ⊂ Γ2

that are 2−ε2/ε1-approximate lattices for Γ2. It follows from Remark 4.15 that

Mj ∼ h1/ε2(2−ε2j/ε1) = h(2−j/ε1), j ∈ N0.
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By (5.2.6), for all j ∈ N0,

{δj,m : m = 1, . . . ,Mj} with δj,m = (L1 ◦ L−1
2 )(γj,m),

are 2−j-approximate lattices for Γ1.
Let g1 ∈ Bσ1/ε1

p (Γ1, %n1 , ν1). By Proposition 2.12 and (5.2.2),

0 < s(σ1/ε1) ≤ s(σ1/ε1) < ε2/ε1.

Hence, by Theorem 4.34, there is λ ∈ bΓ1
p such that

g1 =
∞∑
j=0

Mj∑
m=1

λj,ma
j,m
Γ1

in Lp(Γ1, ν1),

where, for j ∈ N0 and m ∈ {1, . . . ,Mj}, aj,mΓ1
are ε2/ε1-d-(σ1/ε1 , p)

∗∗
Γ1

-atoms located in
B(δj,m, d2−j), for a conveniently chosen d, and

‖λ | bΓ1
p ‖ . ‖g1 |B

σ1/ε1
p (Γ1, %n1 , ν1)‖.

Let
aj,mΓ2

:= aj,mΓ1
◦ L1 ◦ L−1

2 , j ∈ N0, m ∈ {1, . . . ,Mj}.

The functions aj,mΓ2
are ε2/ε1-d′-(σ1/ε2 , p)

∗
Γ2

-atoms located in B(γj,m, d′2−ε2/ε1j) for
some d′. Then, according to Remark 4.35,

∞∑
j=0

Mj∑
m=1

λj,ma
j,m
Γ2

converges in Lp(Γ2, ν2) to, say, g2. Again by Theorem 4.34, we conclude that g2 ∈
Bσ1/ε2
p (Γ2, %n2 , ν2) and

‖g2 |B
σ1/ε2
p (Γ2, %n2 , ν2)‖ . ‖λ | bΓ1

p ‖.

Hence g2 = g1 ◦ L1 ◦ L−1
2 and (5.2.5) follows. The reverse inclusion in (5.2.4) is proved

analogously.

Remark 5.15. We can interpret L2 ◦ L−1
1 as being an ε2/ε1-chart of the h1/ε1-space

(Γ1, %n1 , ν1). Hence, (5.2.4) can be written as

B
σ1/ε1
p (Γ1;L2 ◦ L−1

1 ) = Bσ1/ε1
p (Γ1),

based on

(Γ1, %n1 , ν1)
h1/ε1 -space

B
σ1/ε1
p (Γ1;L2 ◦ L−1

1 )

 
snowfl.

(Γ1, %
ε2/ε1
n1

, ν1) →
L2◦L−1

1

(Γ2, %n2 , ν2)
h1/ε2 -set

Bσ1/ε2
p (Γ2)

So, to prove that the definition of Besov spaces on abstract h-spaces using ε-charts is
independent of the charts, under some restrictions, it has been enough to prove that this
construction works (in the sense of being independent of the charts) in the particular
case of h-sets.

The next definition corresponds to the abstract version of Definition 4.14.
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Definition 5.16. Let (X, %, µ) be an h-space and j ∈ N0. We say that {xj,m}Mj

m=1 ⊂ X,
with j ∈ N0, is a 2−j-approximate lattice for X if there exist positive numbers c1 and c2
independent of j such that

%(xj,m1 , xj,m2) ≥ c12−j , j ∈ N0, m1 6= m2,

X =
Mj⋃
m=1

Bj,m with Bj,m = BX(xj,m, c22−j) for j ∈ N0. (5.2.7)

Remark 5.17. Let us note that if we consider a Euclidean ε-chart of (X, %, µ), L, with
L(X) = Γ, then

γ1, γ2 ∈ Γ ⇔ γ1 = L(x1) and γ2 = L(x2), x1, x2 ∈ X,
and so

|γ1 − γ2| ∼ 2−εj ⇔ %(x1, x2) ∼ 2−j .

As a result, the existence of 2−j-approximate lattices for X follows from the existence of
ε-charts and 2−εj-approximate lattices for corresponding sets in Rn as in Definition 4.14.
If, for j ∈ N0,

{γj,m : m = 1, . . . ,Mj} ⊂ Γ

is a 2−εj-approximate lattice for the h1/ε-set Γ, then

{xj,m : m = 1, . . . ,Mj} ⊂ X with xj,m = L−1(γj,m)

is a 2−j-approximate lattice for X. Moreover, according to Remark 4.15, for all j ∈ N0,

Mj ∼ h1/ε(2−εj)−1 = h(2−j)−1.

Definition 5.18. Let h ∈ H, (X, %, µ) be an h-space and ε ∈ (0, ε0), for ε0 as in Theorem
5.2. Let {xj,m}

Mj

m=1, j ∈ N0, be 2−j-approximate lattices for X and d > c2, where c2 is
as in (5.2.7). Consider an admissible sequence σ and 1 < p ≤ ∞. A function on X, aj,mX ,
is called an d-(σ, p, ε)X -atom if for j ∈ N0 and m = 1, . . . ,Mj ,

(a) supp aj,mX ⊂ B(xj,m, d2−j)
(b) |aj,mX (x)| ≤ σ−1

j h(2−j)−1/p for x ∈ X,
(c) |aj,mX (x)− aj,mX (y)| ≤ σ−1

j h(2−j)−1/p2εj%ε(x, y) for x, y ∈ X.

Theorem 5.19. Let (X, %, µ;L) be an ε-chart of an h-space (X, %, µ). Let 1 < p ≤ ∞
and σ be an admissible sequence. Assume that

s(h) < 0 and 0 < s(σ) ≤ s(σ) < ε. (5.2.8)

Let d > c2, where c2 is as in (5.2.7). Then Bσp (X;L) is the collection of all f ∈ Lp(X)
which can be represented as

f =
∞∑
j=1

Mj∑
m=1

λj,ma
j,m
X (x) in Lp(X) (5.2.9)

for some λ ∈ bL(X)
p , where aj,mX are d-(σ, p, ε)X-atoms according to Definition 5.18. Fur-

thermore,
‖f |Bσp (X;L)‖ ∼ inf ‖λ | bL(X)

p ‖,
where the infimum is taken over all representations (5.2.9).
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Proof. One can easily see that aj,mX is a d-(σ, p, ε)X -atom if, and only if, aj,mX ◦ L−1 is a
d′-(σ1/ε, p)∗Γ-ε-atom, where Γ = L(X) is an h1/ε-set and d′ is conveniently chosen. Hence,
the above result can be obtained by using ε-charts and applying Theorem 4.34 to the
spaces Bσ1/ε

p (Γ).

Remark 5.20. If h(r) = rd and σ = (s), then (5.2.8) corresponds to assuming d > 0
and 0 < s < ε, which coincides with the conditions obtained by Triebel in [29, p. 42,
Theorem 4.22]. In that work, to guarantee the uniqueness of the spaces B(s)

p (X;L) (where
X is a d-space), instead of a direct proof as in Theorem 5.14, transferring everything to
function spaces on special sets in Rn, Triebel used a result corresponding to the above
one to conclude that the spaces B(s)

p (X;L) coincide with the spaces considered by Han
and Yang in [12] and, consequently, are independent of the Euclidean charts.

5.3. Example: entropy numbers. In this subsection we present an example which
shows that this approach to the definition of function spaces allows one to develop a
theory for function spaces on quasi-metric spaces, taking advantage of what is already
known for function spaces on fractals in Rn.

Definition 5.21. Let A and B be two quasi-Banach spaces and let T : A → B be a
bounded linear operator. Then for all j ∈ N, the jth (dyadic) entropy number of T is
defined by

ej(T ) = inf
{
δ > 0 : T (BA) ⊂

2j−1⋃
l=1

(bl + δBB) for some b1, . . . , b2j−1 ∈ B
}
,

where BA and BB denote the closed unit balls in A and B, respectively.

Remark 5.22. If (αj)j∈N is an increasing sequence of positive numbers we write eαj
for

e[αj ], where [·] denotes the integer-part function.

In the next proposition we give estimates for the entropy numbers of embeddings
between function spaces on h-spaces.

Proposition 5.23. Let h ∈ H be such that s(h) < 0. Let (X, %, µ) be an h-space with
an ε-chart (X;L), according to Definition 5.10. Let σ and τ be admissible sequences such
that 0 < s(τ) < s(σ). Let 0 < p1, p2 <∞, 0 < q1, q2 ≤ ∞ and assume that

s(στ−1) > −s(h)(1/p1 − 1/p2)+.

Then the embedding idX : Bσp1,q1(X;L) ↪→ Bτp2,q2(X;L) is compact and

eh−1
j

(idX) ∼ τjσ−1
j . (5.3.1)

Proof. Using ε-charts this is just a consequence of a corresponding one for Besov spaces
on h-sets, which was proved by Bricchi (cf. [3, p. 130, Theorem 4.3.2]). In the application
of this theorem it may be convenient to choose n sufficiently large, where n stands for
the dimension of the Euclidean space which contains L(X). By (5.2.1),

L : f 7→ f ◦ L : Bσ1/ε
p,q (Γ, %n, ν) ↪→ Bσp,q(X, %, µ;L)
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is an isomorphism. We decompose idX according to the following commutative diagram:

Bσp1,q1(X;L) L−1
//

idX

��

Bσ1/ε
p1,q1(Γ, %n, ν)

idΓ

��
Bτp2,q2(X;L) Bτ1/ε

p2,q2(Γ, %n, ν)
Loo

Hence,
eh−1

j
(idX) ∼ eh−1

j
(idΓ).

By [3, p. 130, Theorem 4.3.2],

eh−1
1/ε,j

(idΓ) ∼ τ1/ε,j σ−1
1/ε,j ,

and, after some calculations, we obtain (5.3.1).
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