
1. Introduction

The main object of this paper is to construct a calculus of anisotropic pseudodifferential

operators (ψDOs) on a manifold and apply it to semi-elliptic operators generated by

vector fields.

A simple example of a semi-elliptic differential operator on Rn is the operator
n∑

k=1

(−1)mk∂2mkxk
, mk ∈ N.(1.1)

Its symbol σ(ξ) =
∑n
k=1 ξ

2mk
k does not vanish in Rn\{0}, i.e. is of the “elliptic” nature. On

the other hand the usual isotropic homogeneity of principal symbols of elliptic operators

is now replaced by its anisotropic analogue

σ(t1/m1ξ1, . . . , t
1/mnξn) = t

2σ(ξ), ∀t > 0.

Therefore, the corresponding calculus of ψDOs should include operators with symbols

which satisfy anisotropic estimates. Such symbols a(x, ξ) have different growth (decay)

rates as ξ →∞ in different directions.

LetM be a C∞-smooth n-dimensional manifold and ν1, . . . , νn be C∞-smooth vector
fields on M which span the tangent space TxM at each point x ∈M . The generalization

of (1.1) to this situation is the semi-elliptic operator
n∑

k=1

(−1)mk∂2mkνk
.(1.2)

The vector fields ν1, . . . , νn may have nonzero commutators and the properties of op-

erators like (1.2) depend on the structure of the Lie algebra generated by ν1, . . . , νn.

Correspondingly the theory of such operators is more geometric in spirit than the stan-

dard “elliptic” one. But still this is an “elliptic” theory and operators like (1.2) are much

more “elliptic” than Hörmander’s sums of squares of vector fields and their generaliza-

tions (see [Ho2], [Ho3, Vol. III], [RS], [Goo], [HN], [Ta1], [VSC], [Nua], [Mal] and the

references therein). In a sense semi-elliptic operators generated by vector fields may be

viewed as a bridge between elliptic operators and hypoelliptic operators of the type of

Hörmander’s sums of squares of vector fields.

In this paper we construct a calculus of anisotropic ψDOs on M which allows one

to handle semi-elliptic operators generated by ν1, . . . , νn. The symbols of these ψDOs

belong to anisotropic analogues of the Hörmander classes Sr̺,δ. The coordinate directions

defining the anisotropy correspond to ν1(x), . . ., νn(x) at each point x ∈ M . Since in

this situation invariance under diffeomorphisms is clearly out of the question, we cannot

[5]
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follow the usual way of defining ψDOs on manifolds: local coordinates plus partitions

of unity. We have to use invariant tools only. In the case when M is a nilpotent Lie

group one can use the group convolution and Fourier transform to construct a calculus

of anisotropic ψDOs on M (see, e.g., [Dy1], [Dy2], [NS], [How], [Mil], [Mel], [Ta2], [BG],

[Cum], [CGGP]). We do not suppose that M is a Lie group and thus have to choose a

different approach.

An invariant (= intrinsic = covariant) calculus of ψDOs on manifolds equipped with

linear connections was developed in [Bok], [Wi1], [Wi2], [Dra], [FK] and [Saf]. It is related

to quantization on manifolds and has been used to explicitly compute coefficients of

the short time on-diagonal asymptotics for the heat kernels corresponding to elliptic

operators (see [Und], [LQ], [GK1], [GK2], [Fu] and the references therein). All these

papers except [Saf] dealt with the standard ψDOs, i.e. with ψDOs which can be defined

via local coordinates. For those operators invariant complete symbols were defined in a

coordinate-free way with the help of linear connections. The approach of [Saf] is more

radical: the invariant coordinate-free definition of ψDOs allows one to cover new classes

of operators where the coordinate approach is not applicable.

We follow the method of [Saf] to construct a calculus of anisotropic ψDOs generated

by ν1, . . . , νn. We deal with operators which act on sections of vector bundles over M . In

such a situation one needs connections of two kinds: connections on the above-mentioned

vector bundles and a connection on the underlying manifold M , more precisely on the

cotangent bundle T ∗M . In our case the latter is defined by the vector fields ν1, . . . , νn.
All necessary definitions and results from differential geometry are collected in Section

2. Some textbook material has been included in order to fix the notation and make

the presentation reasonably self-contained. The words “reasonably self-contained” are

understood in a purely pseudodifferential fashion: only those notions and facts of differ-

ential geometry which can be found in [Ho3, Vol. I] and [Tre, Vol. I] are included in the

pre-requisites.

There are two polynomials naturally associated with the operator (1.2). One is its

(principal) symbol
∑n
k=1(
∑n
l=1 ν

l
k(x)ξl)

2mk defined on T ∗M . The other is the (principal)
presymbol

∑n
k=1 η

2mk
k defined onM×Rn. Not surprisingly presymbols of ψDOs are more

convenient to work with than symbols. We formulate the results in this paper in terms of

presymbols. The corresponding symbols are obtained by substituting
∑n
l=1 ν

l
k(x)ξl for ηk

into the presymbols.

We introduce the spaces of (pre)symbols in Section 3 and define anisotropic ψDOs

generated by ν1, . . . , νn in Section 4. The latter also contains a formula expressing the

presymbol of a ψDO in terms of its amplitude and a theorem on the change of the

presymbol under a change of connections on the vector bundles. Section 5 deals with the

adjoints of ψDOs.

The key result of the paper is Theorem 6.7 on composition of ψDOs with symbols

from the anisotropic classes Sr̺,δ. This theorem and the boundedness results of Section 7

are obtained under the restriction (6.1) which connects ̺ and the orders of anisotropy to

the geometry of the family ν1, . . . , νn. In the case ̺ = 1 this restriction means that the

commutator [∂νj , ∂νk ] is an operator of a strictly lower order than ∂νj∂νk and ∂νk∂νj .
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In Section 8 we show how our calculus relates to the existing works on anisotropic

(pseudo)differential operators on nilpotent Lie groups with dilations and in particular

discuss the condition (6.1) which is supposed to be satisfied in the remaining part of the

paper.

Section 9 is devoted to compact ψDOs. We prove in Section 10 that a semi-elliptic

ψDO is Fredholm in anisotropic analogues of Bessel-potential spaces Hs
p if M is compact

and establish some basic properties of these spaces. More detailed results on anisotropic

function spaces on manifolds will be published in a forthcoming paper. It is shown in

Section 11 that under reasonable conditions on a semi-elliptic ψDO A the resolvent

(A− λI)−1 is a ψDO with a “well behaved” symbol for sufficiently large λ’s lying outside a
“parabolic” neighbourhood of the spectrum of the principal presymbol ofA (see Definition

11.4). The results of this section are applied in Section 12 to construct complex powers

of A and study meromorphic continuations of their kernels. The information obtained

there is used in Section 13 where we deal with the exponential e−tA and establish the
full on-diagonal short time asymptotics of the heat kernel corresponding to A.

We return to the resolvent (A−λI)−1 in Section 14 and prove asymptotic formulae for
its kernel. These formulae and a generalization of the Pleijel–Malliavin Tauberian theorem

(see Lemmas 15.1, 15.2) allow us to obtain an asymptotic formula for the spectral function

of A with a remainder estimate and more precise, in particular two-term, asymptotic

formulae for the Riesz means of the spectral function. The latter show that the remainder

estimate in the former is not optimal and that our asymptotic formula for the spectral

function is an analogue of that from [Ag]. It is unclear (to me!) whether one can obtain

the optimal remainder estimate using the wave equation method, because the standard

reduction to the first order operators does not seem to be working in the anisotropic case.

The method due to D. Robert and G. Métivier (see [Ro1] and [Me2]) is probably more

promising here. (For asymptotic properties of the spectra of anisotropic elliptic ψDOs

on Rn see [Ar], [BS], [BB], [BBR], [HR1], [Ro2] and the references therein.)

It is worth mentioning that due to the anisotropy the second terms in the asymptotic

formulae for the Riesz means of the spectral function and of the distribution function of

eigenvalues may be nonzero even if A is a differential operator (see Remark 15.7), which

does not happen in the standard elliptic case (see [DG] and Remark 15.6).

2. Auxiliary geometric results

Vector fields. Let M be a C∞-smooth n-dimensional manifold and ν1, . . . , νn be C∞-
smooth vector fields on M . Suppose that ν1(x), . . . , νn(x) span the tangent space TxM

at each point x ∈M . Then there exist functions Cmj,k ∈ C
∞(M) such that

[∂νj , ∂νk ] =

n∑

m=1

Cmj,k∂νm ,(2.1)

where [·, ·] denotes the commutator: [A,B] = AB−BA, while ∂νj is the derivative in the
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direction of νj , i.e.

∂νj =

n∑

l=1

νlj(x)∂xl(2.2)

in any local coordinate system.

Let ν̃1(x), . . . , ν̃n(x) be the basis of the cotangent space T ∗xM dual to νj(x), j =
1, . . . , n:

〈ν̃k(x), νj(x)〉 = δ
k
j =

{
1 if k = j,

0 if k 6= j.
(2.3)

It is clear that ν̃1, . . . , ν̃n are C∞-smooth 1-forms on M .
We will call a curve γ : [a, b]→M a geodesic if

γ̇(t) =
n∑

j=1

cjνj(γ(t)), ∀t ∈ [a, b] ⊂ R,(2.4)

for some constants c1, . . . , cn ∈ R. As usual, dot denotes the derivative with respect to

the “time” t.

2.1.Remark. It is not difficult to check that our vector fields νj(x), j = 1, . . . , n, generate

a linear connection on M with Christoffel symbols

Γmj,k(x) = −
n∑

l=1

ν̃lk(x)∂xjν
m
l (x)

(see (2.3)), such that the classical definition of a geodesic corresponding to this connection

coincides with (2.4).

Let us take an arbitrary point x ∈M . It follows from the standard results on ordinary

differential equations that if ỹ = (ỹ1, . . . , ỹn) ∈ Rn is sufficiently small, then there exists

a unique geodesic γ = γỹx : [0, 1]→M such that γ(0) = x and

γ̇(0) =
n∑

j=1

ỹjνj(x),

i.e.

γ̇(t) =
n∑

j=1

ỹjνj(γ(t)), ∀t ∈ [0, 1].(2.5)

So, we have a well defined mapping of a neighbourhood U ⊂ Rn of 0 ∈ Rn into M :

U ∋ ỹ 7→ expx(ỹ) := γ
ỹ
x(1) ∈M.(2.6)

It is clear that

x = expx(0).(2.7)

Applying the theorem on the smoothness of solutions of ordinary differential equations

with respect to parameters we deduce that the mapping (2.6) is C∞-smooth. Differenti-
ating the equality

γτỹx (t) = γ
ỹ
x(τt)

with respect to τ and taking τ = 0, t = 1 one can easily prove that the differential of (2.6)

at 0 ∈ R
n corresponds to the identity matrix in the coordinate system in TxM defined
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by the basis ν1(x), . . . , νn(x). Hence (2.6) is a C
∞-diffeomorphism of a sufficiently small

neighbourhood U ⊂ R
n of the origin onto a neighbourhood Wx ⊂ M of x ∈ M . This

defines a coordinate system on Wx: we say that the coordinates of a point y ∈ Wx are

ỹ = (ỹ1, . . . , ỹn) ∈ U ⊂ Rn if

y = expx(ỹ).

We will call this coordinate system the canonical coordinate system with the origin at

x ∈M .

In this coordinate system any geodesic γỹx(t) has the form tỹ:

γỹx(t) = γ
tỹ
x (1) = expx(tỹ).(2.8)

It follows from the above that if x and y are sufficiently close to each other, then

there exists a unique geodesic γy,x : [0, 1]→M such that γy,x(0) = x, γy,x(1) = y. So,

γ̇y,x(t) =
n∑

j=1

cjνj(γy,x(t)), ∀t ∈ [0, 1],

for some constants cj = cj(x, y) ∈ R depending on x and y (see (2.5)). It is easy to see

that cj are C
∞-smooth in a neighbourhood of the diagonal of M ×M and

cj(x, y) = ỹ
j , j = 1, . . . , n,(2.9)

where ỹ = (ỹ1, . . . , ỹn) are the coordinates of the point y in the canonical coordinate

system with the origin at x (cf. (2.5)). The last equality is equivalent to

γy,x = γ
ỹ
x if y = expx(ỹ).(2.10)

It is clear that

cj(x, x) = 0.(2.11)

Using the change of variable t 7→ 1− t we obtain

cj(x, y) = −cj(y, x).(2.12)

Let ν0 be a C
∞-smooth vector field on M . For any w ∈ M there exists a unique

integral curve E(·, w) : [0, δ]→M of ν0 starting at w:

∂E(t, w)

∂t
= ν0(E(t, w)), E(0, w) = w.

Here δ = δ(w, ν0) > 0 is a sufficiently small number. If ν0 is sufficiently small, i.e.

ν0(t) =

n∑

j=1

aj(u)νj(u), u ∈M,

where
∑n
j=1 |aj(u)| is sufficiently small, then we can take δ(w, ν0) = 1.

We define

Exp(ν0)(w) = E(1, w)(2.13)

whenever the right hand side is defined. It is obvious that

expx(ỹ) = Exp
( n∑

j=1

ỹjνj

)
(x)(2.14)

Throughout the paper ∂αν will denote the symmetrization of ∂
α1
ν1 . . . ∂

αn
νn .
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2.2. Lemma. For any multi-index α ∈ Zn+ and any smooth function f we have

∂αν f(x) = ∂
α
ỹ f(expx(ỹ))|ỹ=0.(2.15)

Proof. It is well known (see, e.g., [NSW, Proposition 4.2]) that the formal Taylor series
∞∑

|α|=0

1

α!
(∂αỹ f(expx(ỹ))|ỹ=0)ỹ

α

of f(expx(ỹ)) = f(Exp(
∑n
j=1 ỹ

jνj)(x)) at 0 ∈ Rn equals

∞∑

l=0

1

l!

( n∑

j=1

ỹj∂νj

)l
f(x) =

∞∑

|α|=0

1

α!
(∂αν f(x))ỹ

α.

Comparing the coefficients we obtain (2.15).

2.3. Lemma. For any multi-indices α, β ∈ Zn+ such that |α+ β| ≥ 2, the derivative

∂αν(y)∂
β
ν(z)cj(y, z)|y=z=x = ∂

α
ỹ ∂

β
z̃ cj(expx(ỹ), expx(z̃))|ỹ=z̃=0

is a linear combination of terms of the form
∑

∂µ
(1)

ν Cjk1,m1(x)∂
µ(2)

ν Cj2k2,m2(x) . . . ∂
µ(q)

ν C
jq
kq,mq
(x).(2.16)

Here each of the “upper” indices j2, . . . , jq coincides with one of the “lower” indices ,

which are kl,ml and those corresponding to the multi-indices µ
(l), and

∑
denotes the

contraction, i.e. the summation from 1 to n over these repeated indices. The remaining

|µ(1)|+ . . .+ |µ(q)|+ q + 1 = |α+ β|

“lower” indices correspond to those of α+ β. Moreover ,

∂

∂ỹk
cj(expx(ỹ), x) = −δ

j
k,(2.17)

∂

∂z̃k
cj(x, expx(z̃)) = δ

j
k,(2.18)

∂αỹ cj(expx(ỹ), x) = 0 if |α| ≥ 2,(2.19)

∂βz̃ cj(x, expx(z̃)) = 0 if |β| ≥ 2,(2.20)

∂

∂ỹk
∂

∂z̃m
cj(expx(ỹ), expx(z̃))|ỹ=z̃=0 =

1

2
Cjk,m(x).(2.21)

Proof. The equalities (2.17)–(2.20) follow directly from (2.9) and (2.12).

Let y = expx(ỹ), z = expx(z̃). It follows from (2.9), (2.12) and (2.14) that

Exp
(
−

n∑

l=1

ỹlνl

)
(y) = x.

Consequently

H(ỹ, z̃)(y) = z, where H(ỹ, z̃)(y) = Exp
( n∑

l=1

z̃lνl

)
Exp
(
−

n∑

l=1

ỹlνl

)
.

Further,

∂αỹ ∂
β
z̃ cj(expx(ỹ), expx(z̃))|ỹ=z̃=0 = ∂

α
ỹ ∂

β
z̃ cj(y,H(ỹ, z̃)(y))|ỹ=z̃=0

= (∂ỹ + ∂w̃)
α∂βz̃ cj(w,H(ỹ, z̃)(w))|ỹ=z̃=w̃=0,
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where w = expx(w̃). Hence, it is sufficient to prove that

∂α
′′

w̃ ∂α
′

ỹ ∂
β
z̃ cj(w,H(ỹ, z̃)(w))|ỹ=z̃=w̃=0(2.22)

is a linear combination of terms of the form (2.16) with α = α′ + α′′. Let us evaluate

∂α
′

ỹ ∂
β
z̃ cj(w,H(ỹ, z̃)(w))|ỹ=z̃=0.(2.23)

We have to find the formal Taylor (ỹ, z̃)-series of the function

cj

(
w,Exp

( n∑

l=1

z̃lνl

)
Exp
(
−

n∑

l=1

ỹlνl

)
(w)
)

at 0 ∈ Rn × Rn. Using the Campbell–Hausdorff formula (see, e.g., [Ser, Part I, IV.7,

IV.8]) one can prove (see [NSW, Appendix]) that this formal series equals

∞∑

p=0

1

p!
∂pν0(v)cj(w, v)|v=w,(2.24)

where ∂ν0(v) is a formal series of linear combinations of iterated commutators of∑n
l=1 z̃

l∂νl and −
∑n
l=1 ỹ

l∂νl :

∂ν0 =

n∑

l=1

z̃l∂νl −
n∑

l=1

ỹl∂νl −
1

2

[ n∑

l=1

z̃l∂νl ,

n∑

l=1

ỹl∂νl

]

−
1

12

[ n∑

l=1

z̃l∂νl ,
[ n∑

l=1

z̃l∂νl ,

n∑

l=1

ỹl∂νl

]]
+
1

12

[ n∑

l=1

ỹl∂νl

[ n∑

l=1

ỹl∂νl ,

n∑

l=1

z̃l∂νl

]]
+ . . .

Using (2.1) we obtain

∂ν0(v) =

n∑

l=1

(z̃l− ỹl)∂νl(v)+
1

2

n∑

k,m

n∑

l=1

ỹkz̃mClk,m(v)∂νl(v)+
∑

|α|+|β|≥3

n∑

l=1

ỹαz̃βP lα,β(v)∂νl(v),

where P lα,β(v) is a linear combination of terms of the form (2.16) with l and v instead of

j and x respectively. Now it follows from (2.15), (2.18) and (2.20) that (2.24) equals

z̃j − ỹj +
1

2

n∑

k,m

Cjk,m(w)ỹ
kz̃m +

∑

|α|+|β|≥3
Qjα,β(w)ỹ

αz̃β ,

where Qjα,β(w) is a linear combination of terms of the form (2.16) with x = w. It is clear

that (2.23) equals Qjα′,β(w) if |α
′|+ |β| ≥ 3 and

∂

∂ỹk
∂

∂z̃m
cj(w,H(ỹ, z̃)(w))|ỹ=z̃=0 =

1

2
Cjk,m(w).

The cases when α′ = 0 or β = 0 are covered by (2.17)–(2.20). This enables us to find
(2.22) and completes the proof (see also (2.15)).

2.4. Lemma. We have
n∑

k=1

ck(y, z)∂νk(z)cj(y, z) = cj(y, z),

n∑

k=1

ck(y, z)∂νk(y)cj(y, z) = −cj(y, z).
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Proof. Suppose z = expy(z̃). Then using (2.8)–(2.10) we obtain

n∑

k=1

ck(y, z)∂νk(z)cj(y, z) =
d

dt
cj(y, γz,y(t))

∣∣∣∣
t=1

=
d

dt
cj(y, expy(tz̃))

∣∣∣∣
t=1

=
d

dt
(tz̃j)

∣∣∣∣
t=1

= z̃j = cj(y, z).

The second equality of the lemma follows from the first one and (2.12).

Connections on vector bundles. Let E be a C∞-smooth vector bundle over M . We
denote by C∞(E) the space of C∞-sections of E . In particular C∞(TM) is the space of
C∞-smooth vector fields on M .
A connection on E is a continuous mapping

∇ : C∞(TM)× C∞(E)→ C∞(E), C∞(TM)× C∞(E) ∋ (ν0, ω) 7→ ∇ν0ω ∈ C
∞(E),

satisfying the following linearity conditions:

∇ν0+ν1ω = ∇ν0ω +∇ν1ω, ∇ν0(ω + ω1) = ∇ν0ω +∇ν0ω1, ∇ϕν0ω = ϕ∇ν0ω,

and the Leibniz rule

∇ν0(ϕω) = ϕ∇ν0ω + (∂ν0ϕ)ω,

for any ν0, ν1 ∈ C
∞(TM), ω, ω1 ∈ C∞(E) and ϕ ∈ C∞(M).

The mapping ∇ν0 : C
∞(E) → C∞(E) is a first order linear differential operator:

it can be expressed locally as a sum of ∂ν0 and a zero order term with a C
∞-smooth

matrix-valued coefficient. This operator is called the covariant derivative in the direction

of ν0. If ∇
′ is another connection on E , then ∇ν0 −∇

′
ν0 is a zero order operator, i.e. can

be viewed as an automorphism of E .

Every C∞-smooth vector bundle over a paracompact manifold M does have a con-
nection (see, e.g., [MS, Appendix C, Lemma 2]).

Let Z be a vector space and Hom(Z, E) and Hom(E , Z) be the C∞-smooth vector
bundles with the fibres

Hom(Z, E)x = Hom(Z, Ex), Hom(E , Z)x = Hom(Ex, Z)

constructed in the standard way (see [MS, §3]). Here Hom(X,Y ) denotes the vector

space of all linear mappings from the vector space X to the vector space Y . For any

F ∈ C∞(Hom(Z, E)) and ζ ∈ Z we have Fζ ∈ C∞(E). So, we can define ∇ν0F ∈
C∞(Hom(Z, E)) by the equality

(∇ν0F )ζ = ∇ν0(Fζ).(2.25)

Further, any Φ ∈ C∞(Hom(E , Z)) and ω ∈ C∞(E) give rise to a C∞-smooth vector-
valued function Φω : M → Z. Hence we can define ∇ν0Φ ∈ C∞(Hom(E , Z)) by the
equality

(∇ν0Φ)ω = ∂ν0(Φω)− Φ∇ν0ω.(2.26)

Throughout the paper ∇αν will denote the symmetrization of ∇
α1
ν1 . . .∇

αn
νn , where

ν1, . . . , νn are the given vector fields.
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Let x, y ∈M and γ : [0, 1]→M be a C∞-smooth curve such that γ(0) = x, γ(1) = y.
Let E0 be the restriction of E to γ([0, 1]) ⊂M and ω0 ∈ C

∞(E0). Suppose ω ∈ C∞(E) is
an extension of ω0, i.e. ω|γ([0,1]) = ω0, and ν0 ∈ C

∞(TM) is such that

ν0(γ(t)) = γ̇(t), ∀t ∈ [0, 1].

Then it is not difficult to prove that ∇ν0ω|γ([0,1]) does not depend on the choice of ω

and ν0. Thus for any ω0 ∈ C∞(E0),

∇γ̇ω0 ∈ C
∞(E0)

is a well defined object. This construction generates a connection on E0.

We will say that a vector ω(y) ∈ Ey is a parallel displacement of a vector ω(x) ∈ Ex
along the curve γ if there exists ω0 ∈ C∞(E0) such that ω0(x) = ω(x), ω0(y) = ω(y) and

∇γ̇ω0 = 0.

Using standard results on linear ordinary differential equations one can prove that for

any vector ω(x) ∈ Ex there exists its unique parallel displacement ω(y) ∈ Ey along the

curve γ and that the mapping Ex ∋ ω(x) 7→ ω(y) ∈ Ey is linear.

Let x, y ∈M be sufficiently close to each other and let Φy,x : Ex → Ey be the parallel

displacement along the geodesic γy,x. It is not difficult to see that Φy,y and Φy,xΦx,y equal

the identity automorphism of Ey:

Φy,y = IEy , Φy,xΦx,y = IEy .(2.27)

2.5. Lemma. For any multi-index γ ∈ Zn+ \ {0} and any p, q ∈ Z+ such that p+ q = |γ|

we have ∑

α+β=γ
|α|=p, |β|=q

1

α!β!
∇αν(y)∇

β
ν(x)Φy,x|y=x = 0.

In particular

∇γν(y)Φy,x|y=x = 0, ∇γν(x)Φy,x|y=x = 0.

Proof. Let us fix arbitrary points x, y ∈ M which are sufficiently close to each other. It

follows from the definition of the parallel displacement that

∇γ̇y,x(s)Φγy,x(s),γy,x(t)ω(t) = 0, ∀ω(t) ∈ Eγy,x(t), ∀s, t ∈ [0, 1].

According to (2.25)–(2.27) and the last equality,

(∇γ̇y,x(t)Φγy,x(s),γy,x(t))Φγy,x(t),γy,x(s)ω(s)

= ∂γ̇y,x(t)ω(s) − Φγy,x(s),γy,x(t)∇γ̇y,x(t)Φγy,x(t),γy,x(s)ω(s)

= −Φγy,x(s),γy,x(t)(∇γ̇y,x(t)Φγy,x(t),γy,x(s)ω(s)) = 0, ∀ω(s) ∈ Eγy,x(s).

Therefore

∇γ̇y,x(s)Φγy,x(s),γy,x(t) = 0, ∇γ̇y,x(t)Φγy,x(s),γy,x(t) = 0, ∀s, t ∈ [0, 1].

Hence,

∇pγ̇y,x(s)∇
q
γ̇y,x(t)

Φγy,x(s),γy,x(t) = 0, ∀p, q ∈ Z+, p+ q > 0.(2.28)
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Since γ̇y,x =
∑n
j=1 cj(x, y)νj , we have

∑

|α|=p, |β|=q

p!q!

α!β!
cα+β(x, y)∇αν(γy,x(s))∇

β
ν(γy,x(t))

Φγy,x(s),γy,x(t) = 0, ∀s, t ∈ [0, 1],

where cµ(x, y) = cµ11 (x, y) . . . c
µn
n (x, y). Taking s = 1, t = 0 we obtain

∑

|α|=p, |β|=q

1

α!β!
cα+β(x, y)∇αν(y)∇

β
ν(x)Φy,x = 0, ∀p, q ∈ Z+, p+ q > 0.(2.29)

Let b = (b1, . . . , bn) ∈ R
n be an arbitrary vector. Then the last equality implies, for

sufficiently small t > 0,
∑

|α|=p, |β|=q

1

α!β!
tp+qbα+β∇αν(y)∇

β
ν(x)Φy,x|y=expx(tb) = 0

(see (2.9)). Dividing by tp+q and taking in the resulting equality t = 0 we obtain
∑

|α|=p, |β|=q

1

α!β!
bα+β∇αν(y)∇

β
ν(x)Φy,x|y=x = 0, ∀b ∈ R

n.

2.6. Lemma. For any multi-index α ∈ Zn+ and any ω ∈ C
∞(E) we have

∂αν(y)Φx,yω(y)|y=x = ∇
α
νω(x).

Proof. Suppose |α| = r. Let b = (b1, . . . , bn) ∈ R
n be an arbitrary vector and ν0 =∑n

k=1 b
kνk. It follows from (2.26) that

r!
∑

|β|=r

1

β!
bβ∂βν(y)Φx,yω(y) = ∂

r
ν0(y)

Φx,yω(y) =
∑

p+q=r

r!

p!q!
(∇pν0(y)Φx,y)∇

q
ν0(y)

ω(y)

= r!
∑

|β′|+|β′′|=r

1

β′!β′′!
bβ
′+β′′(∇β

′

ν(y)Φx,y)∇
β′′

ν(y)ω(y).

Comparing the coefficients we obtain

∂αν(y)Φx,yω(y) =
∑

α′+α′′=α

α!

α′!α′′!
(∇α

′

ν(y)Φx,y)∇
α′′

ν(y)ω(y).(2.30)

Applying Lemma 2.5 we prove that this sum equals ∇ανω(x) when y = x.

2.7. Lemma. For any multi-index α ∈ Zn+ and any smooth function ϕ,

∇αν(y)ϕ(y)Φy,x|y=x = ∂
α
ν ϕ(x).

Proof. We have

∇αν(y)ϕ(y)Φy,x =
∑

α′+α′′=α

α!

α′!α′′!
(∂α

′

ν(y)ϕ(y))∇
α′′

ν(y)Φy,x.

It follows from Lemma 2.5 that this sum equals ∂αν ϕ(x) when y = x.

Let E and F be C∞-smooth vector bundles over M with connections ∇E and ∇F

respectively and let σ : E → F be a C∞-smooth vector bundle morphism. σ can be
viewed as an element of C∞(Hom(E ,F)), where Hom(E ,F) is the C∞-smooth vector
bundle with the fibres

Hom(E ,F)x = Hom(Ex,Fx)
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constructed in the standard way (see, e.g., [MS, §3]). Any ω ∈ C∞(E) gives rise to a
section σω ∈ C∞(F). So, we can define ∇F ,Eν0 σ ∈ C∞(Hom(E ,F)) by the equality

(∇F ,Eν0
σ)ω = ∇Fν0(σω)− σ∇

E
ν0
ω.(2.31)

As usual , (∇F ,Eν )
α will denote the symmetrization of (∇F ,Eν1 )

α1 . . . (∇F ,Eνn )
αn , where

ν1, . . . , νn are the given vector fields.

3. Classes of symbols

Let d = (d1, . . . , dn) ∈ Rn be a vector such that dk > 0, k = 1, . . . , n, and
n∑

k=1

1

dk
= n.(3.1)

For any multi-index α ∈ Zn+ we put

|α : d| =
n∑

k=1

αk
dk
.(3.2)

For any vector η ∈ R
n \ {0} we denote by |η|d the unique solution τ = τ (η) = |η|d of the

equation
n∑

k=1

τ−2/dkη2k = 1.

It follows from the implicit function theorem that τ (·) ∈ C∞(Rn \ {0}). Further, we put
|0|d = 0. It is not difficult to prove that there exists Cd ≥ 1 such that

|η + η′|d ≤ Cd(|η|d + |η
′|d), ∀η, η′ ∈ R

n.(3.3)

One can take, e.g., Cd = 2
max{dk}. It is clear that

(3.4) max{|ηk|
dk} ≤ |η|d ≤ n

max{dk}/2max{|ηk|
dk},

(3.5)
|η|min{dk} ≤ |η|d ≤ |η|

max{dk} if |η| ≥ 1,

|η|max{dk} ≤ |η|d ≤ |η|
min{dk} if |η| ≤ 1.

Let r ∈ R, 0 ≤ δ, ̺ ≤ 1. We denote by Sr,d̺,δ (M × Rn) the class of all functions

ã ∈ C∞(M × Rn) such that for any compact set K ⊂M ,

(3.6) |∂αη ∂νj1(x) . . . ∂νjq (x)ã(x, η)| ≤ constK,α,j1,...,jq(1 + |η|d)
r−̺|α:d|+δ|β:d|,

∀α ∈ Z
n
+, ∀j1, . . . , jq ∈ {1, . . . , n}, ∀q ∈ Z+, ∀η ∈ R

n, ∀x ∈ K,

where β is the multi-index corresponding to the set of indices {j1, . . . , jq}.

Let E and F be C∞-smooth complex vector bundles over M and let Ẽ and F̃ be the
corresponding induced vector bundles overM×Rn defined by the projectionM×Rn →M

(see, e.g., [MS, §3]). We say that ã ∈ C∞(Hom(Ẽ , F̃)) belongs to the class S̃r,d̺,δ (E ,F) if
it can be expressed locally as a matrix-valued function with components satisfying (3.6).

In order to give an invariant definition of S̃r,d̺,δ (E ,F) we need connections ∇
E and ∇F

on the bundles E and F respectively. The class S̃r,d̺,δ (E ,F) consists of all morphisms
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ã ∈ C∞(Hom(Ẽ , F̃)) such that for any compact set K ⊂M ,

(3.7) ‖∂αη∇
F ,E
νj1 (x)

. . .∇F ,Eνjq (x)
ã(x, η)‖ ≤ constK,α,j1,...,jq (1 + |η|d)

r−̺|α:d|+δ|β:d|,

∀α ∈ Z
n
+, ∀j1, . . . , jq ∈ {1, . . . , n}, ∀q ∈ Z+, ∀η ∈ R

n, ∀x ∈ K,

where β is the multi-index corresponding to the set of indices {j1, . . . , jq} (see (2.31)).

Here ‖ · ‖ : Hom(Ẽ , F̃)→ R is a continuous function such that its restriction to each fibre

Hom(Ẽ , F̃)(x,η) = Hom(Ẽ(x,η), F̃(x,η))

is a norm on Hom(Ex,Fx). This definition of S̃
r,d
̺,δ (E ,F) does not depend on the choice

of connections ∇E and ∇F due to the fact that if ∇ and ∇′ are connections on the same
vector bundle, then ∇ν0 −∇

′
ν0 is a zero order operator for any vector field ν0 on M .

Finally, let E∗ and F∗ be the vector bundles over the cotangent bundle T ∗M induced
by E and F with the help of the projection T ∗M → M . We say that a vector bundle

morphism a ∈ C∞(Hom(E∗,F∗)) belongs to the class S
r,d
̺,δ (E ,F) if there exists ã ∈

S̃r,d̺,δ (E ,F) such that

a(x, ξ) = ã(x, σ(x, ξ)),(3.8)

where

σ(x, ξ) = (σ1(x, ξ), . . . , σn(x, ξ)), σk(x, ξ) = 〈νk(x), ξ〉, ∀ξ ∈ T ∗xM.(3.9)

Elements of Sr,d̺,δ (E ,F) will play the role of symbols of pseudodifferential operators.

Pseudodifferential operators can also be defined with the help of amplitudes. So, we will

need the corresponding classes of amplitudes. Let EM∗ and F
M
∗ be the vector bundles over

M × T ∗M induced by E∗ and F∗ with the help of the projection M × T ∗M → T ∗M .
We will say that a vector bundle morphism a ∈ C∞(Hom(EM∗ ,F

M
∗ )) belongs to the class

Sr,d̺,δ (M ; E ,F) if there exists ã ∈ S̃
r,d
̺,δ (M ; E ,F) such that

a(y;x, ξ) = ã(y;x, σ(x, ξ)), ∀x, y ∈M, ∀ξ ∈ T ∗xM.(3.10)

Here S̃r,d̺,δ (M ; E ,F) denotes the class of all morphisms ã ∈ C
∞(Hom(ẼM , F̃M )) such that

for any compact set K ⊂M ×M ,

(3.11) ‖∂αη ∂νk1 (y) . . . ∂νkp (y)∇
F ,E
νj1 (x)

. . .∇F ,Eνjq (x)
ã(y;x, η)‖

≤ constK,α,k1,...,kp,j1,...,jq (1 + |η|d)
r−̺|α:d|+δ|(β+µ):d|,

∀α ∈ Z
n
+, ∀k1, . . . , kp, j1, . . . , jq ∈ {1, . . . , n}, ∀p, q ∈ Z+, ∀η ∈ R

n, ∀(y, x) ∈ K,

where β, µ are the multi-indices corresponding to the sets of indices {j1, . . . , jq},

{k1, . . . , kp} and ẼM , F̃M are the vector bundles over M × (M × Rn) induced by Ẽ

and F̃ with the help of the projection M × (M × Rn)→M × Rn.

For all ̺ and δ the intersection

S−∞ =
⋂

r∈R

Sr,d̺,δ =
⋂

r∈R

Sr,d1,0(3.12)

consists of morphisms which vanish with all their derivatives faster than any power of |ξ|

as |ξ| → ∞. Note that the mapping ξ 7→ η = σ(x, ξ) is invertible since the vectors
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ν1(x), . . . , νn(x) span the tangent space TxM (see also (3.5)). We will also use the notation

S̃−∞ =
⋂

r∈R

S̃r,d̺,δ =
⋂

r∈R

S̃r,d1,0(3.13)

and the standard notation for asymptotic expansions of symbols and amplitudes. Namely,

let ãj ∈ S̃
rj ,d
̺,δ (E ,F), j ∈ N, rj → −∞ as j → ∞, and let ã ∈ C∞(Hom(Ẽ , F̃)). We will

write

ã(x, η) ∼
∞∑

j=1

ãj(x, η)(3.14)

if

ã(x, η)−
l∑

j=1

ãj(x, η) ∈ S̃
rl+1,d
̺,δ (E ,F), ∀l ∈ N,

where rl+1 = max{rj : j ≥ l + 1}. The asymptotic expansion

ã(y;x, η) ∼
∞∑

j=1

ãj(y;x, η)

will be understood analogously.

Exactly as in the standard calculus of pseudodifferential operators (see, e.g., [Shu,

3.3] or [Ta1, Ch. II, §3]) one can prove that for any sequence ãj ∈ S̃
rj ,d
̺,δ (E ,F), j ∈ N,

such that rj → −∞ as j →∞, there exists a unique modulo S̃−∞ symbol ã ∈ S̃
r,d
̺,δ (E ,F),

r = max{rj}, satisfying (3.14).

4. Anisotropic pseudodifferential operators on a manifold

We will need measures on M and the cotangent spaces T ∗yM , y ∈ M , in order to give a
coordinate free definition of pseudodifferential operators. Let us consider the determinant

det(ν1(y), . . . , νn(y)) = det(ν
j
k(y))

n
j,k=1.(4.1)

It depends on the choice of a coordinate system, but it is easy to see that

dM(y) := |det(νjk(y))|
−1dy, dNy(ζ) := |det(ν

j
k(y))|dζ, ζ ∈ T ∗yM,(4.2)

are invariant, i.e. independent of the choice of a coordinate system. The determinant (4.1)

always differs from 0 because the vectors ν1(y), . . . , νn(y) span the tangent space TyM .

Note that since

(det(νjk(y)))
−1 = det(ν̃kj (y)),

where ν̃k(y) =
∑n
j=1 ν̃

k
j (y)dy

j (see (2.3)), we have the following equality for differential

forms:

(det(νjk(y)))
−1dy1 ∧ . . . ∧ dyn = ν̃1(y) ∧ . . . ∧ ν̃n(y).

Let us evaluate the determinant (4.1) in the canonical coordinate system with the

origin at x ∈M . Since

∂νk(y)ỹ
j =

n∑

m=1

νmk (y)∂ỹm ỹ
j =

n∑

m=1

νmk (y)δ
j
m = ν

j
k(y),
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(2.9) implies that our determinant equals

Υ (x, y) := det(∂νk(y)cj(x, y)).(4.3)

It is not difficult to prove that for any multi-index α ∈ Zn+,

∂αν(y)Υ (x, y)|y=x(4.4)

is a universal polynomial in ∂βνC
m
j,k(x), |β| ≤ |α| − 1, whose coefficients do not depend

on M or νk, k = 1, . . . , n. Indeed, ∂
α
ν(y)Υ (x, y) is a linear combination of determinants

whose components have the form

∂νkr (y) . . . ∂νk1 (y)cj(x, y).

Using (2.1) we can express ∂νkr . . . ∂νk1 in terms of symmetrized derivatives ∂
µ
ν and op-

erators of multiplication by ∂ν-derivatives of the functions C
m
j,k. According to (2.15) and

(2.20) all symmetrized derivatives of order greater than 1 vanish at y = x, while (2.18)

implies that

∂νk(y)cj(x, y)|y=x = δ
j
k.

Consequently, (4.4) is a linear combination of determinants whose components are poly-

nomials in ∂βνC
m
j,k(x).

It follows from (2.15), (2.18) that

Υ (x, x) = 1.(4.5)

Since Υ (x, y) 6= 0 if y is sufficiently close to x, the last equality implies that Υ (x, y) > 0.

Let us give an explicit formula for (4.4) when |α| = 1. The columns of the determinant

Υ (x, y) are equal to ∂νk(y)c(x, y), k = 1, . . . , n, where

c(x, y) = (c1(x, y), . . . , cn(x, y)).(4.6)

Using (2.1), (2.15) and (2.20) we obtain

∂νj(y)∂νk(y)c(x, y)|y=x =
1

2
(∂νj(y)∂νk(y) + ∂νk(y)∂νj(y))c(x, y)|y=x

+
1

2

n∑

m=1

Cmj,k(y)∂νm(y)c(x, y)|y=x

=
1

2

n∑

m=1

Cmj,k(y)∂νm(y)c(x, y)|y=x.

Hence

(4.7) ∂νj(y)Υ (x, y)|y=x = ∂νj(y) det(∂ν1(y)c(x, y), . . . , ∂νn(y)c(x, y))|y=x

=

n∑

k=1

det(∂ν1(y)c(x, y), . . . , ∂νk−1(y)c(x, y), ∂νj(y)∂νk(y)c(x, y),

∂νk+1(y)c(x, y), . . . , ∂νn(y)c(x, y))|y=x
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=

n∑

k=1

det

(
∂ν1(y)c(x, y), . . . , ∂νk−1(y)c(x, y),

1

2

n∑

m=1

Cmj,k(y)∂νm(y)c(x, y),

∂νk+1(y)c(x, y), . . . , ∂νn(y)c(x, y)

)∣∣∣∣
y=x

=
1

2

n∑

k=1

Ckj,k(x)Υ (x, x) =
1

2

n∑

k=1

Ckj,k(x).

It was noticed in [Saf] that Υ (x, y) ≡ 1 if

Cmj,k ≡ 0, ∀m ≥ k.(4.8)

Indeed, using (2.1) and Lemma 2.4 we obtain
n∑

l=1

cl(x, z)∂νl(z)∂νk(z)cj(x, z)

=

n∑

l=1

∂νk(z)cl(x, z)∂νl(z)cj(x, z)−
n∑

l=1

(∂νk(z)cl(x, z))∂νl(z)cj(x, z)

+

n∑

l,m=1

cl(x, z)C
m
l,k(z)∂νm(z)cj(x, z)

= ∂νk(z)cj(x, z)−
n∑

l=1

(∂νk(z)cl(x, z))∂νl(z)cj(x, z) +

n∑

l,m=1

cl(x, z)C
m
l,k(z)∂νm(z)cj(x, z).

Now it follows from the equality

cj(x, γy,x(t)) = cj(x, expx(tỹ)) = tỹ = tcj(x, y), y = expx(ỹ),(4.9)

(see (2.8)–(2.10)) that the matrix function

F (t) := (∂νk(z)cj(x, z))|z=γy,x(t)

satisfies the equation

tF ′(t) = F (t)− F 2(t) + tΩ(t)F (t),

where

Ω(t) :=
( n∑

l=1

cl(x, y)C
m
l,k(γy,x(t))

)

is a triangular matrix function with 0 on the diagonal. Consequently, the matrix function

G = F−1 satisfies the equation

tG′(t) = −G(t) + I − tG(t)Ω(t),

where I is the identity matrix. Thus the matrix function H(t) = t(G(t) − I) solves the

following problem:

H ′(t) = −H(t)Ω(t)− tΩ(t), H(0) = 0,

which can be regarded as a Cauchy problem in the space of triangular matrix functions

with 0 on the diagonal. HenceH is also such a matrix function. So,G and F = G−1 are tri-
angular matrix functions with 1 on the diagonal. This implies that Υ (x, y) = detF (1) = 1.
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The determinant Υ (x, y) is an analogue of the so-called Van Vleck–Morette determi-

nant (cf. [DW, (17.28)], [Fri, (4.2.19)] and [Fu]; see also [FK, Remarks 2.4 and 2.5]).

Let V be a sufficiently small neighbourhood of the diagonal of M ×M such that γy,x
is defined and Υ (x, y) 6= 0 for any (x, y) ∈ V . Let us fix a function χ ∈ C∞(M×M) which
equals 1 in some neighbourhood of the diagonal of M ×M and vanishes on (M ×M)\V .

4.1. Definition. Let E and F be C∞-smooth complex vector bundles over M with
connections ∇E and ∇F respectively and let θ be a complex number, τ ∈ [0, 1], r ∈ R,

0 ≤ δ < ̺ ≤ 1. We will say that a continuous linear operator

A : C∞0 (E)→ C∞(F)

is a pseudodifferential operator (ψDO) with a τ -symbol

σA,τ = a ∈ S
r,d
̺,δ (E ,F)

if

(Aω)(x) =
1

(2π)n

\
M

\
T∗zτ

e−i〈γ̇y,x(τ),ζ〉ΦFx,zτ a(zτ , ζ)Φ
E
zτ ,yω(y)Υ

θ(x, y)(4.10)

× χ(x, y) dNzτ (ζ) dM(y) +
\
M

K(x, y)ω(y) dM(y), ∀ω ∈ C∞0 (E),

where zτ = γy,x(τ ), dM(y) and dNzτ (ζ) are defined by (4.2), the superscripts F and E

indicate that the parallel displacements along geodesics ΦF and ΦE correspond to the
connections ∇F and ∇E (see Section 2),

K ∈ C∞(HomM×M (E ,F))

and HomM×M (E ,F) is the C∞-smooth vector bundle over M ×M with the fibres

(HomM×M (E ,F))(x,y) = Hom(Ey,Fx)

constructed in the standard way (see, e.g., [Tre, Vol. I, Ch. I, §7]). The first term on the

right hand side of (4.10) is understood as an oscillatory integral (see below). The class of

such operators will be denoted by Ψr,d̺,δ (E ,F). The functions σA = σA,0 and σ
W
A = σA,1/2

are said to be the symbol and the Weyl symbol of the ψDO A. The morphism ã from

(3.8) corresponding to the τ -symbol (symbol, Weyl symbol) a of the ψDO A is called its

τ -presymbol (presymbol, Weyl presymbol) and is denoted by σ̃A,τ (σ̃A, σ̃
W
A ).

The strange factor Υ θ(x, y) appears in (4.10) by the following reason. If θ = 1 then the

connection between partial differential operators and their symbols becomes very simple

(see (4.15), (4.16) and (4.21) below). On the other hand the formula (4.10) itself and

the formula for the adjoint operator are simpler if θ = 0 (see Theorem 5.1 below). The

case θ = 1/2 is also of interest due to its applications in quantum mechanics. All three

definitions of ψDOs have been used in the mathematics literature (θ = 1 in [FK], [Wi1],

[Wi2], θ = 1/2 in [LQ], θ = 0 in [Saf]). We follow the suggestion made in [Fu] to define

ψDOs for an arbitrary θ in order to treat all the above cases simultaneously. Of course

one can use factors much more general than Υ θ(x, y). However, this does not change the

class Ψr,d̺,δ (E ,F) (see Theorem 4.4 below).
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The phase function 〈γ̇y,x(τ ), ζ〉 seems to be a reasonable generalization of the standard

Euclidean one 〈y − x, ζ〉, because in any local coordinate system we have γ̇y,x(τ ) =

y′− x′+O(‖y′−x′‖2), where x′, y′ ∈ R
n are the coordinates of x and y respectively (see

[Saf]). Indeed, since the coordinates of x and y in the canonical coordinate system with

the origin at x are 0 and ỹ, we have, due to (2.9),

‖c(x, y)‖ = O(‖y′ − x′‖) as y → x

(see (4.6)). Now using the equality

γ̇y,x(t) =
n∑

j=1

cj(x, y)νj(γy,x(t)), ∀t ∈ [0, 1],(4.11)

we obtain in the chosen coordinate system

γy,x(t)− γy,x(τ ) =

t\
τ

γ̇y,x(s) ds = O(‖y
′ − x′‖),

y′ − x′ = γy,x(1)− γy,x(0)

=

1\
0

γ̇y,x(t) dt = γ̇y,x(τ ) +O( max
0≤t≤1

‖γ̇y,x(t)− γ̇y,x(τ )‖)

= γ̇y,x(τ ) +O(‖c(x, y)‖ max
0≤t≤1

‖γy,x(t)− γy,x(τ )‖)

= γ̇y,x(τ ) +O(‖y
′ − x′‖2) as y′ → x′.

If τ = 0 or δ < min{dk}min{d
−1
k }, the oscillatory integral on the right hand side of

(4.10) can be regularized in the standard way (see, e.g., [Shu, §1]). We can rewrite this

integral in a more convenient form which will be used throughout the paper. According

to (4.11) we have

〈γ̇y,x(τ ), ζ〉 =
n∑

j=1

cj(x, y)σj(zτ , ζ)(4.12)

(see (3.9)). Using the change of variables

ζ 7→ η = σ(zτ , ζ)

and the definition (3.8) we can show that our oscillatory integral equals

1

(2π)n

\
Rn

\
M

e−i〈c(x,y),η〉ΦFx,zτ ã(zτ , η)Φ
E
zτ ,yω(y)Υ

θ(x, y)χ(x, y) dM(y) dη,(4.13)

where

〈c(x, y), η〉 =
n∑

j=1

cj(x, y)ηj .

Choosing in (4.13) the canonical coordinate system with the origin at x we obtain

(4.14)
1

(2π)n

\
Rn

\
Rn

e−i〈ỹ,η〉ΦFx,zτ ã(zτ , η)Φ
E
zτ ,yω(y)χ(x, y)Υ

θ−1(x, y) dỹ dη,

y = expx(ỹ),
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(see (2.9) and (4.3)). Note that in (4.14) we integrate with respect to ỹ over a small neigh-

bourhood of 0 ∈ R
n, because the function χ(x, ·) vanishes outside a small neighbourhood

of x.

Let us show how to regularize the oscillatory integral on the right hand side of (4.10)

in the general case. We will regularize (4.13) and consider the result as a regularization

of our oscillatory integral. We use the following Taylor formula:

ΦFx,zτ ã(zτ , η)Φ
E
zτ ,y

=
N∑

|α|=0

1

α!
cα(x, y)τ |α|(∇F ,Eν(x))

αã(x, η)ΦEx,y

+ (N + 1)
∑

|α|=N+1

1

α!
cα(x, y)

τ\
0

ΦFx,zt(∇
F ,E
ν(z))

αã(z, η)|z=ztΦ
E
zt,y(τ − t)

N dt

(see (4.23) below). The oscillatory integral corresponding to the first sum on the right

hand side can be regularized in the standard way (see [Shu, §1] and also (4.24) below). It is

left to consider the integral corresponding to the second sum. If (N+1)min{d−1k }(̺−δ) >
r+ n, then integration by parts in η gives an absolutely convergent integral (see (4.24)).

It is not difficult to prove that for any

a ∈ Sr,d̺,δ (E ,F) and K ∈ C∞(HomM×M (E ,F)),

(4.10) defines a continuous operator A : C∞0 (E)→ C∞(F) (cf. [Shu, §2]).
Let us take arbitrary η′ ∈ R

n, ω0 ∈ C
∞(E), and in (4.14) put τ = 0,

ω(y) = ei〈ỹ,η
′〉χ(x, y)Υ 1−θ(x, y)ΦEy,xω0(x), y = expx(ỹ).

Then due to (2.27) and the equality z0 = γy,x(0) = x the result equals

1

(2π)n

\
Rn

\
Rn

e−i〈ỹ,η−η
′〉ã(x, η)ω0(x)χ

2(x, expx(ỹ)) dỹ dη.

Since the function χ2(x, expx(·)) equals 1 in some neighbourhood of 0 ∈ Rn, it is not

difficult to prove that the last integral equals

ã(x, η′)ω0(x) + q̃0(x, η
′)ω0(x), q̃0 ∈ S̃

−∞(E ,F)

(see, e.g., the proof of [Ho1, Lemma 3.2]). Simple integration by parts shows that for the

chosen ω the second term on the right hand side of (4.10) equals

q̃1(x, η
′)ω0(x), q̃1 ∈ S̃

−∞(E ,F).

Thus we have proved the following result.

4.2. Lemma. Let A be a ψDO with a symbol σA ∈ S
r,d
̺,δ (E ,F). Then

σA(x, ξ)ω0(x) = (Aω)(x) + q(x, ξ)ω0(x), ∀ω0 ∈ C
∞(E),

where

ω(y) = ei〈γ̇y,x(0),ξ〉χ(x, y)Υ 1−θ(x, y)ΦEy,xω0(x), q ∈ S−∞(E ,F).

(Here we fix an arbitrary (x, ξ) ∈ T ∗M , apply the operator A to the section ω, regarding
y as the variable, and then evaluate the result Aω at the point x.)



Semi-elliptic operators generated by vector fields 23

Let us consider the case when in (4.10), τ = 0, K = 0 and a(x, ξ) is a polynomial

in ξ:

a(x, ξ) =
∑

|α|≤N
aα(x)σ

α(x, ξ), aα ∈ C
∞(Hom(E ,F))(4.15)

(see (3.9)). Using the representation (4.14), (2.15), Lemma 2.6 and the fact that the

function χ(x, ·) equals 1 in some neighbourhood of x we obtain

(Aω)(x) =
1

(2π)n

\
Rn

\
Rn

e−i〈ỹ,η〉
( ∑

|α|≤N
aα(x)η

α
)
ΦEx,yω(y)χ(x, y)Υ

θ−1(x, y) dỹ dη

=
∑

|α|≤N
aα(x)(−i)

|α|∂αỹ (Φ
E
x,expx(ỹ)

ω(expx(ỹ))Υ
θ−1(x, expx(ỹ)))|ỹ=0

=
∑

|α|≤N
aα(x)(−i)

|α|∂αν(y)(Φ
E
x,yω(y)Υ

θ−1(x, y))|y=x

=
∑

|α|≤N
aα(x)(−i)

|α|(∇Eν(y))
α(ω(y)Υ θ−1(x, y))|y=x

=
∑

|α|≤N
aα(x)(−i)

|α|α!
∑

α′+α′′=α

1

α′!α′′!
(∂α

′′

ν(y)Υ
θ−1(x, y))|y=x(∇

E
ν )
α′ω(x)

=
∑

|β|≤N

( ∑

|β′|≤N−|β|

(β + β′)!
β!β′!

(−i)|β+β
′|∂β

′

ν(y)Υ
θ−1(x, y)|y=xaβ+β′(x)

)
(∇Eν )

βω(x).

Hence

A =
∑

|β|≤N
bβ(x)(∇

E
ν )
β, bβ ∈ C

∞(Hom(E ,F)),(4.16)

where the coefficients are given by the formula

bβ(x) =
∑

|β′|≤N−|β|

(β + β′)!
β!β′!

(−i)|β+β
′|∂β

′

ν(y)Υ
θ−1(x, y)|y=xaβ+β′(x).(4.17)

Conversely, any differential operator (4.16) can be represented in the form (4.10),

where τ = 0, K = 0 and the coefficients of the symbol (4.15) are given by the following

recurrent formulae:

(4.18) aα(x) =





iNbα(x) if |α| = N,

i|α|bα(x)

−
∑

1≤|α′|≤N−|α|

(α+ α′)!
α!α′!

(−i)|α
′|∂α

′

ν(y)Υ
θ−1(x, y)|y=xaα+α′(x)

if |α| < N

(see (4.5)). However, it is easier to find the coefficients aα with the help of Lemma 4.2:

a(x, ξ) =
∑

|β|≤N
bβ(x)(∇

E
ν(y))

β(ei〈c(x,y),σ(x,ξ)〉Υ 1−θ(x, y)ΦEy,x)|y=x

=
∑

|β|≤N
bβ(x)∂

β
ν(y)(e

i〈c(x,y),σ(x,ξ)〉Υ 1−θ(x, y))|y=x
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=
∑

|β|≤N
bβ(x)β!

∑

β′+β′′=β

1

β′!β′′!
∂β
′′

ν(y)Υ
1−θ(x, y)|y=xi

|β′|σβ
′

(x, ξ)

=
∑

|α|≤N
i|α|
( ∑

|α′|≤N−|α|

(α+ α′)!
α!α′!

∂α
′

ν(y)Υ
1−θ(x, y)|y=xbα+α′(x)

)
σα(x, ξ)

(see Lemma 2.7, (2.15), (2.18), (2.20) and (4.12)). Consequently,

aα(x) = i
|α| ∑

|α′|≤N−|α|

(α+ α′)!
α!α′!

∂α
′

ν(y)Υ
1−θ(x, y)|y=xbα+α′(x).(4.19)

It is worth repeating that ∂α
′

ν(y)Υ (x, y)|y=x is a universal polynomial in ∂
µ
νC

m
j,k(x),

|µ| ≤ |α′| − 1. In particular, using (4.7) we obtain

aα(x) = i
N−1
(
bα(x) +

1− θ

2

n∑

k,j=1

(αj + 1)C
k
j,k(x)bα+ej (x)

)
if |α| = N − 1,(4.20)

where ej = (0, . . . , 0, 1, 0, . . . , 0) with 1 at the jth place.

The above formulae imply that the symbol of the operator ∇Eνj equals

iσj(x, ξ) +
1− θ

2

n∑

k=1

Ckj,k(x).

In the case θ = 1 the formulae (4.17), (4.19) become very simple:

aα(x) = i
|α|bα(x).(4.21)

The same is true for an arbitrary θ if (4.8) holds.

4.3. Theorem. Let A be a ψDO with a τ -presymbol σ̃A,τ ∈ S̃r,d̺,δ (E ,F). Then A is a

ψDO with an s-presymbol σ̃A,s ∈ S̃
r,d
̺,δ (E ,F),

σ̃A,s(x, η) ∼
∞∑

|α|=0

i|α|

α!
(s− τ )|α|∂αη (∇

F ,E
ν )

ασ̃A,τ (x, η).(4.22)

Proof. Let us consider the Taylor expansion of the Hom(Ey,Fx)-valued function

ψ(t) = Ψ(zt) := Φ
F
x,zt σ̃A,τ (zt, η)Φ

E
zt,y.

Using (2.26), (2.28) and (2.31) we obtain

drΨ(zt)

dtr
= ∂rγ̇y,x(t)Φ

F
x,zt σ̃A,τ (zt, η)Φ

E
zt,y

=
∑

m+p+q=r

r!

m!p!q!
(∇Fγ̇y,x(t))

mΦFx,γy,x(t)(∇
F ,E
γ̇y,x(t)

)pσ̃A,τ (zt, η)(∇
E
γ̇y,x(t)

)qΦEγy,x(t),y

= ΦFx,zt(∇
F ,E
γ̇y,x(t)

)rσ̃A,τ (zt, η)Φ
E
zt,y.

Since γ̇y,x =
∑n
j=1 cj(x, y)νj , we have

drΨ(zt)

dtr
= ΦFx,zt

∑

|α|=r

r!

α!
cα(x, y)(∇F ,Eν(z))

ασ̃A,τ (z, η)|z=ztΦ
E
zt,y.
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Hence

(4.23) Ψ(zτ )

=

N∑

r=0

1

r!

drΨ(zt)

dtr

∣∣∣∣
t=s

(τ − s)r +
1

N !

τ\
s

dN+1Ψ(zt)

dtN+1
(τ − t)N dt

=

N∑

|α|=0

1

α!
cα(x, y)(τ − s)|α|ΦFx,zs(∇

F ,E
ν(z))

ασ̃A,τ (z, η)|z=zsΦ
E
zs,y

+ (N + 1)
∑

|α|=N+1

1

α!
cα(x, y)

τ\
s

ΦFx,zt(∇
F ,E
ν(z))

ασ̃A,τ (z, η)|z=ztΦ
E
zt,y(τ − t)

N dt.

Now using the equality

cα(x, y)e−i〈c(x,y),η〉 = i|α|∂αη e
−i〈c(x,y),η〉(4.24)

and integrating by parts we can derive (4.22) from (4.13). We skip the details which are

similar to those from the standard calculus of ψDOs.

In the same way one can prove the following proposition.

4.4. Theorem. Let τ, s ∈ [0, 1], a ∈ Sr,d̺,δ (M ; E ,F), 0 ≤ δ < ̺ ≤ 1, and let an operator

A : C∞0 (E)→ C∞(F) be defined by the formula

(Aω)(x) =
1

(2π)n

\
M

\
T∗zτ

e−i〈γ̇y,x(τ),ζ〉ΦFx,zτ a(zs; zτ , ζ)Φ
E
zτ ,yω(y)Υ

θ(x, y)

× χ(x, y) dNzτ (ζ) dM(y), ∀ω ∈ C∞0 (E).

Then A is a ψDO of the class Ψr,d̺,δ (E ,F) and its τ - and s-presymbols are given by the

following formulae:

σ̃A,τ (x, η) ∼
∞∑

|α|=0

i|α|

α!
(τ − s)|α|∂αη ∂

α
ν(y)ã(y;x, η)|y=x,

σ̃A,s(x, η) ∼
∞∑

|α|=0

i|α|

α!
(s− τ )|α|∂αη (∇

F ,E
ν(x))

αã(y;x, η)|y=x,

where a(y;x, ξ) = ã(y;x, σ(x, ξ)) (cf. (3.10)).

It was mentioned in Section 3 that the class Sr,d̺,δ (E ,F) of symbols does not depend on

the choice of the connections ∇E and ∇F . It turns out that the class Ψr,d̺,δ (E ,F) of ψDOs

also does not depend on the choice of ∇E and ∇F . Let ∇̂E and ∇̂F be another pair of
connections on E and F and let Φ̂E and Φ̂F be the corresponding parallel displacements
along geodesics.

4.5. Theorem. Let A be a ψDO with a τ -presymbol ã ∈ S̃r,d̺,δ (E ,F) with respect to the

pair ∇E , ∇F . Then A is a ψDO with a τ -presymbol b̃ ∈ S̃r,d̺,δ (E ,F) with respect to the
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pair ∇̂E , ∇̂F and

b̃(x, η) ∼
∞∑

|α|,|β|=0

i|α|+|β|τ |α|(τ − 1)|β|

α!β!
(∇Fν(z))

αΦ̂Fx,z|z=x∂
α+β
η ã(x, η)(∇Eν(z))

βΦ̂Ez,x|z=x

∼
∞∑

|α|,|β|=0

i|α|+|β|τ |α|(τ − 1)|β|

α!β!
(∇̂Fν(z))

αΦFz,x|z=x∂
α+β
η ã(x, η)(∇̂Eν(z))

βΦEx,z|z=x

Proof. The equality (2.27) implies

ΦFx,zτ ã(zτ , η)Φ
E
zτ ,y = Φ̂

F
x,zτ b̂(x, y; zτ , η)Φ̂

E
zτ ,y,

where

b̂(x, y; zτ , η) = Φ̂
F
zτ ,xΦ

F
x,zτ ã(zτ , η)Φ

E
zτ ,yΦ̂

E
y,zτ .

Similarly to (4.23) we obtain

b̂(x, y; zτ , η) ∼

( ∞∑

|α|=0

(−τ )|α|

α!
cα(x, y)(∇Fν(z))

αΦ̂Fzτ ,z|z=zτ

)
ã(zτ , η)

×

( ∞∑

|β|=0

(1− τ )|β|

β!
cβ(x, y)(∇Eν(z))

βΦ̂Ez,zτ |z=zτ

)
,

b̂(x, y; zτ , η) ∼

( ∞∑

|α|=0

(−τ )|α|

α!
cα(x, y)(∇̂Fν(z))

αΦFz,zτ |z=zτ

)
ã(zτ , η)

×

( ∞∑

|β|=0

(1− τ )|β|

β!
cβ(x, y)(∇̂Eν(z))

βΦEzτ ,z|z=zτ

)
.

The remaining part of the proof uses (4.24) and integration by parts and is similar to

that of Theorem 4.3.

4.6. Remark. Later on we will need the following class of operators:

Ψ−∞(E ,F) =
⋂

r∈R

Ψr,d̺,δ (E ,F) =
⋂

r∈R

Ψr,d1,0 (E ,F).

It is easy to see that any element of Ψ−∞(E ,F) is an integral operator with a C∞-smooth
kernel.

5. Dual and adjoint operators

Let E ′ be the vector bundle dual to E : E ′ = Hom(E ,C). The transition matrices cJ,K
corresponding to E are replaced by tc−1J,K in the case of E

′. Let E∗ be the vector bundle
adjoint to E , i.e. let E∗ be the complex conjugate of E ′ (see, e.g., [MS, §14]). The transition

matrices corresponding to E∗ are tc−1J,K . In this case one has well defined bilinear and
sesquilinear mappings

〈·, ·〉E : Ex × E
′
x → C,(5.1)

(·, ·)E : Ex × E
∗
x → C, x ∈M.(5.2)
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Using them we can define the connections ∇E
′

and ∇E
∗

generated by ∇E . For any sections
v ∈ C∞(E ′), w ∈ C∞(E∗) and any vector field ν0 ∈ C∞(TM) we define ∇E

′

ν0v and ∇
E∗
ν0 w

by the equalities

〈ω,∇E
′

ν0v〉E = ∂ν0〈ω, v〉E − 〈∇
E
ν0ω, v〉E ,(5.3)

(ω,∇E
∗

ν0w)E = ∂ν0(ω,w)E − (∇
E
ν0ω,w)E , ∀ω ∈ C∞(E).(5.4)

The first equality is in fact a special case of (2.26) with Z = C.

The connections∇E
′

and∇E
∗

generate the corresponding parallel displacements along

geodesics

ΦE
′

y,x : E
′
x → E

′
y, ΦE

∗

y,x : E
∗
x → E

∗
y .

It follows from (5.3), (5.4) that for any x ∈M , ǫ ∈ Ex, ǫ′ ∈ E ′x and ǫ
∗ ∈ E∗x the functions

y 7→ 〈ΦEy,xǫ, Φ
E′
y,xǫ
′〉E , y 7→ (ΦEy,xǫ, Φ

E∗
y,xǫ
∗)E

are constant along geodesics starting at x. Taking ǫ′ = ΦE
′

x,yǫ
′
y, ǫ
∗ = ΦE

∗

x,yǫ
∗
y with arbitrary

ǫ′y ∈ E
′
y, ǫ
∗
y ∈ E

∗
y we obtain

〈ΦEy,xǫ, ǫ
′
y〉E = 〈ǫ, Φ

E′
x,yǫ
′
y〉E , ∀ǫ ∈ Ex, ∀ǫ

′
y ∈ E

′
y,(5.5)

(ΦEy,xǫ, ǫ
∗
y)E = (ǫ, Φ

E∗
y,xǫ
∗
y)E , ∀ǫ ∈ Ex, ∀ǫ

∗
y ∈ E

∗
y .(5.6)

Let ω ∈ C∞(E), v ∈ C∞(E ′) and suppose that at least one of these sections has a
compact support. Similarly, let w ∈ C∞(E∗) and suppose that either w or ω has compact
support. Then using (5.1), (5.2) we can define the following bilinear and sesquilinear

forms:

〈ω, v〉E,M :=
\
M

〈ω(x), v(x)〉E dM(x),(5.7)

(ω,w)E,M :=
\
M

(ω(x), w(x))E dM(x)(5.8)

(see (4.2)).

All the above constructions can be carried out for the vector bundle F without any

changes.

5.1. Theorem. Let τ, s ∈ [0, 1] and A ∈ Ψr,d̺,δ (E ,F). Then there exist ψDOs A
′ ∈

Ψr,d̺,δ (F
′, E ′) and A∗ ∈ Ψr,d̺,δ (F

∗, E∗) such that

〈Aω, v〉F ,M = 〈ω,A
′v〉E,M, (Aω,w)F ,M = (ω,A

∗w)E,M

for any ω ∈ C∞0 (E), v ∈ C
∞
0 (F

′), w ∈ C∞0 (F
∗), and

σ̃A′,s(x, η) ∼
∞∑

|α|,|β|,|µ|=0

i|α|+|β|+|µ|(s+ τ − 1)|α|s|β|(s− 1)|µ|

α!β!µ!
(5.9)

× ∂βν(z)∂
µ
ν(z′)∆

θ(z, z′)|z=z′=x∂
α+β+µ
η (∇E

′,F ′
ν )ασ̃′A,τ (x,−η),

σ̃A∗,s(x, η) ∼
∞∑

|α|,|β|,|µ|=0

i|α|+|β|+|µ|(s+ τ − 1)|α|s|β|(s− 1)|µ|

α!β!µ!
(5.10)

× ∂βν(z)∂
µ
ν(z′)∆

θ(z, z′)|z=z′=x∂
α+β+µ
η (∇E

∗,F∗
ν )ασ̃∗A,τ (x, η),
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where σ̃′A,τ ∈ C
∞(Hom(F̃ ′, Ẽ ′)) and σ̃∗A,τ ∈ C

∞(Hom(F̃∗, Ẽ∗)) are the morphisms (see
Section 3) dual and adjoint to σ̃A,τ :

〈σ̃A,τ (x, η)ǫ, ψ
′〉F = 〈ǫ, σ̃

′
A,τ (x, η)ψ

′〉E , ∀ǫ ∈ Ex, ∀ψ
′ ∈ F ′x,

(σ̃A,τ (x, η)ǫ, ψ
∗)F = (ǫ, σ̃

∗
A,τ (x, η)ψ

∗)E , ∀ǫ ∈ Ex, ∀ψ
∗ ∈ F∗x ,

and

∆(x, y) =
Υ (y, x)

Υ (x, y)
.

If θ = 0 or (4.8) holds , then

σ̃A′,s(x, η) ∼
∞∑

|α|=0

i|α|(s+ τ − 1)|α|

α!
∂αη (∇

E′,F ′
ν )ασ̃′A,τ (x,−η),(5.11)

σ̃A∗,s(x, η) ∼
∞∑

|α|=0

i|α|(s+ τ − 1)|α|

α!
∂αη (∇

E∗,F∗
ν )ασ̃∗A,τ (x, η),(5.12)

and in particular the Weyl presymbols satisfy the equalities

σ̃WA′(x, η) = (σ̃
W
A (x,−η))

′, σ̃WA∗(x, η) = (σ̃
W
A (x, η))

∗.(5.13)

Proof. Using (5.5) and (5.6), from (4.10), (4.13) we obtain

(A′v)(y) =
1

(2π)n

\
Rn

\
M

e−i〈c(x,y),η〉ΦE
′

y,zτ σ̃
′
A,τ (zτ , η)Φ

F ′
zτ ,xv(x)Υ

θ(x, y)χ(x, y) dM(x) dη

+
\
M

K ′(x, y)v(x) dM(x),

(A∗w)(y) =
1

(2π)n

\
Rn

\
M

ei〈c(x,y),η〉ΦE
∗

y,zτ σ̃
∗
A,τ (zτ , η)Φ

F∗
zτ ,xw(x)Υ

θ(x, y)χ(x, y) dM(x) dη

+
\
M

K∗(x, y)w(x) dM(x),

since (5.1) and (5.2) are bilinear and sesquilinear respectively. We will sketch the remain-

ing part of the proof for the operator A′. For A∗ it is quite similar.

Taking into account (2.12) and the equality zτ (x, y) = z1−τ (y, x) and making the
change of variables η 7→ −η we arrive at

(A′v)(x) =
1

(2π)n

\
Rn

\
M

e−i〈c(x,y),η〉ΦE
′

x,z1−τ σ̃
′
A,τ (z1−τ ,−η)Φ

F ′
z1−τ ,yv(y)

×∆θ(x, y)Υ θ(x, y)χ(y, x) dM(y) dη +
\
M

K ′(y, x)v(y) dM(y).

Now (5.9) can be proved similarly to Theorems 4.3–4.5.

If θ = 0 or (4.8) holds, then ∆θ(x, y) ≡ 1 and (5.11), (5.12) follow from (5.9) and

(5.10). Taking s = τ = 1/2 in (5.11), (5.12) we obtain (5.13).

5.2. Remark. Using Lemma 2.3 one can prove that ∂βν(z)∂
µ
ν(z′)∆

θ(z, z′)|z=z′=x is a poly-
nomial in ∂αν C

m
j,k(x) (cf. (4.4)).
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The operators A′ and A∗ were defined above with the help of the forms (5.7) and
(5.8), which depended on the choice of the measure dM (see (4.2)). In order to define

these operators in a more invariant way one has to deal with densities.

Let κ ∈ R and let Ωκ be the bundle of κ-densities over M (see, e.g., [Ho3, Vol. 3,

§18.1] or [Tre, Vol. 2, Ch. VII, §2.5]). Since this bundle has one-dimensional fibres and

the corresponding transition functions are positive, it is clear that (5.1) and (5.2) define

the following mappings:

〈·, ·〉E : (E⊗Ω
κ1)x×(E

′⊗Ωκ2)x → Ωκ1+κ2x , (·, ·)E : (E⊗Ω
κ1)x×(E

∗⊗Ωκ2)x → Ωκ1+κ2x .

Therefore for any ω ∈ C∞(E ⊗ Ωκ), v ∈ C∞(E ′ ⊗ Ω1−κ) and w ∈ C∞(E∗ ⊗ Ω1−κ) we
obtain densities 〈ω(x), v(x)〉E and (ω(x), w(x))E . Hence, the following objects are well
defined:

〈ω, v〉E,Ω :=
\
M

〈ω(x), v(x)〉E dx,(5.14)

(ω,w)E,Ω :=
\
M

(ω(x), w(x))E dx,(5.15)

if at least one of the sections in each equality has a compact support.

For any κ ∈ R we can equip the tensor product E ⊗Ωκ with a connection taking the

following natural parallel displacements along geodesics:

ΦE⊗Ω
κ

y,x = |det(νjk(y))|
−κΦEy,x|det(ν

j
k(x))|

κ : (E ⊗Ωκ)x → (E ⊗Ω
κ)y(5.16)

(see [KN, Ch. III, Section 1]).

It is clear that the operator

Nκ : C
∞(E ⊗Ωκ)→ C∞(E), (Nκω)(x) = |det(ν

j
k(x))|

κω(x),

is an isomorphism with the inverse

N−κ : C
∞(E)→ C∞(E ⊗Ωκ), (N−κv)(x) = |det(ν

j
k(x))|

−κv(x),

and that any morphism a ∈ C∞(Hom(E∗,F∗)) can be regarded as an element of the
space C∞(Hom((E ⊗Ωκ)∗, (F ⊗Ωκ)∗)) (see Section 3).

Let Aκ ∈ Ψ
r,d
̺,δ (E ⊗ Ω

κ,F ⊗ Ωκ) be a ψDO with a τ -symbol a ∈ Sr,d̺,δ (E ,F) defined

with the help of (5.16). Then it is easy to see that the operator A := NκAκN−κ is a ψDO
from Ψr,d̺,δ (E ,F) with the same τ -symbol a.

Using the forms (5.14), (5.15) we can define the dual operator A′κ : C
∞
0 (F

′⊗Ω1−κ)→
C∞(E ′ ⊗ Ω1−κ) and the adjoint operator A∗κ : C

∞
0 (F

∗ ⊗ Ω1−κ) → C∞(E∗ ⊗ Ω1−κ) by
the formulae

〈Aκω, v〉F ,Ω = 〈ω,A
′
κv〉E,Ω , (Aκω,w)F ,Ω = (ω,A

∗
κw)E,Ω

for any ω ∈ C∞0 (E ⊗Ω
κ), v ∈ C∞0 (F

′ ⊗Ω1−κ), w ∈ C∞0 (F
∗ ⊗Ω1−κ). Since

〈Aκω, v〉F ,Ω = 〈N−κANκω, v〉F ,Ω = 〈ANκω,N1−κv〉F ,M

= 〈Nκω,A
′N1−κv〉F ,M = 〈ω,Nκ−1A

′N1−κv〉F ,Ω ,

we have A′κ = Nκ−1A
′N1−κ. Similarly we obtain A∗κ = Nκ−1A

∗N1−κ. Therefore
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A′κ ∈ Ψ
r,d
̺,δ (F

′ ⊗Ω1−κ, E ′ ⊗Ω1−κ), A∗κ ∈ Ψ
r,d
̺,δ (F

∗ ⊗Ω1−κ, E∗ ⊗Ω1−κ)

and the s-presymbols of these ψDOs are given by (5.9), (5.10) (see also (5.11)–(5.13)).

5.3. Remark. Using the results of this section one can easily prove that any A ∈

Ψr,d̺,δ (E ,F) admits an extension to a continuous operator from E′(E) = (C∞(E∗ ⊗ Ω))′

to D′(F) = (C∞0 (F
∗ ⊗ Ω))′. Suppose A is properly supported, i.e. for any ϕ ∈ C∞0 (M)

the Schwartz kernels of the ψDOs ϕA and AϕI have compact supports. Here I is the

identity operator. Then A maps C∞0 (E) into C
∞
0 (F) and can be extended to continuous

operators from C∞(E) to C∞(F), from E′(E) to E′(F) and from D′(E) to D′(F) (cf.
[Shu, Proposition 3.1]).

6. Composition of ψDOs

In the remaining part of the paper except Section 8, we will always suppose that

̺

(
1

dj
+
1

dk

)
>
1

dm
if Cmj,k 6≡ 0(6.1)

(see (2.1)). For the applications we have in mind the most important class of symbols

is Sr,d1,0 . In this case (6.1) takes the form

1

dj
+
1

dk
>
1

dm
if Cmj,k 6≡ 0.(6.2)

Since we regard ∂νj as an operator of order d
−1
j , ∂νj∂νk and ∂νk∂νj are operators of order

d−1j + d
−1
k and (6.2) means that the commutator [∂νj , ∂νk ] has a strictly lower order (see

(2.1)).

Let

ε := min{d−1l , ̺(d−1j + d
−1
k )− d

−1
m : l = 1, . . . , n, C

m
j,k 6≡ 0}.(6.3)

6.1. Lemma. If |α+ β| ≥ 2 and

∂αν(y)∂
β
ν(z)cj(y, z)|y=z=x 6= 0,(6.4)

then

1

dj
≤ ̺(|(α+ β) : d| − ε(|α+ β| − 1))

≤ ̺(|(α+ β) : d| − εmax{|α|, |β|}) ≤ ̺

(
|(α+ β) : d| −

ε

2
|α+ β|

)
.

Proof. It follows from (6.4) that at least one term

∂µ
(1)

ν Cjk1,m1(x)∂
µ(2)

ν Cj2k2,m2(x) . . . ∂
µ(q)

ν C
jq
kq,mq
(x)

of at least one of the scalars (2.16) does not equal 0. Here each of the “upper” indices

j2, . . . , jq coincides with one of the “lower” indices, which are kl,ml and those corre-

sponding to the multi-indices µ(l). The remaining

|µ(1)|+ . . .+ |µ(q)|+ q + 1 = |α+ β|(6.5)
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“lower” indices correspond to those of α+ β. Therefore

|(α+ β) : d|+
1

dj2
+ . . .+

1

djq

= |µ(1) : d|+ . . .+ |µ(q) : d|+

(
1

dk1
+
1

dm1

)
+ . . .+

(
1

dkq
+
1

dmq

)
.

Using (6.1) we obtain

̺|(α+ β) : d| −
1

dj
= ̺|(α+ β) : d| − d−1j + ̺(d

−1
j2
− d−1j2 ) + . . .+ ̺(d

−1
jq
− d−1jq )

= ̺|µ(1) : d|+ . . .+ ̺|µ(q) : d|+ (̺(d−1k1 + d
−1
m1
)− d−1j )

+ (̺(d−1k2 + d
−1
m2)− ̺d

−1
j2
) + . . .+ (̺(d−1kq + d

−1
mq)− ̺d

−1
jq
)

≥ ̺ε(|µ(1)|+ . . .+ |µ(q)|) + εq ≥ ̺ε(|α+ β| − 1)

(see (6.5)). It follows from (2.19), (2.20) that if (6.4) is satisfied and |α + β| ≥ 2, then

|α|, |β| ≥ 1 and |α+ β| − 1 ≥ max{|α|, |β|} ≥ |α+ β|/2.

Let

hj(x, y, z) := cj(z, x) + cj(x, y)− cj(z, y).(6.6)

It follows from (2.11) and (2.12) that

hj(x, y, x) = hj(x, x, z) = hj(x, y, y) = 0,

∂αν(y)hj(x, y, z)|z=x = ∂
α
ν(y)hj(x, y, x) = 0,(6.7)

∂βν(z)hj(x, y, z)|y=x = ∂
β
ν(z)hj(x, x, z) = 0.

These equalities and Lemma 6.1 imply the following result.

6.2. Corollary. If

∂αν(y)∂
β
ν(z)hj(x, y, z)|y=z=x 6= 0,

then

1

dj
≤ ̺(|(α+ β) : d| − ε(|α+ β| − 1))(6.8)

≤ ̺(|(α+ β) : d| − εmax{|α|, |β|}) ≤ ̺

(
|(α+ β) : d| −

ε

2
|α+ β|

)
.

Let

ψ(x, y, z) := c(x, y)− h(x, y, z) = c(z, y)− c(z, x),(6.9)

i.e. ψj(x, y, z) = cj(x, y)− hj(x, y, z), j = 1, . . . , n.

6.3. Lemma. Suppose y and z are sufficiently close to x. Then for any α ∈ Zn+, q ∈ Z+

and j = 1, . . . , n we have

∂αz̃ hj(x, y, z) =
∑

|β′|+|β′′|≤q
Hj,α,β′,β′′(x)ψ

β′(x, y, z)cβ
′′

(x, z)

+
∑

|β′|+|β′′|=q+1
Ĥj,α,β′,β′′(x, y, z)ψ

β′(x, y, z)cβ
′′

(x, z), z = expx(z̃),
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where Ĥj,α,β′,β′′ are C
∞-smooth functions , Hj,α,β′,β′′(x) are polynomials in ∂

α
ν C

m
j,k(x)

and Hj,α,β′,β′′(x) 6= 0 implies

1

dj
≤ ̺

(
|(α+ β′ + β′′) : d| −

ε

2
|α+ β′ + β′′|

)
.

Proof. Let us use the Taylor expansion

∂αz̃ hj(x, y, z) =
∑

|α′|+|α′′|≤q

1

α′!α′′!
∂α
′

ỹ ∂
α′′+α
z̃ hj(x, y, z)|y=z=xc

α′(x, y)cα
′′

(x, z)

+
∑

|α′|+|α′′|=q+1
Ĝj,α,α′,α′′(x, y, z)c

α′(x, y)cα
′′

(x, z),

y = expx(ỹ), z = expx(z̃).

It follows from Corollary 6.2 and Lemma 2.2 that for all nonzero terms of the first sum

we have
1

dj
≤ ̺

(
|(α+ α′ + α′′) : d| −

ε

2
|α+ α′ + α′′|

)
.(6.10)

After the substitution c(x, y) = ψ(x, y, z) + h(x, y, z) each of these terms takes the form

1

α′!α′′!
∂α
′

ỹ ∂
α′′+α
z̃ hj(x, y, z)|y=z=xψ

α′(x, y, z)cα
′′

(x, z)

∑

γ′+γ′′=α′

γ′′ 6=0

1

γ′!γ′′!α′′!
∂α
′

ỹ ∂
α′′+α
z̃ hj(x, y, z)|y=z=xψ

γ′(x, y, z)hγ
′′

(x, y, z)cα
′′

(x, z).

Using the Taylor expansions of hk(x, y, z) and Corollary 6.2 we can rewrite the last sum

in the form
∑

|γ′|+|µ′|+|µ′′|+|α′′|≤q
Gj,α,α′′,γ′,µ′,µ′′(x)ψ

γ′(x, y, z)cµ
′

(x, y)cµ
′′+α′′(x, z)

+
∑

|γ′|+|µ′|+|µ′′|+|α′′|=q+1
Ĝj,α,α′′,γ′,µ′,µ′′(x, y, z)ψ

γ′(x, y, z)cµ
′

(x, y)cµ
′′+α′′(x, z),

where Ĝj,α,α′′,γ′,µ′,µ′′ are C
∞-smooth functions and Gj,α,α′′,γ′,µ′,µ′′(x) are polynomials in

∂αν C
m
j,k(x) (see Lemmas 2.2, 2.3 and (6.6)). Corollary 6.2 implies that if Gj,α,α′′,γ′,µ′,µ′′(x)

6= 0 then

|γ′′ : d| ≤ ̺

(
|(µ′ + µ′′) : d| −

ε

2
|µ′ + µ′′|

)
.

From this inequality, (6.10) and the equality γ′ + γ′′ = α′ we obtain

1

dj
≤ ̺

(
|(α+ γ′ + α′′) : d| −

ε

2
|α+ γ′ + α′′|

)
+ |γ′′ : d|

≤ ̺

(
|(α+ γ′ + µ′ + µ′′ + α′′) : d| −

ε

2
|α+ γ′ + µ′ + µ′′ + α′′|

)
.

Since due to (6.7) the Taylor expansion of hk(x, y, z) does not contain first order terms,

we have |µ′ + µ′′| > |γ′′| if γ′′ 6= 0, i.e.

|γ′ + µ′ + µ′′ + α′′| > |α′ + α′′|.
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Using the equality c(x, y) = ψ(x, y, z) + h(x, y, z) again and repeating the above

procedure several times we end up with

∂αz̃ hj(x, y, z) =
∑

|β′|+|β′′|≤q
Hj,α,β′,β′′(x)ψ

β′(x, y, z)cβ
′′

(x, z)(6.11)

+
∑

|γ|+|µ|+|β′′|=q+1
Ĥj,α,γ,µ,β′′(x, y, z)ψ

γ(x, y, z)cµ(x, y)cβ
′′

(x, z),

where Hj,α,β′,β′′(x) have the required properties and Ĥj,α,γ,µ,β′′ are C
∞-smooth.

The equalities (6.7) imply

h(x, y, z) = Γ (x, y, z)c(x, y),

where Γ is a C∞-smooth matrix function and ‖Γ (x, y, z)‖ ≤ 1/2 if y and z are sufficiently
close to x. Hence

ψ(x, y, z) = c(x, y)− h(x, y, z) ⇒ c(x, y) = (I − Γ (x, y, z))−1ψ(x, y, z).

Plugging the last equality into (6.11) and taking into account that (I − Γ )−1 is a C∞-
smooth matrix function we conclude the proof.

We define the d-degree of a polynomial p(η) =
∑
|γ|≤N cγη

γ by the equalities

d(p) := max
cγ 6=0
|γ : d|, p 6≡ 0, d(0) := −∞.(6.12)

It follows from the obvious inequality

|ηγ | = |η1|
γ1 . . . |ηn|

γn ≤ |η|
γ1/d1
d

. . . |η|
γn/dn
d

= |η|
|γ:d|
d

(see (3.4)) that

|p(η)| ≤ const (1 + |η|d)
d(p).(6.13)

It is clear that

d(p1 + p2) ≤ max{d(p1),d(p2)}, d(∂µη p) ≤ d(p)− |µ : d|.(6.14)

Suppose J is a C∞-smooth complex vector bundle over M with a connection ∇J

and ΦJ is the corresponding parallel displacement along geodesics. Let

(6.15)

Υθ(x, y, z) := Υ
−θ(x, y)Υ θ−1(x, z)Υ θ(z, y),

PJβ,γ(x, η) :=
∑

β′+β′′=β

∑

|µ|≤|β|

β!

β′!β′′!
i−|µ|

µ!
∂µη ∂

β′′

ν(z)∂
β′+γ+µ
ν(y)

×
(
Υθ(x, y, z) exp

(
i

n∑

j=1

hj(x, y, z)ηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

=
∑

β′+β′′=β

∑

|µ|≤|β|

β!

β′!β′′!
i−|µ|

µ!
∂µη (∇

J
ν(z))

β′′(∇Jν(y))
β′+γ+µ

×
(
Υθ(x, y, z) exp

(
i
n∑

j=1

hj(x, y, z)ηj

)
ΦJz,y
)∣∣∣
y=z=x

, β, γ ∈ Z
n
+

(see Lemma 2.5 and (2.27), (2.30)).
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6.4. Remark. If |µ| > |β|, β′ + β′′ = β, then

∂µη ∂
β′′

ν(z)∂
β′+γ+µ
ν(y)

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

= 0.(6.16)

Indeed,

∂µη exp
(
i
n∑

j=1

hjηj

)
= i|µ|hµ(x, y, z) exp

(
i
n∑

j=1

hjηj

)

and (6.7) implies (6.16), since |µ| > |β′′|.

The morphisms PJβ,γ ∈ C
∞(Hom(J̃ , J̃ )) (see Section 3 for the notation) are polyno-

mials in η (see (6.7)). Their coefficients are linear forms in (∇Jν(z))
α′′(∇Jν(y))

α′ΦJz,y|y=z=x.
Due to Lemma 2.3, (4.3) and (6.6) the coefficients of these forms are polynomials in

∂αν C
m
j,k(x).

It is clear that the definition (6.12) of the d-degree of a polynomial can be extended to

polynomials with coefficients from an arbitrary algebra (or a ring). For the polynomials

PJβ,γ we have the following result.

6.5. Lemma. For any β, γ ∈ Zn+,

d(PJβ,γ) ≤ ̺

(
|(β + γ) : d| −

ε

2
|β + γ|

)
,

d(PJβ,γ) ≤ ̺(|(β + γ) : d| − ε|γ|),

d(PJβ,γ) ≤ |β|max{d
−1
k }.

If |β + γ| = 3, then

d(PJβ,γ) ≤ ̺(|(β + γ) : d| − 2ε).

Proof. A factor ηj can appear in a monomial of the polynomial

Pβ′,β′′,γ,µ(x, η) := ∂
β′′

ν(z)∂
β′+γ+µ
ν(y)

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

only together with some partial derivative of hj evaluated at y = z = x. The sum of

multi-indices corresponding to these derivatives is ≤ β′+β′′+γ+µ = β+γ+µ for every
monomial. Using Corollary 6.2 one can easily prove that

d(Pβ′,β′′,γ,µ) ≤ ̺(|(β+γ+µ) : d|−
ε

2
|β+γ+µ|) ≤ ̺(|(β + γ) : d| −

ε

2
|β + γ|) + |µ : d|,

d(Pβ′,β′′,γ,µ) ≤ ̺(|(β + γ + µ) : d| − ε|β
′ + γ + µ|) ≤ ̺(|(β + γ) : d| − ε|γ|) + |µ : d|.

Now the first and the second inequalities of the lemma follow from (6.14).

Let pα(x)η
α, α ∈ Zn+, be a monomial of Pβ′,β′′,γ,µ. Then (6.7) implies that |α| ≤

|β′′| ≤ |β|. Therefore |α : d| ≤ |β|max{d−1k } and we obtain the third inequality of the
lemma.

Let |β + γ| = 3. If µ 6= 0, we obtain as above

d(Pβ′,β′′,γ,µ) ≤ ̺(|(β + γ) : d| − 2ε) + |µ : d|.
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It follows from (6.7) that Pβ′,β′′,γ,0 does not contain powers of η higher than 1. Therefore,

we can apply the first inequality in (6.8), which gives us

d(Pβ′,β′′,γ,0) ≤ ̺(|(β + γ) : d| − ε(|β + γ| − 1)) = ̺(|(β + γ) : d| − 2ε).

It is now left to apply (6.14).

6.6. Proposition. We have

PJ0,0 ≡ 1, PJ0,γ ≡ 0, ∀γ 6= 0, PJβ,0 ≡ 0, ∀β 6= 0.(6.17)

For any k,m = 1, . . . , n,

PJk,m(x, η) =
1

2i

n∑

j=1

Cjk,m(x)ηj(6.18)

modulo a “function” of x. (Here and below we call elements of C∞(Hom(J ,J )) “func-
tions” of x in order to emphasize that they do not depend on η. We also denote the

identity automorphism by 1.)

Proof. The first equality in (6.17) follows from (2.27), (4.5) and (6.7). The second one

is a consequence of (2.27), (6.7) and the equality Υθ(x, y, x) = 1. Let us prove the third

equality in (6.17) (1).

Using Lemma 2.2 we obtain

(6.19) PJβ,γ(x, η)

=
∑

β′+β′′=β

∑

|µ|≤|β|

β!

β′!β′′!
i−|µ|

µ!
∂µη ∂

β′′

z̃ ∂β
′+γ+µ

ỹ

×
(
Υθ exp

(
i
n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

= (∂z̃ + ∂ỹ)
β
∑

|µ|≤|β|

i−|µ|

µ!
∂µη ∂

γ+µ
ỹ

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

= ∂βz̃

( ∑

|µ|≤|β|

i−|µ|

µ!
∂γ+µỹ ∂µη

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z

)∣∣∣
z=x

,

y = expx(ỹ), z = expx(z̃).

In particular

(6.20) PJβ,0(x, η)

= ∂βz̃

( ∑

|µ|≤|β|

i−|µ|

µ!
∂µỹ ∂

µ
η

(
Υθ exp

(
i
n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z

)∣∣∣
z=x

,

y = expx(ỹ), z = expx(z̃).

(1) The idea of the proof is due to Yu. Safarov.
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It follows from (6.7) and the equality Υθ(x, z, z) = Υ
−1(x, z) that for β 6= 0,

(6.21)
∑

|µ|≤|β|

i−|µ|

µ!
∂µỹ ∂

µ
η

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z

=
∑

|µ|≤|β|

1

µ!
∂µỹ

(
hµΥθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z

= Υ−1(x, z)
∑

|µ|≤|β|

1

µ!
∂µỹ h

µ(x, y, z)|y=z

= Υ−1(x, z)
|β|∑

l=0

1

l!

∑

1≤j1,...,jl≤n

∂l

∂ỹj1 . . . ∂ỹjl
hj1 . . . hjl

∣∣∣∣
y=z

= Υ−1(x, z)
|β|∑

l=0

1

l!

∑

1≤j1,...,jl≤n

∑

σ∈Sl
∂
ỹ
jσ(1)hj1 |y=z . . . ∂ỹjσ(l)hjl |y=z

= Υ−1(x, z)Rβ(x, z),

where Sl is the symmetric group of degree l, i.e. the group of all permutations on {1, . . . , l}.

Let Ψ(x, z) := (∂ỹkhj |y=z)n×n. Since any permutation is a composition of disjoint cyclic
permutations (see, e.g., [MB, Ch. II, Theorem 14]) and

∑

1≤k1,...,kq≤n
∂ỹk1hk2 |y=z∂ỹk2hk3 |y=z . . . ∂ỹkq−1hkq |y=z∂ỹkqhk1 |y=z = TrΨ

q(x, z),

we have

Rβ(x, z) =
∑

0≤q1+...+qm≤|β|
cq1,...,qm TrΨ

q1(x, z) . . .TrΨ qm(x, z),

where cq1,...,qm are some constants depending only on q1, . . . , qm, n and |β|. Therefore

Rβ(x, z) is a polynomial in the eigenvalues λ1 = λ1(x, z), . . . , λn = λn(x, z) of the matrix

Ψ(x, z) whose coefficients are independent of Ψ(x, z). In order to find these coefficients

we may assume that Ψ(x, z) is diagonal. In this case we have

Rβ(x, z) =
∑

|µ|≤|β|

1

µ!
∂µỹ h

µ(x, y, z)|y=z =
∑

0≤p1+...+pn≤|β|
λp11 . . . λpnn .

It is clear that this equality holds for any matrix Ψ(x, z).

From (2.18) and (6.6) we obtain

∂ỹkhj(x, y, z)|y=z = ∂ỹkcj(x, y)|y=z − ∂ỹkcj(z, y)|y=z = δ
j
k − ∂ỹkcj(z, y)|y=z.

The chain rule, (2.9), (2.18) and Lemma 2.2 imply
n∑

k=1

(∂νl(z)ck(x, z))∂ỹkcj(z, y)|y=z =
n∑

k=1

(∂νl(z)z̃
k)∂ỹkcj(z, y)|y=z

=
( n∑

k=1

(∂νl(y)ỹ
k)∂ỹkcj(z, y)

)∣∣∣
y=z
= (∂νl(y)cj(z, y))|y=z = δ

j
l ,
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i.e. (∂νl(z)ck(x, z))n×n = (I − Ψ(x, z))
−1. Therefore

Υ−1(x, z) = det(I − Ψ(x, z)) = (1− λ1) . . . (1− λn)

(see (4.3)). Thus the LHS of (6.21) equals

(1− λ1) . . . (1− λn)
∑

0≤p1+...+pn≤|β|
λp11 . . . λpnn .

By induction on n one can easily prove that this polynomial equals 1 modulo a polynomial

in λ1, . . . , λn which contains only terms of degree higher than |β|. Since Ψ(x, x) = 0 due

to (6.7), we have λm = O(|z̃|), m = 1, . . . , n. Hence the LHS of (6.21) is a C∞-smooth
function which equals 1 modulo O(|z̃||β|+1). Now it follows from (6.20) that PJβ,0 ≡ 0,
∀β 6= 0.

Let us prove (6.18). It follows from (6.7) that
n∑

s=1

1

i
∂ηs∂ỹs(∂z̃k + ∂ỹk)∂ỹm

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

+ ∂ỹk∂ỹm
(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

does not depend on η, i.e. is a “function” of x. Using (2.21) we obtain

∂z̃k∂ỹm
(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

= −
i

2

n∑

j=1

Cjk,m(x)ηj

modulo a “function” of x. Now (6.18) follows from (6.19).

Let E , F and J be C∞-smooth complex vector bundles overM and let A∈Ψr1,d̺,δ (E ,F),

B ∈ Ψr2,d̺,δ (J , E). In order to be able to define the composition AB : C
∞
0 (J ) → C∞(F)

we need at least one of the ψDOs A and B to be properly supported (see Remark 5.3).

6.7. Theorem. Let A ∈ Ψr1,d̺,δ (E ,F), B ∈ Ψr2,d̺,δ (J , E), r1, r2 ∈ R, 0 ≤ δ < ̺ ≤ 1.

Suppose at least one of these ψDOs is properly supported and (6.1) is satisfied. Then

AB ∈ Ψr1+r2,d̺,δ (J ,F) and

(6.22) σ̃AB(x, η) ∼
∞∑

|α|,|β|,|γ|=0

i−(|α|+|β|+|γ|)

α!β!γ!
∂β+αη σ̃A(x, η)∂

γ
η (∇

E,J
ν(x))

ασ̃B(x, η)P
J
β,γ(x, η).

6.8.Remark. Lemma 6.5 implies that the terms on the RHS of (6.22) form an asymptotic

series (see also (6.13)).

6.9. Remark. By the definition (6.15) the polynomials PJβ,γ do not depend on the vector
bundles E and F . Suppose E = F or E = J . Substituting A = I or B = I (i.e. σ̃A ≡ I or

σ̃B ≡ I) in (6.22), we obtain (6.17).

Proof of Theorem 6.7. Let σ̃A,B ∈ S̃
r1+r2,d
̺,δ (J ,F) be a morphism satisfying (6.22). The

existence of such σ̃A,B can be proved in the same way as in the standard calculus of

ψDOs (see, e.g., [Shu, Proposition 3.5]). The only difference is that we have to use the

mapping η 7→ (τ−1/d1η1, . . . , τ−1/dnηn) instead of η 7→ τ−1η. Our aim is to prove that
AB is a ψDO with the presymbol σ̃A,B.
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Using (4.13) with τ = 0 for A and τ = 1 for B we obtain

(ABω)(x) =
\
M

S(x, y)ΦJx,yω(y)Υ
θ(x, y)χ0(x, y)dM(y)(6.23)

+
\
M

KA,B(x, y)ω(y) dM(y), ∀ω ∈ C∞0 (E),

where KA,B ∈ C∞(HomM×M (J ,F)) and the first term is understood as an oscillatory
integral with

S(x, y) =
1

(2π)2n

\
Rn

\
M

\
Rn

e−i〈c(x,z),η
′〉σ̃A(x, η

′)ΦEx,ze
−i〈c(z,y),η〉ΦEz,y

× σ̃B,1(y, η)Φ
J
y,xΥ

−θ(x, y)Υ θ(z, y)Υ θ(x, z)χ(z, y)χ(x, z) dη dM(z) dη′

(see (2.27)). The cut-off function χ0 ∈ C
∞(M ×M) equals 1 in some neighbourhood of

the diagonal of M ×M and satisfies the equality χ0χ = χ0.

Under the change of variables η′ = η̃ + η the last integral takes the form

S(x, y) =
1

(2π)2n

\
Rn

\
M

\
Rn

e−i〈c(x,z),η̃〉e−i〈c(x,y),η〉

× σ̃A(x, η + η̃) exp
(
i
n∑

j=1

hj(x, y, z)ηj

)
ΦEx,zΦ

E
z,yσ̃B,1(y, η)Φ

J
y,x

× Υ−θ(x, y)Υ θ(z, y)Υ θ(x, z)χ(z, y)χ(x, z) dη dM(z) dη̃

(see (2.12) and (6.6)). Let z = expx(z̃). Then due to (2.9), (4.2) and (4.3) the last integral

equals

S(x, y) =
1

(2π)2n

\
Rn

\
Rn

\
Rn

e−i〈z̃,η̃〉e−i〈c(x,y),η〉σ̃A(x, η + η̃)

× Υθ(x, y, z) exp
(
i

n∑

j=1

hjηj

)
ΦEx,zΦ

E
z,yσ̃B,1(y, η)Φ

J
y,xχ(z, y)χ(x, z) dη dz̃ dη̃.

Taking the Taylor expansion of σ̃A(x, η + η̃) at the point η̃ = 0 we obtain

S(x, y) =
1

(2π)2n

\
Rn

\
Rn

\
Rn

e−i〈z̃,η̃〉e−i〈c(x,y),η〉(6.24)

×
∑

|α|≤N

1

α!
η̃α∂αη σ̃A(x, η)Υθ(x, y, z) exp

(
i

n∑

j=1

hjηj

)
ΦEx,zΦ

E
z,y

× σ̃B,1(y, η)Φ
J
y,xχ(z, y)χ(x, z) dη dz̃ dη̃

+
N + 1

(2π)2n

\
Rn

\
Rn

\
Rn

e−i〈z̃,η̃〉e−i〈c(x,y),η〉
∑

|α|=N+1

1

α!
η̃α

×
( 1\
0

(1− t)N∂αη σ̃A(x, η + tη̃) dt
)
Υθ(x, y, z) exp

(
i

n∑

j=1

hjηj

)

× ΦEx,zΦ
E
z,yσ̃B,1(y, η)Φ

J
y,xχ(z, y)χ(x, z) dη dz̃ dη̃

= SN (x, y) +RN (x, y).
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Due to the presence of the factor χ0(x, y) in the first term on the RHS of (6.23) we

can suppose that y is sufficiently close to x. In this case integration with respect to z̃ and

η̃ gives

SN (x, y) =
1

(2π)n

\
Rn

e−i〈c(x,y),η〉
∑

|α|≤N

i−|α|

α!
Qα(y;x, η)dη,

where

Qα(y;x, η) = ∂
α
η σ̃A(x, η)Pα(y;x, η)Φ

E
x,yσ̃B,1(y, η)Φ

J
y,x

and

Pα(y;x, η) := ∂
α
z̃

(
Υθ(x, y, z) exp

(
i

n∑

j=1

hjηj

)
ΦEx,zΦ

E
z,yΦ

E
y,x

)∣∣∣
z=x

is a polynomial in η (see (2.27) and (6.7)). Therefore according to Theorem 4.4 the

operator defined by the oscillatory integral\
M

SN (x, y)Φ
J
x,yω(y)Υ

θ(x, y)χ0(x, y) dM(y)(6.25)

is a ψDO with the presymbol

σ̃(N)(x, η) ∼
∞∑

|µ|=0

i−|µ|

µ!
(6.26)

× ∂µη ∂
µ
ỹ

∑

|α|≤N

i−|α|

α!
∂αη σ̃A(x, η)(Pα(y;x, η)Φ

E
x,yσ̃B,1(y, η)Φ

J
y,x)|y=x

=
∑

|α|≤N

∑

µ′+µ′′=β+γ′+γ′′

i−(|α|+|β|+|γ
′|+|γ′′|)

α!β!γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂β+αη σ̃A(x, η)

× ∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x∂
γ′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η)

=
∑

|α|≤N

∞∑

|β|=0

i−(|α|+|β|)

α!β!
∂β+αη σ̃A(x, η)

×
∑

µ′+µ′′−γ′−γ′′=β

i−(|γ
′|+|γ′′|)

γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x

× ∂γ
′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η)

(see Lemmas 2.2, 2.5, 2.6 and (2.31)). Similarly to Lemma 6.5 one can prove that

d(∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x) ≤ ̺

(
|(α+ µ′) : d| −

ε

2
|α+ µ′|

)
− |γ′ : d|.

Hence, the terms in (6.26) belong to S̃r,d̺,δ (J ,F), where

(6.27) r ≤ r1 − ̺|(β + α) : d|

+ ̺

(
|(α+ µ′) : d| −

ε

2
|α+ µ′|

)
− |γ′ : d|+ r2 − ̺|γ

′′ : d|+ δ|µ′′ : d|
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≤ r1 + r2 −
̺ε

2
|α+ µ′| − (̺− δ)|µ′′ : d|

− ̺(|β : d| − |µ′ : d|+ |γ′ : d|+ |γ′′ : d| − |µ′′ : d|)

≤ r1 + r2 −min

{
̺− δ,

̺

2

}
ε(|α|+ |µ′|+ |µ′′|),

since µ′ + µ′′ − γ′ − γ′′ = β. Thus,

σ̃(N)(x, η) ∼
∞∑

|α|,|β|=0

i−(|α|+|β|)

α!β!
∂β+αη σ̃A(x, η)(6.28)

×
∑

µ′+µ′′−γ′−γ′′=β

i−(|γ
′|+|γ′′|)

γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x

× ∂γ
′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η) + q̃N (x, η),

where

(6.29) q̃N (x, η) ∼ −
∑

|α|≥N+1

∞∑

|β|=0

i−(|α|+|β|)

α!β!
∂β+αη σ̃A(x, η)

×
∑

µ′+µ′′−γ′−γ′′=β

i−(|γ
′|+|γ′′|)

γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x

× ∂γ
′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η),

q̃N ∈ S̃
rN ,d
̺,δ (J ,F), rN ≤ r1 + r2 −min

{
̺− δ,

̺

2

}
ε(N + 1).

Let us prove that the first term on the RHS of (6.28) equals σ̃A,B (i.e. the RHS of

(6.22)) modulo S̃−∞. Suppose A is a differential operator, i.e. σ̃A(x, η) is a polynomial
in η. We can represent AB in the form (6.23), where

S(x, y) =
1

(2π)2n

\
Rn

\
M

\
Rn

e−i〈c(x,z),η
′〉σ̃A(x, η

′)ΦEx,ze
−i〈c(z,y),η〉σ̃B(z, η)

× ΦJz,yΦ
J
y,xΥ

−θ(x, y)Υ θ(z, y)Υ θ(x, z)χ(z, y)χ(x, z) dη dM(z) dη′.

Acting as above we obtain

S(x, y) =
1

(2π)2n

\
Rn

\
Rn

\
Rn

e−i〈z̃,η̃〉e−i〈c(x,y),η〉
∑

α

1

α!
η̃α∂αη σ̃A(x, η)Φ

E
x,zσ̃B(z, η)Φ

J
z,yΦ

J
y,x

× exp
(
i

n∑

j=1

hjηj

)
Υθ(x, y, z)χ(z, y)χ(x, z) dη dz̃ dη̃.

Note that here we have a finite sum, since σ̃A(x, η) is a polynomial in η. Further,

S(x, y) =
1

(2π)n

\
Rn

e−i〈c(x,y),η〉
∑

α

i−|α|

α!
∂αη σ̃A(x, η)

× ∂αz̃

(
ΦEx,zσ̃B(z, η)Φ

J
z,yΦ

J
y,xΥθ(x, y, z) exp

(
i

n∑

j=1

hjηj

))∣∣∣
z=x

dη.



Semi-elliptic operators generated by vector fields 41

Using Lemmas 2.2, 2.5, 2.6, Theorem 4.4, Remark 6.4 and (2.27), (2.31) we can prove as

above that AB is a ψDO with the presymbol

σ̃(x, η) ∼
∞∑

|µ|=0

i−|µ|

µ!
∂µη ∂

µ
ỹ

∑

α

i−|α|

α!

∑

α′+α′′=α

α!

α′!α′′!
∂αη σ̃A(x, η)

× (∇E,Jν(x))
α′ σ̃B(x, η)

(
∂α
′′

z̃

(
Υθ exp

(
i
n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
z=x

)∣∣∣
y=x

∼
∞∑

|µ|,|α′|,|α′′|=0

i−(|α
′|+|α′′|+|µ|)

α′!α′′!µ!
∂µη

{
∂α
′+α′′

η σ̃A(x, η)(∇
E,J
ν(x))

α′ σ̃B(x, η)

× ∂µỹ ∂
α′′

z̃

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
z=x

}∣∣∣
y=x

=

∞∑

|α′|,|α′′|,|µ|,|γ′|,|γ′′|=0

i−(|α
′|+|α′′|+|µ|+|γ′|+|γ′′|)

α′!α′′!µ!γ′!γ′′!
∂α
′+α′′+γ′

η σ̃A(x, η)

× ∂γ
′′

η (∇
E,J
ν(x))

α′ σ̃B(x, η)∂
µ
η ∂

µ+γ′+γ′′

ỹ ∂α
′′

z̃

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

=
∞∑

|α|,|β′|,|β′′|,|γ|,|µ|=0

i−(|α|+|β
′|+|β′′|+|γ|+|µ|)

α!β′!β′′!γ!µ!
∂α+β

′+β′′

η σ̃A(x, η)

× ∂γη (∇
E,J
ν(x))

ασ̃B(x, η)∂
µ
η ∂

β′′

z̃ ∂β
′+γ+µ

ỹ

(
Υθ exp

(
i

n∑

j=1

hjηj

)
ΦJx,zΦ

J
z,yΦ

J
y,x

)∣∣∣
y=z=x

=
∞∑

|α|,|β|,|γ|=0

i−(|α|+|β|+|γ|)

α!β!γ!
∂β+αη σ̃A(x, η)∂

γ
η (∇

E,J
ν(x))

ασ̃B(x, η)P
J
β,γ(x, η).

On the other hand, we have in fact proved above that if A is a differential operator then

AB is a ψDO with the presymbol

σ̃(x, η) ∼
∞∑

|α|,|β|=0

i−(|α|+|β|)

α!β!
∂β+αη σ̃A(x, η)

×
∑

µ′+µ′′−γ′−γ′′=β

i−(|γ
′|+|γ′′|)

γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x

× ∂γ
′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η).

Since σ̃A(x, η) is an arbitrary polynomial, we conclude that for any ς ∈ Zn+,

(6.30)
∑

α+β=ς

1

α!β!

∑

µ′+µ′′−γ′−γ′′=β

i−(|γ
′|+|γ′′|)

γ′!γ′′!
(µ′ + µ′′)!
µ′!µ′′!

∂γ
′

η ∂
µ′

ỹ Pα(y;x, η)|y=x

× ∂γ
′′

η (∇
E,J
ν(x))

µ′′ σ̃B,1(x, η)

=
∑

α+β=ς

1

α!β!

∞∑

|γ|=0

i−|γ|

γ!
∂γη (∇

E,J
ν(x))

ασ̃B(x, η)P
J
β,γ(x, η)

modulo S̃−∞.
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Let us return to the case when A is a ψDO. It follows from (6.28), (6.30) that (6.25)

is the sum of ψDOs with the presymbols σ̃A,B and q̃N and an operator with the kernel

from C∞(HomM×M (J ,F)). Consequently, AB is the sum of ψDOs with the presymbols
σ̃A,B and q̃N , an operator with the kernel from C∞(HomM×M (J ,F)) and the operator
defined by the oscillatory integral\

M

RN (x, y)Φ
J
x,yω(y)Υ

θ(x, y)χ0(x, y) dM(y)

(see (6.23), (6.24)). Due to (6.29) it is now left to prove that for any given L ∈ N the

kernel RN (x, y) is C
L-smooth if N is sufficiently large.

Let us take an arbitrary compact set K ⊂ M and suppose x ∈ K. Using (6.9), the

formula

η̃αe−i〈z̃,η̃〉 = i|α|∂αz̃ e
−i〈z̃,η̃〉

and integrating by parts, from (6.24) we obtain

RN (x, y) =
\

Rn

\
Rn

\
Rn

1\
0

(1− t)Ne−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉

×
∑

|α|=N+1
∂αη σ̃A(x, η + tη̃)Πα(x, y, z, η)Φ

E
x,yσ̃B,1(y, η)Φ

J
y,x dt dη dz̃ dη̃,

where Πα(x, y, z, η) is a linear combination of terms of the form

Πα(1),...,α(l)(x, y, z)(∂
α(1)

z̃ hj1(x, y, z)ηj1) . . . (∂
α(l)

z̃ hjl(x, y, z)ηjl)

with C∞-smooth Πα(1),...,α(l) and α
(1) + . . . + α(l) ≤ α. Here the inequality between

multi-indices is understood component-wise and Πα(1),...,α(l)(x, y, z) ∈ Hom(Ex, Ex). Since

Πα(1),...,α(l)(x, y, z) contains factors χ(z, y) and χ(x, z) or their derivatives it can be

nonzero only if y and z are sufficiently close to x. So, we can apply Lemma 6.3 with

q which will be chosen later (see (6.42) below). Using the formulae

ψβ
′

(x, y, z)e−i〈ψ(x,y,z),η〉 = i|β
′|∂β

′

η e
−i〈ψ(x,y,z),η〉,

cβ
′′

(x, z)e−i〈z̃,η̃〉 = z̃β
′′

e−i〈z̃,η̃〉 = i|β
′′|∂β

′′

η̃ e−i〈z̃,η̃〉

and integrating by parts we can represent RN (x, y) as a linear combination of terms of

the form

(6.31)
\

Rn

\
Rn

\
Rn

1\
0

e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉∂α+βη σ̃A(x, η + tη̃)

×Πα,β,γ,µ(t, x, y, z)η
µΦEx,y∂

γ
η σ̃B,1(y, η)Φ

J
y,x dt dη dz̃ dη̃,

where

|µ| ≤ |α|(6.32)

and either

|µ : d| ≤ ̺

(
|(α+ β + γ) : d| −

ε

2
|α+ β + γ|

)
(6.33)

or

|β + γ| ≥ q.
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In the last case we have

|(β + γ) : d| ≥ εq.(6.34)

Let us consider the case (6.33). Suppose

|α| = N + 1 ≥
4

̺ε
max{d−1k }, i.e.

̺ε

4
|α| ≥ max{d−1k }.(6.35)

It is not difficult to see that µ can be represented as a sum µ = µ′ + µ′′, where

|µ′′ : d| ≤ ̺

(
|γ : d| −

ε

2
|γ|

)
,

|µ′ : d| ≤ ̺

(
|(α+ β) : d| −

ε

2
|α+ β|

)
+max{d−1k } ≤ ̺

(
|(α+ β) : d| −

ε

4
|α|

)
.

It is convenient to rewrite (6.31) in the form\
Rn

\
Rn

\
Rn

1\
0

e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉ηµ
′

∂α+βη σ̃A(x, η + tη̃)

×Πα,β,γ,µ(t, x, y, z)Φ
E
x,yη

µ′′∂γη σ̃B,1(y, η)Φ
J
y,x dt dη dz̃ dη̃.

Then we use the equality η = (η+ tη̃)− tη̃ and represent (6.31) as a sum of terms of the

form

(6.36)
\

Rn

\
Rn

\
Rn

1\
0

e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉η̃α
′

ãα,β,µ′,α′(x, η + tη̃)

×Πα,β,γ,µ′,µ′′,α′(t, x, y, z)Φ
E
x,y b̃γ,µ′′(y, η)Φ

J
y,x dt dη dz̃ dη̃,

where α′ ≤ µ′ and

ãα,β,µ′,α′(x, η) := η
µ′−α′∂α+βη σ̃A(x, η) ∈ S̃

r′,d
̺,δ (E ,F), r′ ≤ r1 − |α

′ : d| −
̺ε

4
|α|,

b̃γ,µ′′(y, η) := η
µ′′∂γη σ̃B,1(y, η) ∈ S̃

r′′,d
̺,δ (J , E),

r′′ ≤ r2, r
′ + r′′ ≤ r1 + r2 − |α

′ : d| −
̺ε

2
|α+ β + γ|

(see (6.33)).

For each of the terms (6.36) such that

|α′| ≥
4

̺ε
max{d−1k }, i.e.

̺ε

4
|α′| ≥ max{d−1k },

we repeat the above manipulations: integration by parts with respect to z̃, Lemma 6.3,

integration by parts with respect to η and η̃, the equality η = (η+ tη̃)− tη̃. Doing so we

decrease r′ and r′ + r′′ by at least

̺ε

4
|α′| ≥ max{d−1k } and

̺ε

2
|α′| ≥ 2max{d−1k }

respectively. Repeating the entire cycle p times we prove that RN (x, y) is a sum of terms

of the form
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(6.37)
\

Rn

\
Rn

\
Rn

1\
0

e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉η̃α
′

ãα′(x, η + tη̃)

× Π̂(t, x, y, z)ΦEx,y b̃α′(y, η)Φ
J
y,x dt dη dz̃ dη̃

and

(6.38)
\

Rn

\
Rn

\
Rn

1\
0

e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉ηµã′µ(x, η + tη̃)

× Π̂ ′(t, x, y, z)ΦEx,y b̃
′
µ(y, η)Φ

J
y,x dt dη dz̃ dη̃,

where

(6.39) ãα′ ∈ S̃
r′,d
̺,δ (E ,F), r′ ≤ r1 −

̺ε

4
|α|, b̃α′ ∈ S̃

r′′,d
̺,δ (J , E),

r′′ ≤ r2, r′ + r′′ ≤ r1 + r2 − |α
′ : d| −

̺ε

2
|α|, |α′| <

4

̺ε
max{d−1k },

|µ| ≤ |α| (see (6.32)) and either

ã′µ ∈ S̃
r′,d
̺,δ (E ,F), r′ ≤ r1 − |µ : d| −

̺ε

4
|α| − pmax{d−1k },

b̃′µ ∈ S̃
r′′,d
̺,δ (J , E), r′′ ≤ r2,

r′ + r′′ ≤ r1 + r2 − |µ : d| −
̺ε

2
|α| − 2pmax{d−1k },

(6.40)

or

ã′µ ∈ S̃
r1−̺|(α+β):d|,d
̺,δ (E ,F), b̃′µ ∈ S̃

r2−̺|γ:d|,d
̺,δ (J , E), |(β + γ) : d| ≥ εq(6.41)

(see (6.34)).

Let us take q such that

̺εq ≥ 2max{d−1k }(N + 1 + p).(6.42)

If (6.41) holds, then either |β : d| ≥ 2−1εq or |γ : d| ≥ 2−1εq. In the first case we obtain
(6.40), since

|α : d| ≥ ε|α|, |µ : d| ≤ max{d−1k }|µ| ≤ max{d
−1
k }|α| = max{d

−1
k }(N + 1).

In the second case

ηµb̃′µ(y, η) ∈ S̃
r′′,d
̺,δ (J , E), r′′ ≤ r2,

and we have (6.37), (6.39) with α′ = 0. So, it is sufficient to consider the integrals (6.37),
(6.39) and (6.38), (6.40).

The equalities (6.7) and (6.9) imply that the matrix

∂z̃ψ(x, y, z) = −∂z̃h(x, y, z) = −(∂z̃jhk(x, y, z))n×n

satisfies the inequality ‖∂z̃ψ(x, y, z)‖ ≤ 1/2 if y and z are sufficiently close to x. Therefore

η = (I − t∂z̃ψ(x, y, z))
−1((η + tη̃)− t(η̃ + ∂z̃ψ(x, y, z)η)),

η̃ = (I − t∂z̃ψ(x, y, z))
−1((η̃ + ∂z̃ψ(x, y, z)η)− ∂z̃ψ(x, y, z)(η + tη̃))

and

|η|+ |η̃| ≤ const (|η̃ + ∂z̃ψ(x, y, z)η|+ |η + tη̃|).(6.43)
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Let us consider the integral (6.37), (6.39). We apply the equality

(6.44) e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉

= (1 + |η̃ + ∂z̃ψ(x, y, z)η|
2)−1

×
(
1 + i

n∑

j=1

(η̃j + ∂z̃j 〈ψ(x, y, z), η〉)∂z̃j

)
e−i〈z̃,η̃〉e−i〈ψ(x,y,z),η〉

and integrate by parts with respect to z̃. We repeat this p1 times, where

p1 :=

[
1

2
min{dk}

(
̺ε

4
(N + 1)− r1

)]
(6.45)

and [·] denotes the integer part. It follows from (3.5), (6.39), the inequality

δ(d−1j1 + . . .+ d
−1
jm
) ≤ d−1j1 + . . .+ d

−1
jm
≤ max{d−1k }m(6.46)

and the equalities |α| = N + 1, min{dk}max{d
−1
k } = 1 that

‖∇F ,Eνj1(x)
. . .∇F ,Eνjm (x)

ãα′(x, η + tη̃)‖ ≤ constj1,...,jm(1 + |η + tη̃|)
r(m),

r(m) ≤ min{dk}

(
r1 −

̺ε

4
(N + 1)

)
+m ≤ −2p1 +m,

for any j1, . . . , jm ∈ {1, . . . , n} and any m ∈ Z+ such that

max{d−1k }m <
̺ε

4
(N + 1)− r1.

Using (6.43), (6.46) and the inequality

(1 + |η̃ + ∂z̃ψ(x, y, z)η|+ |η + tη̃|) ≤ (1 + |η̃ + ∂z̃ψ(x, y, z)η|)(1 + |η + tη̃|),

we prove that the integral (6.37), (6.39) can be represented in the form\
Rn

\
Rn

\
Rn

g̃(x, y, z, η, η̃) dη̃ dz̃ dη,(6.47)

where g̃(x, y, z, η, η̃) can be nonzero only if y and z are sufficiently close to x, and satisfies

the estimates

(6.48) ‖∇F ,Jνj1 (x)
. . .∇F ,Jνjm1

(x)∂νk1 (y) . . . ∂νkm2 (y)
g̃(x, y, z, η, η̃)‖

≤ constj1,...,jm1 ,k1,...,km2 (1 + |η|d)
r2(m2)(1 + |η|+ |η̃|)r1(m1),

r1(m1) ≤ −p1 +
4

̺ε
max{d−1k }+m1, r2(m2) ≤ r2 +max{d

−1
k }m2,

for any j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n} and any m1,m2 ∈ Z+ such that

max{d−1k }m1 <
̺ε

4
(N + 1)− r1.

Hence, due to (3.5) the integral (6.37), (6.39) can be represented in the form\
Rn

\
Rn

g̃(x, y, z, η) dz̃ dη,(6.49)

where g̃(x, y, z, η) satisfies the estimates

(6.50) ‖∇F ,Jνj1 (x)
. . .∇F ,Jνjm1

(x)∂νk1 (y) . . . ∂νkm2 (y)
g̃(x, y, z, η)‖

≤ constj1,...,jm1 ,k1,...,km2 (1 + |η|)
r(m1,m2),
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r(m1,m2) ≤ −p1 +
4

̺ε
max{d−1k }+m1 + n+max{dk}(r2 +max{d

−1
k }m2)+,

for any j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n} and any m1,m2 ∈ Z+ such that

max{d−1k }m1 <
̺ε

4
(N + 1)− r1.

Here s+ := max{s, 0}.

Let us take an arbitrary L ∈ N. Choosing N such that

−p1 +
4

̺ε
max{d−1k }+ L+ n+max{dk}(r2 +max{d

−1
k }L)+ < −(n+ 1)(6.51)

(see (6.45)), we prove that (6.37), (6.39) is CL-smooth. It is left to prove that for the

given L and N we can choose p such that (6.38), (6.40) is CL-smooth.

We apply (6.44) and integrate by parts p2 times, where

p2 :=

[
1

2

(
p+min{dk}

(
̺ε

4
(N + 1)− r1

))]
= p+ p1.(6.52)

We then prove as above that (6.38), (6.40) can be represented in the form (6.47), (6.48),

where

r1(m1) ≤ −p2 + (N + 1) +m1, max{d−1k }m1 < pmax{d−1k }+
̺ε

4
(N + 1)− r1.

Therefore (6.38), (6.40) admits a representation of the form (6.49), (6.50) with

r(m1,m2) ≤ −p2 + (N + 1) +m1 + n+max{dk}(r2 +max{d
−1
k }m2)+.

Choosing p such that

− p2 + (N + 1) + L+ n+max{dk}(r2 +max{d
−1
k }L)+ < −(n+ 1)(6.53)

(see (6.52)), we prove that (6.38), (6.40) is CL-smooth.

Lemma 6.5, Proposition 6.6 and Theorem 6.7 imply the following result.

6.10. Corollary. Let the conditions of Theorem 6.7 be satisfied. Then

σ̃AB(x, η) = σ̃A(x, η)σ̃B(x, η)− i
n∑

j=1

∂ηj σ̃A(x, η)∇
E,J
νj(x)

σ̃B(x, η)

−
1

2i

n∑

j,k,m=1

Cjk,m(x)ηj∂ηk σ̃A(x, η)∂ηm σ̃B(x, η)

modulo S̃r,d̺,δ (J ,F), r ≤ r1 + r2 − 2min{(̺− δ)min{d
−1
k }, ̺ε}.

7. Lp-estimates

This section is devoted to the Lp-boundedness of ψDOs. It is sufficient to consider ψDOs

acting on scalar functions, i.e. the case E = F =M ×C, when dealing with this problem.

We will use the notation S̃r,d̺,δ (M) := S̃
r,d
̺,δ (M ×C,M ×C) and Ψr,d̺,δ (M) := Ψ

r,d
̺,δ (M × C,

M × C).
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Theorem 6.7 allows one to prove L2-continuity of ψDOs from Ψ0,d̺,δ (M). The proof is

based on the method due to L. Hörmander and is almost identical to the corresponding

argument from the standard theory of ψDOs (see, e.g., [Shu, §6] or [Ta1, Ch. II, §6]).

7.1. Theorem. Let (6.1) be satisfied and A ∈ Ψ0,d̺,δ (M), 0 ≤ δ < ̺ ≤ 1. Then A :

L2,comp(M)→ L2,loc(M) is continuous , i.e. for any ϕ,ϕ0∈C∞0 (M) the operator ϕ0AϕI :
L2(M)→ L2(M) is bounded.

Now we are going to prove Lp-continuity of ψDOs from Ψ0,d1,δ (M). The idea is to show

that these ψDOs are Calderón–Zygmund operators on a suitable space of homogeneous

type.

7.2. Lemma. Let (6.2) be satisfied and let W ⊂ M be a set such that c(x, y) is defined

for any x, y ∈W and |c(x, y)|d ≤ 1. Then there exists a constant C(W ) <∞ such that

|c(y, z)|d ≤ C(W )(|c(y, x)|d + |c(x, z)|d), ∀x, y, z ∈W,

i.e. |c(x, y)|d is a quasimetric on W (see (2.12)).

Proof. Let us use the Taylor expansion

cj(y, z) = cj(y, x) + cj(x, z) +
∑

2≤|α+β|<N

(−1)|α|

α!β!
∂αν(y)∂

β
ν(z)cj(y, z)|y=z=xc

α(y, x)cβ(x, z)

+
∑

|α+β|=N
Gα,β(x, y, z)c

α(y, x)cβ(x, z),

where N ≥ max{dl}max{d
−1
l } and the functions Gα,β are C

∞-smooth (see (2.9), (2.12),
(2.17) and (2.18)). Now our statement follows from (3.4), Lemma 6.1 and the obvious

inequality

max{|cl(y, x)|, |cl(x, z)|} ≤ (|c(y, x)|d + |c(x, z)|d)
d−1l , l = 1, . . . , n.

7.3. Remark. The last statement remains true if (6.2) is replaced by a weaker restriction:

1

dj
+
1

dk
≥
1

dm
if Cmj,k 6≡ 0.

Indeed, in this case Lemma 6.1 holds with ε = 0, ̺ = 1. This generalization of Lemma

7.2 is a special case of the results obtained in [Nag], [NSW].

7.4. Lemma. Let ã ∈ S̃0,d1,1 (M). Then

1

(2π)n

\
Rn

e−i〈c(x,y),η〉ã(x, η)χ(x, y) dη = χ(x, y)k(x, c(x, y)),

where for any compact set K ⊂M ,

|∂νj1 (x) . . . ∂νjq (x)∂
α
wk(x,w)| ≤ constK,α,j1,...,jq |w|

−(n+|α:d|+|β:d|)
d

,

∀α ∈ Z
n
+, ∀j1, . . . , jq ∈ {1, . . . , n}, ∀q ∈ Z+, ∀w ∈ R

n \ {0}, ∀x ∈ K,

and β is the multi-index corresponding to the set of indices {j1, . . . , jq}.

Proof. The proof follows closely the corresponding argument from the standard theory

of ψDOs (see, e.g., [Ste, Ch. VI, §4 and Ch. VII, §1]). Let us take u ∈ C∞0 (R
n) with the
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properties that u(η) = 1 for |η|d ≤ 1, and u(η) = 0 for |η|d ≥ 2. Let

v(η) := u(η)− u(21/d1η1, . . . , 2
1/dnηn),

v0 ≡ u, vm(η) := v(2
−m/d1η1, . . . , 2

−m/dnηn), m ∈ N.

It is clear that vm, m ∈ N, is supported in the shell

Ωm := {η ∈ R
n : 2m−1 ≤ |η|d ≤ 2

m+1}.

Since Ωm is the image of Ω0 under the map η 7→ (2m/d1η1, . . . , 2m/dnηn), (3.1) implies

the following equality for the volume of Ωm: VolΩm = 2
mnVolΩ0. Hence, for

km(x,w) :=
1

(2π)n

\
Rn

e−i〈w,η〉ã(x, η)vm(η) dη

we have

(7.1) |wγ∂νj1 (x) . . . ∂νjq (x)∂
α
wkm(x,w)| ≤ constK,α,γ,j1,...,jq2

m(n−|γ:d|+|α:d|+|β:d|),

∀α, γ ∈ Z
n
+, ∀j1, . . . , jq ∈ {1, . . . , n}, ∀q ∈ Z+, ∀w ∈ R

n \ {0}, ∀x ∈ K,

where β is the multi-index corresponding to the set of indices {j1, . . . , jq}.

The equality 1 =
∑∞
m=0 vm implies

∂νj1 (x) . . . ∂νjq (x)∂
α
wk(x,w) =

∞∑

m=0

∂νj1 (x) . . . ∂νjq (x)∂
α
wkm(x,w).

Therefore it will suffice to estimate the sum
∑∞

m=0 |∂νj1(x) . . . ∂νjq (x)∂
α
wkm(x,w)|. We

break this sum into two parts: the first where 2m ≤ |w|−1
d
, the second where 2m > |w|−1

d
.

For the first one we use (7.1) with γ = 0. This gives the upper bound

O
( ∑

2m≤|w|−1
d

2m(n+|α:d|+|β:d|)
)
= O(|w|

−(n+|α:d|+|β:d|)
d

).

Let us estimate the second sum. For a given w we can choose l such that |wl|dl ≥

n−max{dj}/2|w|d (see (3.4)). Then we apply (7.1), where γ = (0, . . . , 0, N, 0, . . . , 0) with
N > dl(n+ |α : d|+ |β : d|) at the lth place. This gives the upper bound

O(|w|
−N/dl
d

)
∑

2m>|w|−1
d

2m(n−N/dl+|α:d|+|β:d|) = O(|w|−(n+|α:d|+|β:d|)
d

).

7.5. Lemma. Let k̃(x, y) := χ(x, y)k(x, c(x, y)) be the function from the previous lemma.

Then for any compact set K ⊂ M there exist constants CK , C ′K < ∞ such that for any

x ∈ K, y 6= x and z ∈M with |c(x, z)|d < CK |c(x, y)|d we have

|k̃(x, y)| ≤ C ′K |c(x, y)|
−n
d
,

|k̃(x, y)− k̃(z, y)|+ |k̃(y, x)− k̃(y, z)| ≤ C ′K |c(x, y)|
−n
d

(
|c(x, z)|d
|c(x, y)|d

)min{d−1j }
.

Proof. The first inequality follows directly from Lemma 7.4. Let us prove the second one.

We can break K into a finite number of sets W satisfying the conditions of Lemma 7.2.

So, it is sufficient to prove the inequality for such W instead of K.
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Suppose x, y, z ∈W and |c(x, z)|d < (2C(W ))−1|c(x, y)|d (see Lemma 7.2). It follows
from (4.9) and the definition of | · |d that

|c(x, γz,x(t))|d = |tc(x, z)|d ≤ |c(x, z)|d < (2C(W ))
−1|c(x, y)|d, ∀t ∈ [0, 1].

Therefore, (2.12) and Lemma 7.2 imply

|c(γz,x(t), y)|d ≤ C(W )(|c(γz,x(t), x)|d + |c(x, y)|d) ≤ (C(W ) + 1/2)|c(x, y)|d,

|c(x, y)|d ≤ C(W )(|c(x, γz,x(t))|d + |c(γz,x(t), y)|d)

≤
1

2
|c(x, y)|d + C(W )|c(γz,x(t), y)|d.

Hence,

(2C(W ))−1|c(x, y)|d ≤ |c(γz,x(t), y)|d ≤ (C(W ) + 1/2)|c(x, y)|d.(7.2)

Using the equality γ̇z,x =
∑n

m=1 cm(x, z)νm, we obtain

k(x, c(x, y))− k(z, c(z, y))

= −

1\
0

d

dt
k(γz,x(t), c(γz,x(t), y)) dt

= −
n∑

m=1

cm(x, z)

1\
0

∂νm(z′)k(z
′, c(γz,x(t), y))|z′=γz,x(t) dt

−
n∑

m,l=1

cm(x, z)

1\
0

∂wlk(γz,x(t), w)|w=c(γz,x(t),y)∂νm(z′)cl(z
′, y)|z′=γz,x(t) dt.

Let us substitute in this formula the Taylor expansions

∂νm(z′)cl(z
′, y) = − δlm +

∑

1≤|α|<N

1

α!
∂αν(y)∂νm(z′)cl(z

′, y)|y=z′c
α(z′, y)

+
∑

|α|=N
Gα(z

′, y)cα(z′, y),

where N ≥ max{dj}max{d
−1
j } and the functions Gα are C

∞-smooth (see (2.9) and
(2.17)). Then it follows from (3.4), (7.2) and Lemmas 6.1, 7.4 that

|k̃(x, y)− k̃(z, y)| ≤ const |c(x, y)|−n
d

(
|c(x, z)|d
|c(x, y)|d

)min{d−1j }
.

The estimate for |k̃(y, x)− k̃(y, z)| can be proved similarly.

7.6. Theorem. Let (6.2) be satisfied and A ∈ Ψ0,d1,δ (M), 0 ≤ δ < 1. Then A : Lp,comp(M)

→ Lp,loc(M), 1 < p < ∞, is continuous , i.e. for any ϕ,ϕ0 ∈ C∞0 (M) the operator
ϕ0AϕI : Lp(M)→ Lp(M), 1 < p <∞, is bounded.

Proof. It is sufficient to prove Lp-boundedness of ϕ0AϕI in the case when ϕ,ϕ0 ∈ C∞0 (W )
and the open set W satisfies the conditions of Lemma 7.2.

Let us consider the ball

B(x, τ) := {y ∈M : |c(x, y)|d < τ}, x ∈W, τ < 1.
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It follows from the definition of the measureM (see (4.2)) that

M(B(x, τ)) =
\

|ỹ|d<τ
Υ−1(x, expx(ỹ)) dỹ

(see (2.9) and (4.3)). Since, due to (3.1),

Vol{ỹ ∈ R
n : |ỹ|d < τ} = τnVol{ỹ ∈ R

n : |ỹ|d < 1},

there exist positive constants C1, C2 <∞ such that

C1τ
n ≤M(B(x, τ)) ≤ C2τ

n, ∀x ∈W, ∀τ ∈ (0, 1).

This estimate and Lemma 7.5 allow one to deduce Lp-boundedness of ϕ0AϕI from its

L2-boundedness (Theorem 7.1) with the help of the theory of Calderón–Zygmund singular

integral operators on spaces of homogeneous type (see [CW, Ch. III], [Chr, Ch. VI]).

7.7. Remark. In the same way one can prove that ϕ0AϕI is of weak type (1, 1) and

maps L∞ boundedly to BMO.

8. Example: anisotropic ψDOs on Lie groups

Let G be an n-dimensional Lie group and G be the corresponding Lie algebra of right-

invariant vector fields on G. Let ν1, . . . , νn be a basis of G. Using it, we can identify G

with R
n. There exist neighbourhoods U = {z̃ ∈ R

n : |z̃|d < const} of 0 ∈ R
n and W of

the identity e ∈ G such that the exponential mapping expe : R
n → G is a diffeomorphism

of U onto W . We set

δτ z̃ := (τ
1/d1 z̃1, . . . , τ

1/dn z̃n), z̃ = (z̃1, . . . , z̃n) ∈ R
n, τ > 0,

δτz := expe(δτ z̃), z = expe(z̃) ∈W,

ϕτ (z) :=

{
τnϕ(δτz), z ∈W,

0, z 6∈W,
ϕ ∈ C∞0 (W ), τ > 1.

It is clear that ϕτ ∈ C
∞
0 (W ) for any ϕ ∈ C

∞
0 (W ).

We will say that a distribution f ∈ D′(G) is locally d-homogeneous of degree µ ∈ C if

〈f, ϕ1/τ 〉 = τ
µ〈f, ϕ〉, ∀τ ∈ (0, 1), ∀ϕ ∈ C∞0 (W ).

A distribution is called regular if it is smooth away from e, i.e. belongs to C∞(G \ {e}).
If there are no m1, . . . ,mn ∈ Z+ such that µ =

∑n
j=1mj/dj , we denote by RHdµ(G)

the class of all regular locally d-homogeneous distributions of degree µ on G. If µ =∑n
j=1mj/dj for some m1, . . . ,mn ∈ Z+, then RHdµ(G) will denote the class of all regular

distributions of the form f = f0 + f1, where f0 is a regular locally d-homogeneous

distribution of degree µ,

f1(expe(z̃)) = p(z̃) log |z̃|d, ∀z̃ ∈ U,

and p is a d-homogeneous polynomial of d-degree µ.

Suppose k(x, ·) ∈ RHdµ(G) for any x ∈ G. We will say that k ∈ C∞(G,RHdµ) if
k ∈ C∞(G× (G \ {e})) and the function G ∋ x 7→ 〈k(x, ·), ϕ〉 ∈ C belongs to C∞(G) for
any ϕ ∈ C∞0 (G).
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It follows from the right-invariance of the vector fields ν1, . . . , νn that

dM(y) := |det(νjk(y))|
−1dy, y ∈ G,

(see (4.2)) is a right Haar measure on G (cf. [Hel, Ch. X, §1, Sect. 1]).

Let us consider an operator A : C∞0 (G)→ C∞(G) defined by

(Aϕ)(x) := (k(x, ·) ∗ ϕ)(x), ϕ ∈ C∞0 (G),(8.1)

where k ∈ C∞(G,RHdµ) and ∗ is the group convolution. So,

(k(x, ·) ∗ ϕ)(x) = 〈k(x, ·), ϕ((·)−1x)∆〉

and ∆ is the modular function of G, i.e. dM(z−1) = ∆(z)dM(z). If k(x, ·), x ∈ G, is

locally integrable, then

(k(x, ·) ∗ ϕ)(x) =
\
G

k(x, z)ϕ(z−1x)∆(z) dM(z) =
\
G

k(x, xy−1)ϕ(y) dM(y).

Let us take χ ∈ C∞0 (W ) which equals 1 in some neighbourhood of e. For every
x ∈ G we consider the following distribution on Rn: k̃(x, ·) = χ(expe(·))k(x, expe(·)). Let

ã(x, ·) be the Fourier transform of k̃(x, ·), i.e. ã(x, η) = Fz̃→ηk̃(x, z̃). It follows from the
properties of k and the equality

p(δτ z̃) log |δτ z̃|d = τ
µp(z̃) log |z̃|d + τ

µ log τ p(z̃), z̃ ∈ R
n \ {0}, τ > 0,

that ã ∈ C∞(G× R
n) and ã = ã0 + ã1, ã0, ã1 ∈ C

∞(G× R
n),

ã0(x, δτη) = τ
−µ−nã0(x, η), |η|d ≥ 1, τ ≥ 1,

sup
x∈Ξ, |η|d≥1

|η|N
d
|∂αη ∂νk1 (x) . . . ∂νkp (x)ã1(x, η)| <∞,

∀N ∈ R, ∀α ∈ Z
n
+, ∀k1, . . . , kp ∈ {1, . . . , n}, ∀p ∈ Z+,

for any compact set Ξ ⊂ G. Hence ã ∈ S̃−Reµ−n,d1,0 (G).

Now using the inverse Fourier transform we can represent the operator (8.1) in the

form

(Aϕ)(x) =
1

(2π)n

\
G

\
Rn

ei〈z̃,η〉ã(x, η)ϕ(z−1x)χ(z)∆(z) dη dM(z)

+
\
G

(1− χ2(z))k(x, z)ϕ(z−1x)∆(z) dM(z),

where the first term on the right hand side is understood as an oscillatory integral

(see, e.g., [Shu, §1]). It follows from the right-invariance of ν1, . . . , νn and (2.12) that

cj(e, xy
−1) = cj(y, x) = −cj(x, y), j = 1, . . . , n. Since z̃j = cj(e, z), the change of vari-

able yields

(Aϕ)(x) =
1

(2π)n

\
Rn

\
G

e−i〈c(x,y),η〉ã(x, η)ϕ(y)χ(xy−1) dM(y) dη

+
\
G

(1− χ2(xy−1))k(x, xy−1)ϕ(y) dM(y).

Thus (8.1) is a ψDO: A ∈ Ψ−Reµ−n,d1,0 (G) (cf. Definition 4.1 and (4.13)) and the results

of Sections 4 and 5 apply to it. This is true for any Lie group G and any d = (d1, . . . , dn).

However the results of Sections 6, 7 and of the following sections rely upon the restriction

(6.2): d−1j + d
−1
k > d−1m if C

m
j,k 6≡ 0. So, the main part of our calculus does not cover the
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case considered in [Dy1], [Dy2], [NS], [How], [Mil], [Mel], [Ta2], [BG], [Cum] and [CGGP].

These works deal with the case where G is a homogeneous group (see [FS, Ch. I]) and

δτ is an algebra automorphism of G (a group automorphism of G) for any τ > 0. This

means in particular that G is a nilpotent Lie group and d−1j + d
−1
k = d

−1
m if C

m
j,k 6≡ 0.

9. Compact ψDOs

In this section we deal with compactness of ψDOs. It is sufficient to consider ψDOs

acting on scalar functions, i.e. the case S̃r,d̺,δ (M) := S̃r,d̺,δ (M × C,M × C), Ψr,d̺,δ (M) :=

Ψr,d̺,δ (M × C,M × C). Let us start with the following simple statement.

9.1. Lemma. Let H1 and H2 be Hilbert spaces and A : H1 → H2 be a bounded linear

operator. If there exist a constant C ≥ 0 and a compact linear operator K : H1 → H2
such that

‖Au‖ ≤ C‖u‖+ ‖Ku‖, ∀u ∈ H1,

then for any ε > 0 there exists a compact linear operator Kε : H1 →H2 such that

‖A−Kε‖ ≤ C + ε.

Proof. Let Pε : H1 → H1 be the orthogonal projection onto the linear span of a finite

ε-net of the relatively compact set {K∗v : v ∈ H2, ‖v‖ ≤ 1} (see, e.g., [BN, Definitions
5.6, 5.7, Theorems 5.7 and 17.8]). Since Pε is a finite rank operator,Kε := APε is compact

and

‖A−Kε‖ = ‖A(I − Pε)‖ ≤ sup
‖u‖≤1

(C‖(I − Pε)u‖+ ‖K(I − Pε)u‖)

≤ C + ‖K(I − Pε)‖ = C + ‖(I − Pε)K
∗‖ ≤ C + ε

(see [BN, Section 10.4 and Theorem 22.1]).

9.2. Theorem. Let (6.1) be satisfied , A ∈ Ψ0,d̺,δ (M), 0 ≤ δ < ̺ ≤ 1 and

sup
x∈Ξ
|σ̃A(x, η)| → 0 as |η|d →∞(9.1)

for any compact set Ξ ⊂M . Then ϕ0AϕI is compact on L2(M) for any ϕ,ϕ0 ∈ C∞0 (M).

Proof. Similarly to [Shu, Theorem 6.2] or [Ta1, Ch. II, Theorem 6.3] one can prove that

for any δ > 0 there exists an integral operator Kδ with a C∞-smooth kernel having
compact support such that

‖ϕ0Aϕu‖ ≤ δ‖u‖+ ‖Kδu‖, ∀u ∈ L2(M)

(see also Theorem 6.7). Now the compactness of A follows from the previous lemma.

9.3. Theorem. Let (6.2) be satisfied and A ∈ Ψ0,d1,δ (M), 0 ≤ δ < 1. If (9.1) holds , then

ϕ0AϕI is compact on Lp(M), 1 < p <∞, for any, ϕ,ϕ0 ∈ C∞0 (M).

Proof. The compactness of A can be obtained from the previous theorem and Theorem

7.6 by interpolation (see [Kra]).

9.4. Remark. It is clear that (9.1) is satisfied if A ∈ Ψ−τ,d̺,δ (M), τ > 0.
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10. Fredholm ψDOs

10.1. Definition. A ψDO A ∈ Ψr,d̺,δ (E ,F) with a presymbol ã ∈ S̃r,d̺,δ (E ,F) is called

semi-elliptic if for every compact set Ξ ⊂M there exist C,N > 0 such that

‖ã−1(x, η)‖ ≤ C(1 + |η|d)
−r, |η|d ≥ N, x ∈ Ξ,

where ‖ · ‖ : Hom(F̃ , Ẽ) → R is a continuous function such that its restriction to each

fibre Hom(F̃ , Ẽ)(x,η) = Hom(F̃(x,η), Ẽ(x,η)) is a norm on Hom(Fx, Ex) (cf. Section 3).

It is not difficult to see that if A is semi-elliptic then there exists b̃ ∈ S̃−r,d̺,δ (F , E)

such that b̃ã − I ∈ S̃−∞, ãb̃ − I ∈ S̃−∞, where I denotes the identity morphism of the
corresponding vector bundle. Using Theorem 6.7 one can prove in the standard way (see,

e.g., [Shu, §5] or [Ta1, Ch. III, §1]) the following result.

10.2. Theorem. Let (6.1) be satisfied and A ∈ Ψr,d̺,δ (E ,F) be semi-elliptic. Then there

exists a properly supported ψDO B ∈ Ψ−r,d̺,δ (F , E) such that BA − I ∈ Ψ−∞(E , E),
AB − I ∈ Ψ−∞(F ,F) (cf. Remark 4.6).

The operator B from the last theorem is said to be a parametrix of A. A ψDO B0
is called a right (resp. left) parametrix of A if AB0 − I ∈ Ψ

−∞(F ,F) (resp. B0A − I ∈
Ψ−∞(E , E)). Suppose A has a left parametrix B0 ∈ Ψ

−r,d
̺,δ (F , E) and a right parametrix

B1 ∈ Ψ
−r,d
̺,δ (F , E). Considering B0AB1 we obtain B0 − B1 ∈ Ψ

−∞(F , E). So, each of B0
and B1 is a parametrix of A.

In the remaining part of this section we will suppose that the manifold M is com-

pact. This assumption together with the requirement that ν1(x), . . . , νn(x) span the tan-

gent space TxM at each point x ∈ M , i.e. that M is parallelizable, impose a strong

restriction on the topology of M . For example, the unit n-dimensional sphere Sn is par-

allelizable if and only if n = 1, 3 or 7 (see, e.g., [Sch, Ch. X]). On the other hand any Lie

group is parallelizable. We will also suppose that (6.2) is satisfied.

Now we are going to consider anisotropic analogues of Bessel-potential spaces on M .

Our approach is similar to the treatment of isotropic Sobolev Hs
2 -spaces in [Shu, §7].

Let Is ∈ Ψ
s,d
1,0 (M), s > 0, be a ψDO with the presymbol

(ψ(η) + (1− ψ(η))|η|d)
s,(10.1)

where the function ψ ∈ C∞0 (R
n) equals 1 in some neighbourhood of 0. Since Is is semi-

elliptic, there exists I−s ∈ Ψ
−s,d
1,0 (M) such that

R−s := I−sIs − I, Rs := IsI−s − I ∈ Ψ
−∞(M)(10.2)

(see Theorem 10.2). It follows from Theorem 6.7 (see also Corollary 6.10) that the presym-

bol ã−s of I−s satisfies the condition

ã−s(x, η)− (ψ(η) + (1− ψ(η))|η|d)
−s ∈ S̃−s−ε,d1,0 (M),

where ε is defined by (6.3) with ̺ = 1.

Let I0 := I be the identity mapping. The ψDO Is is now defined for all s ∈ R.

Below we will use the notation ‖ · ‖p := ‖ · |Lp(M)‖.
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10.3. Theorem. Let (6.2) be satisfied , s ∈ R and 1 < p <∞. Then

Hs,d
p (M) := {u ∈ D

′(M) : ‖u‖(d)s,p := ‖Isu‖p + ‖R−su‖p <∞}

is a Banach space with the norm ‖ · ‖
(d)
s,p . H

s,d
2 (M) is a Hilbert space with the inner

product

(u, v)(d)s :=
\
M

Isu(Isv) dM+
\
M

R−su(R−sv) dM.

Proof. Since u = I−sIsu− R−su (see (10.2)), ‖u‖
(d)
s,p = 0 implies u ≡ 0. Hence ‖ · ‖

(d)
s,p is

a norm and (·, ·)
(d)
s is an inner product. So, we only need to prove the completeness of

Hs,d
p (M).

Suppose un ∈ Hs,d
p (M), n ∈ N, is a Cauchy sequence. Then there exist v, w ∈ Lp(M)

such that

lim
n→∞
‖v − Isun‖p = 0, lim

n→∞
‖w −R−sun‖p = 0.(10.3)

The operator I−s : D′(M) → D′(M) is continuous (see Remark 5.3). Therefore the first
equalities in (10.2) and (10.3) imply that un converges in D′(M) to some u ∈ D′(M).
Since R−s is an integral operator with a C∞-smooth kernel (see Remark 4.6), it maps
D′(M) continuously into C∞(M). So, using (10.3) and the continuity of the operator Is :
D′(M)→ D′(M), we obtain Isu = v ∈ Lp(M), R−su = w ∈ Lp(M). Thus, u ∈ Hs,d

p (M)

and it is left to prove that un converges to u in H
s,d
p (M)-norm.

We have u = I−sIsu−R−su = I−sv − w and

u− un = I−sv − w − I−sIsun +R−sun = I−s(v − Isun)− (w −R−sun).

Consequently,

‖u− un‖
(d)
s,p ≤ ‖IsI−s(v − Isun)‖p + ‖R−sI−s(v − Isun)‖p

+ ‖Is(w −R−sun)‖p + ‖R−s(w −R−sun)‖p.

The first, second and fourth terms on the right hand side converge to 0 due to (10.3) and

the continuity of the operators IsI−s = I +Rs and R−sI−s, R−s ∈ Ψ−∞(M) in Lp(M).
The third term tends to 0 because R−sun converges to w in C∞(M) and Is is continuous
on C∞(M).

10.4. Remark. A distribution u ∈ D′(M) belongs to Hs,d
p (M) if and only if Isu ∈

Lp(M), since R−su ∈ C∞(M) ⊂ Lp(M).

10.5. Theorem. C∞(M) is dense in Hs,d
p (M).

Proof. Let us take an arbitrary u ∈ Hs,d
p (M). Then v := Isu ∈ Lp(M), w := R−su ∈

C∞(M) and there exists a sequence vn ∈ C∞(M), n ∈ N, which converges to v in

Lp(M). Let us show that un := I−svn − w ∈ C∞(M) converges to u in Hs,d
p (M). We

have u− un = I−sv − w − I−svn + w = I−s(v − vn) (see (10.2)) and

‖u− un‖
(d)
s,p ≤ ‖IsI−s(v − vn)‖p + ‖R−sI−s(v − vn)‖p.

The convergence of the right hand side to 0 can be proved as in the proof of Theorem

10.3.

10.6.Theorem. For any τ > 0 the space Hs+τ,d
p (M) is compactly embedded in Hs,d

p (M).



Semi-elliptic operators generated by vector fields 55

Proof. Any operator R ∈ Ψ−∞(M) maps D′(M) continuously into C∞(M) (see Remark
4.6). SinceHr,d

p (M), r ∈ R, is continuously embedded in D′(M) and C∞(M) is compactly
embedded in Lp(M), the operator R : H

r,d
p (M) → Lp(M) is compact. It follows from

Theorems 6.7, 9.3 and Remark 9.4 that the ψDO IsI−s−τ ∈ Ψ
−τ,d
1,0 (M) is compact in

Lp(M). Now the statement follows from the equality Isu = IsI−s−τ (Is+τu)−(IsR−s−τ )u,
u ∈ Hs+τ,d

p (M) (see (10.2)).

10.7. Theorem. Let s, r ∈ R, τ > 0 and 1 < p <∞.

(i) If (6.1) is satisfied , then any A ∈ Ψr,d̺,δ (M), 0 ≤ δ < ̺ ≤ 1, is continuous from

Hs,d
2 (M) to H

s−r,d
2 (M) and compact from Hs,d

2 (M) to H
s−r−τ,d
2 (M).

(ii) If (6.2) is satisfied , then any A ∈ Ψr,d1,δ (M), 0 ≤ δ < 1, is continuous from

Hs,d
p (M) to H

s−r,d
p (M) and compact from Hs,d

p (M) to H
s−r−τ,d
p (M).

Proof. Let us prove (i). In order to show that A : Hs,d
2 (M)→ Hs−r,d

2 (M) is continuous

it is sufficient to prove that Is−rA : H
s,d
2 (M) → L2(M) is continuous. The continu-

ity of the last operator follows from the equality Is−rA = (Is−rAI−s)Is − Is−rAR−s,
since Is−rAI−s ∈ Ψ

0,d
̺,δ (M) is bounded on L2(M) (see Theorems 6.7 and 7.1). Now the

compactness of A : Hs,d
2 (M)→ Hs−r−τ,d

2 (M) follows from Theorem 10.6.

The proof of (ii) is almost identical. The only difference is that we use Theorem 7.6

instead of Theorem 7.1.

10.8. Theorem. Let (6.2) be satisfied , s ∈ R, 1 < p <∞, and 1/p+ 1/p′ = 1. Then the
bilinear form

〈u, v〉 =
\
M

u(x)v(x) dM(x), u, v ∈ C∞(M),

can be extended to a continuous bilinear form 〈·, ·〉 : Hs,d
p (M)×H

−s,d
p′ (M)→ C. For any

continuous linear functional l : Hs,d
p (M)→ C there exists a unique v ∈ H−s,dp′ (M) such

that l(u) = 〈u, v〉, ∀u ∈ Hs,d
p (M). The mapping l 7→ v is an isomorphism of the spaces

(Hs,d
p (M))

′ and H−s,dp′ (M).

Proof. It follows from (10.2) and Theorem 5.1 that

〈u, v〉 = 〈(I−sIs −R−s)u, v〉 = 〈Isu, I
′
−sv〉 − 〈R−su, v〉

= 〈Isu, I
′
−sv〉 − 〈R−su, (IsI−s −Rs)v〉

= 〈Isu, I
′
−sv〉 − 〈I

′
sR−su, I−sv〉+ 〈R−su,Rsv〉, u, v ∈ C∞(M),

where I ′−s ∈ Ψ
−s,d
1,0 (M), I

′
s ∈ Ψ

s,d
1,0 (M). Applying the Hölder inequality |〈f, g〉|≤‖f‖p‖g‖p′

and Theorem 10.7 we obtain

|〈u, v〉| ≤ const ‖u‖(d)s,p‖v‖
(d)
−s,p′ , ∀u, v ∈ C∞(M).

Now our first statement follows from Theorem 10.5.

Let us take an arbitrary continuous linear functional l : Hs,d
p (M)→ C. Since C∞(M)

is continuously and densely embedded in Hs,d
p (M), there exists a unique v ∈ D

′(M) such

that l(u) = 〈u, v〉, ∀u ∈ C∞(M). So, we only need to prove that v ∈ H−s,dp′ (M), i.e. that
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I−sv ∈ Lp′(M) (see Remark 10.4). We have

〈u, I−sv〉 = 〈I
′
−su, v〉 = l(I

′
−su).

Therefore

|〈u, I−sv〉| = |l(I
′
−su)| ≤ const ‖I

′
−su‖

(d)
s,p ≤ const ‖u‖p, ∀u ∈ C∞(M)

(see Theorem 10.7), i.e. I−sv ∈ Lp′(M).

10.9. Remark. It follows from Theorem 10.7(ii) that
∑
|γ|≤m cγ∂

γ
ν is continuous from

Hs,d
p (M) to Lp(M) if s ≥ mmax{d−1k } and cγ ∈ C

∞(M). Therefore Hs,d
p (M) is con-

tinuously embedded in the standard isotropic Sobolev space Wm
p (M), m ∈ Z+, if s ≥

mmax{d−1k }. Consequently, H
s,d
p (M) is continuously embedded in C

L(M) if s ≥ ([L +

n/p] + 1)max{d−1k }, where [·] denotes the integer part (see, e.g., [Ad, Theorem 5.4]). On
the other hand it is not difficult to show that Isu ∈ C(M) ⊂ Lp(M) for any u ∈ Cl(M) if

l is sufficiently large (see [Shu, §1]). Hence Cl(M) is continuously embedded in Hs,d
p (M)

if l is sufficiently large (see Remark 10.4).

The above results admit an obvious extension to the spaces Hs,d
p (E) of sections of a

C∞-smooth vector bundle E over M and ψDOs acting on such spaces. Using Theorems
5.1, 10.2, 10.7 and 10.8 one can prove in the standard way (see, e.g., [Shu, Theorem 8.1])

the following result.

10.10. Theorem. Let (6.1) be satisfied and A ∈ Ψr,d̺,δ (E ,F) be semi-elliptic. Then the

operator A : Hs,d
2 (E)→ Hs−r,d

2 (F) is Fredholm, Ker(A) ⊂ C∞(E) and there exist a finite
number of independent of s sections w1, . . . , wN ∈ C∞(F ′) such that

Ran(A) = {v ∈ Hs−r,d
2 (F) : 〈v, wj〉F ,M = 0, j = 1, . . . , N}

(see (5.7)). If Au ∈ Hs−r,d
2 (F) for u ∈ D′(M) then u ∈ Hs,d

2 (E), if Au ∈ C
∞(F) then

u ∈ C∞(E). For any B ∈ Ψr−τ,d̺,δ (E ,F), τ > 0, we have Ind(A + B) = Ind(A). (Here

“Ker”, “Ran” and “Ind” stand for the kernel , range and index respectively.) In the case

̺ = 1 the same is true for the operator A : Hs,d
p (E) → Hs−r,d

p (F), 1 < p < ∞, and

w1, . . . , wN ∈ C∞(F ′) can be chosen to be independent of s and p.

The last theorem shows that the index of A does not depend on s (or p) and is

defined by the equivalence class of the presymbol of A in the quotient space S̃r,d̺,δ (E ,F)/

S̃r−τ,d̺,δ (E ,F), τ > 0. It would be interesting to obtain an Atiyah–Singer type formula for

the index of A.

10.11. Remark. Theorem 10.10 remains true if we replace F ′ and 〈·, ·〉F ,M by F∗ and
(·, ·)F ,M respectively (see (5.8)). A C∞-smooth vector bundle E is called Hermitian if
there exists a Hermitian metric on E , i.e. a C∞-smooth function G : E × E → C such

that its restriction to each fibre Ex × Ex is an inner product on Ex. Every C∞-smooth
vector bundle over a paracompact manifold has a Hermitian metric (see, e.g., [Hus, Ch. 3,

Theorems 5.5 and 9.5]). Using a Hermitian metric on E one can identify E∗ with E .

10.12. Theorem. Let (6.2) be satisfied and r ∈ R. Then there exists Λr ∈ Ψ
r,d
1,0 (E , E)

with the presymbol

(ψ(η) + (1− ψ(η))|η|d)
rI ∈ S̃r,d1,0 (E , E)(10.4)
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(cf. (10.1)) such that Λr : H
s,d
p (E)→ Hs−r,d

p (E) is an isomorphism for every s ∈ R and

1 < p <∞. The ψDO Λr also induces an isomorphism C∞(E)→ C∞(E).

Proof. According to the preceding remark we can suppose that E is Hermitian. Let Jr ∈

Ψr,d1,0 (E , E) be a ψDO with the presymbol (10.4). Jr is semi-elliptic and Theorem 10.10

applies to it. We have Ind(Jr) = −Ind(J∗r ). On the other hand, Theorem 5.1 implies

that Jr − J∗r ∈ Ψ
r−min{d−1k },d
1,0 (E , E). Here we identify E∗ with E (see Remark 10.11). So,

Ind(Jr) = Ind(J
∗
r ) due to Theorem 10.10. Therefore Ind(Jr) = 0. Let u1, . . . , uN ∈ C

∞(E)
be a basis of Ker(Jr). There exist sections w1, . . . , wN ∈ C∞(E) independent of s and p
such that

Ran(Jr) = {v ∈ H
s−r,d
p (E) : (v, wj)G,M = 0, j = 1, . . . , N},

where (v, w)G,M :=
T
M
G(v(x), w(x)) dM(x) and G is a Hermitian metric on E . It is easy

to see that K :=
∑N

j=1(·, uj)G,Mwj is an integral operator with a C
∞-smooth kernel and

Λr := Jr + K induces isomorphisms C
∞(E) → C∞(E) and Hs,d

p (E) → Hs−r,d
p (E) for

every s ∈ R and 1 < p <∞.

The following G̊arding inequality can be proved exactly as in the standard calculus of

ψDOs (see, e.g., [Ta1, Ch. II, §8]).

10.13. Theorem. Suppose (6.1) is satisfied , E is Hermitian, A ∈ Ψr,d̺,δ (E , E) and

Re σ̃A(x, η) := (σ̃A(x, η)+ σ̃A(x, η)
∗)/2 ≥ C|η|r

d
> 0 for large |η|d. Then for any C0 < C

and any s ∈ R there exists C1 > 0 such that

Re(Au, u)E,M ≥ C0‖u‖
2
r/2,2 − C1‖u‖

2
s,2, ∀u ∈ H

r/2,d
2 (E).

11. The resolvent of a semi-elliptic ψDO

In this section we deal with ψDOs from Ψr,d1,0 . We suppose as usual that (6.2) is satisfied.

We have

ε = min{d−1l , d−1j + d
−1
k − d

−1
m : l = 1, . . . , n, C

m
j,k 6≡ 0} > 0

(cf. (6.3)). Let N := {ν1, . . . , νn} and

Z+(N ,d) :=
{ n∑

l=1

τld
−1
l +

∑

Cmj,k 6≡0
τmj,k(d

−1
j + d

−1
k − d

−1
m ) : τl, τ

m
j,k ∈ Z+

}
.(11.1)

It is clear that

ε = minZ+(N ,d) \ {0}.(11.2)

11.1. Lemma. If |α+ β| ≥ 2 and

∂αν(y)∂
β
ν(z)cj(y, z)|y=z=x 6= 0,

then |(α+ β) : d| − d−1j ∈ Z+(N ,d).

Proof. Acting as in the proof of Lemma 6.1 we find that at least one term

∂µ
(1)

ν Cjk1,m1(x)∂
µ(2)

ν Cj2k2,m2(x) . . . ∂
µ(q)

ν C
jq
kq,mq
(x)
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of at least one of the scalars (2.16) does not equal 0 and

|(α+ β) : d| − d−1j = |(α+ β) : d| − d
−1
j + (d

−1
j2
− d−1j2 ) + . . .+ (d

−1
jq
− d−1jq )

= |µ(1) : d|+ . . .+ |µ(q) : d|+ (d−1k1 + d
−1
m1 − d

−1
j )

+ (d−1k2 + d
−1
m2 − d

−1
j2
) + . . .+ (d−1kq + d

−1
mq − d

−1
jq
) ∈ Z+(N ,d).

This lemma and the equalities (6.7) imply the following result.

11.2. Corollary. If

∂αν(y)∂
β
ν(z)hj(x, y, z)|y=z=x 6= 0,

then |(α+ β) : d| − d−1j ∈ Z+(N ,d).

Our next statement concerns the polynomials PJβ,γ defined by (6.15).

11.3. Lemma. |(β + γ) : d| −d(PJβ,γ) ∈ Z+(N ,d) for any β, γ ∈ Zn+ such that P
J
β,γ 6≡ 0.

The same is true for the d-degree of any monomial of the polynomial PJβ,γ .

Proof. This follows from the preceding corollary and the fact that a factor ηj can appear

in a monomial of the polynomial PJβ,γ only together with some partial derivative of hj
evaluated at y = z = x (cf. the proof of Lemma 6.5).

11.4. Definition. Let µ, κ ∈ C. A morphism b̃ ∈ S̃Reµ,d1,0 (E ,F) will be called almost

d-homogeneous of degree µ ∈ C if

b̃(x, τ1/d1η1, . . . , τ
1/dnηn) = τ

µb̃(x, η), |η|d ≥ 1, τ ≥ 1.(11.3)

We will say that ã ∈ S̃Reκ,d1,0 (E ,F) belongs to HS̃κ,d(E ,F) if

ã(x, η) ∼
∑

l∈Z+(N ,d)
ãl(x, η)(11.4)

(cf. (3.14)), where each ãl ∈ S̃
Reκ−l,d
1,0 (E ,F) is almost d-homogeneous of degree κ − l.

Correspondingly we say that A ∈ ΨReκ,d1,0 (E ,F) belongs to HΨκ,d(E ,F) if its presymbol

ã belongs to HS̃κ,d(E ,F). In this case ã0 from the right hand side of (11.4) is called the

principal presymbol of A.

We take l ∈ Z+(N ,d) in the asymptotic expansion (11.4) for the following reason.

Let A ∈ HΨκ1,d(E ,F), B ∈ HΨκ2,d(J , E) and suppose at least one of these ψDOs

is properly supported. Then it follows from Theorem 6.7 and Lemma 11.3 that AB ∈

HΨκ1+κ2,d(J ,F). On the other hand, Corollary 6.10 shows that even in the case where

the presymbols of A andB are almost d-homogeneous of degrees κ1 and κ2 respectively,

the last inclusion does not necessarily hold if we take {
∑n

l=1 τld
−1
l : τl ∈ Z+} instead of

Z+(N ,d) in Definition 11.4.

Let A ∈ HΨκ,d(E , E) be semi-elliptic and κ ∈ (0,∞). We are going to construct a

special parametrix of A − λI which depends on λ “in a nice way”. Since the principal

presymbol ã0 of A is almost d-homogeneous, the set of all eigenvalues of ã0(x, η), x ∈ Ξ,

η ∈ Rn, coincides with some cone with vertex at 0 outside a bounded subset of C, for

any compact Ξ ⊂M . We will suppose that the set of all eigenvalues of ã0(x, η), x ∈M ,

η ∈ Rn, lies in a closed cone C ⊂ C with vertex at 0, C 6= C. Since A is semi-elliptic,

Definition 11.4 implies that ã0(x, η) is invertible for |η|d ≥ 1. If A is a differential operator,
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ã0(x, η) is a polynomial and hence is invertible for η 6= 0. If A is not a differential operator

we will suppose, changing ã0(x, η) for |η|d < 1 if necessary, that ã0(x, η) is invertible for

all η ∈ R
n.

We are looking for a parametrix B(λ) ∈ Ψ−κ,d1,0 (E , E), λ ∈ C \ C, of A− λI such that

its presymbol b̃(λ) admits the following asymptotic expansion:

b̃(λ;x, η) ∼
∑

q∈Z+(N ,d)
b̃q(λ;x, η),(11.5)

where b̃q(λ) ∈ S̃
−κ−q,d
1,0 (E , E) are rational functions of λ and

b̃q(τ
κλ;x, τ1/d1η1, . . . , τ

1/dnηn) = τ
−κ−q b̃q(λ;x, η), |η|d ≥ 1, τ ≥ 1.(11.6)

Applying Theorem 6.7 we obtain from AB(λ)− I ∈ Ψ−∞(E , E) the system

(11.7) (ã0(x, η)− λI)b̃0(λ;x, η) = I,

(11.8) (ã0(x, η)− λI)b̃q(λ;x, η) +
∑

l+p+|α:d|+|(β+γ):d|−d(PEβ,γ )+j=q
p<q

i−(|α|+|β|+|γ|)

α!β!γ!

× ∂β+αη ãl(x, η)∂
γ
η (∇

E,E
ν(x))

αb̃p(λ;x, η)P
E
β,γ,j(x, η) = 0, q ∈ Z+(N ,d) \ {0},

where PEβ,γ,j is the sum of all monomials of the polynomial P
E
β,γ of d-degree d(P

E
β,γ)− j.

From this system we can find successively b̃0(λ), b̃ε(λ), . . . , λ ∈ C \ C:

(11.9)

b̃0(λ;x, η) = (ã0(x, η)− λI)
−1,

b̃ε(λ;x, η) = − (ã0(x, η)− λI)
−1ãε(x, η)(ã0(x, η)− λI)

−1

− i
∑

d−1k =ε

(ã0(x, η)− λI)
−1∂ηk ã0(x, η)(ã0(x, η)− λI)

−1∇E,Eνk(x)ã0(x, η)

× (ã0(x, η)− λI)
−1 −

1

2i

∑

d−1k +d
−1
m −d−1s =ε

Csk,m(x)ηs(ã0(x, η)− λI)
−1

× ∂ηk ã0(x, η)(ã0(x, η)− λI)
−1∂ηm ã0(x, η)(ã0(x, η)− λI)

−1

(see (11.2) and Corollary 6.10).

11.5. Lemma. The system (11.7), (11.8) has a unique solution and each b̃q(λ;x, η) is a

linear combination of products of factors (ã0(x, η)−λI)−1 and b̃q,t(x, η), t = 1, . . . , N . For
each of these products the number L of the factors (ã0(x, η)−λI)

−1 satisfies the inequality
L ≤ 2ε−1q + 1, the left factor is always (ã0(x, η)− λI)−1 and b̃q,t ∈ HΨκt,d(E , E) is an
almost d-homogeneous (of degree κt) product of ãl, C

s
k,m, their (covariant) derivatives

and powers of η, where
∑N
t=1 κt = (L− 1)κ− q. If q 6= 0, then L ≥ 2.

Proof. The conditions

l + p+ |α : d|+ |(β + γ) : d| − d(PEβ,γ) + j = q, p < q

from (11.8) imply p + ε(|α| + |γ|) ≤ q and q − p ≥ ε (see Lemmas 6.5, 11.3 and (11.1),

(11.2)). Therefore 1 + |α|+ |γ| ≤ 2ε−1(q − p). Now the inequality L ≤ 2ε−1q + 1 follows
by induction. The remaining part of the lemma is also proved by induction.
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11.6. Remark. If A is a differential operator, then κt ≥ 0. So, (L − 1)κ − q ≥ 0, i.e.

L ≥ q/κ+ 1.

Let Ξ ⊂M be an arbitrary compact set. It is easy to see that if A is not a differential

operator and ã0(x, η) is invertible for all η ∈ Rn, then b̃q(λ;x, η) is well defined for

λ ∈ (C \ C) ∪ {µ ∈ C : |µ| ≤ δ0}, x ∈ Ξ, where δ0 = δ0(Ξ) > 0 is sufficiently small.

This property will be used in the construction of complex powers of A (see Section

12). If A is a differential operator, we can, of course, change ã0(x, η) for |η|d < 1 and

make it invertible for all η ∈ Rn, but in this case Remark 11.6 is false. It is convenient

to introduce the following cut-off function. Since A is semi-elliptic and its presymbol

is a polynomial in η, the numbers lk := κdk are integers (see (3.4)). The polynomial

p2κ(η) :=
∑n
k=1 η

2lk
k is d-homogeneous of degree 2κ and there exist C1, C2 > 0 such that

C1|η|
2κ
d
≤ p2κ(η) ≤ C2|η|

2κ
d
, ∀η ∈ R

n. Our cut-off function is χ̃κ(λ, η) = h(p2κ(η) + |λ|
2),

where h ∈ C∞(R), h(t) = 0 for t ≤ 1/2, h(t) = 1 for t ≥ 1.

We will use the notation

b̃0,q(λ;x, η) := b̃q(λ;x, η),(11.10)

where it is supposed that ã0(x, η) is invertible for all η ∈ Rn. If A is a differential operator,

we will also use the notation

b̃χ,q(λ;x, η) := χ̃κ(λ, η)b̃q(λ;x, η).(11.11)

It is easy to see that b̃0,q(λ;x, η) and b̃χ,q(λ;x, η) are well defined for λ ∈ (C \ C) ∪

{µ ∈ C : |µ| ≤ δ0}, x ∈ Ξ, if δ0 = δ0(Ξ) > 0 is sufficiently small.

11.7. Lemma. Let n0 be the dimension of a fibre of E . Then for any compact set Ξ ⊂M ,

(11.12) ‖∂αη∇
E,E
νj1 (x)

. . .∇E,Eνjm (x)
b̃0,q(λ;x, η)‖

≤ constΞ,q,α,j1,...,jm

[2ε−1q]+1+|α|+m∑

L0=l

(1+|η|d)
(L0−1)κ−q−|α:d|(1+|λ|+|η|κ

d
)−L0
(
|λ|

d(λ)

)n0L0
,

∀λ ∈ C \ C, ∀α ∈ Z
n
+, ∀j1, . . . , jm ∈ {1, . . . , n}, ∀m ∈ Z+, ∀η ∈ R

n, ∀x ∈ Ξ,

where l = 1 if q + |α|+m = 0, l = 2 if q + |α|+m > 0, [·] denotes the integer part and

d(λ) := dist(λ, C). If E is Hermitian and ã0(x, η) is normal for all (x, η) ∈M×Rn, then

one can take (|λ|/d(λ))L0 instead of (|λ|/d(λ))n0L0 on the right hand side of (11.12).

Proof. It can easily be derived from Lemma 11.5 that

(11.13) ‖∂αη∇
E,E
νj1 (x)

. . .∇E,Eνjm (x)b̃0,q(λ;x, η)‖

≤ const

[2ε−1q]+1+|α|+m∑

L0=l

(1 + |η|d)
(L0−1)κ−q−|α:d|‖(ã0(x, η)− λI)

−1‖L0 .

Let µ1(x, η), . . . , µn0(x, η) be the eigenvalues of ã0(x, η). The simple inequality

‖(ã0(x, η)− λI)
−1‖ ≤ const ‖ã0(x, η)− λI‖

n0−1|det(ã0(x, η)− λI)|
−1



Semi-elliptic operators generated by vector fields 61

(see, e.g., [Kat, Ch. I, (4.12)]) implies

‖(ã0(x, η)− λI)
−1‖ ≤ const (1 + |λ|+ |η|κ

d
)n0−1

n0∏

l=1

|µl(x, η)− λ|
−1.(11.14)

An elementary geometric argument shows that

d(λ)

|λ|
≤
|µl(x, η)− λ|

|µl(x, η)|
, i.e. |µl(x, η)− λ| ≥ d(λ)

|µl(x, η)|

|λ|
.

Since |µl(x, η)− λ| ≥ d(λ), we have

|µl(x, η)− λ| ≥
1

2
d(λ)
|λ|+ |µl(x, η)|

|λ|
.

Our assumptions imply that there exists δ0 > 0 such that |µl(x, η)| ≥ δ0, l = 1, . . . , n0,

for any η ∈ R
n and x ∈ Ξ. Using the equality

µl(x, τ
1/d1η1, . . . , τ

1/dnηn) = τ
κµl(x, η), |η|d ≥ 1, τ ≥ 1,

we obtain |µl(x, η)| ≥ const (1 + |η|κd) for any η ∈ Rn and x ∈ Ξ. Therefore

|µl(x, η)− λ|
−1 ≤ const

|λ|

d(λ)
(1 + |λ|+ |η|κ

d
)−1.(11.15)

Substituting this estimate into (11.14) we get

‖(ã0(x, η)− λI)
−1‖ ≤ const (1 + |λ|+ |η|κ

d
)−1(|λ|/d(λ))n0 .

Now (11.12) follows from (11.13).

If E is Hermitian and ã0(x, η) is normal we can use

‖(ã0(x, η)− λI)
−1‖ ≤ const max

l=1,...,n0
|µl(x, η)− λ|

−1

instead of (11.14). This proves the last statement of the lemma.

Let us introduce the following “parabolic neighbourhood” of the cone C:

Σ(C, θ) := {λ ∈ C : d(λ) < const |λ|1−θ}, 0 ≤ θ ≤ 1.(11.16)

11.8. Corollary. For any compact set Ξ ⊂M ,

(11.17) ‖∂αη∇
E,E
νj1 (x)

. . .∇E,Eνjm (x)
b̃0,q(λ;x, η)‖

≤ constΞ,q,α,j1,...,jm(1 + |η|d)
(l−1)κ−q−|α:d|(1 + |λ|+ |η|κ

d
)−l
(
|λ|

d(λ)

)n0([2ε−1q]+1+|α|+m)
,

∀λ ∈ C \ C,

(11.18) ‖∂αη∇
E,E
νj1 (x)

. . .∇E,Eνjm (x)
b̃0,q(λ;x, η)‖

≤ constΞ,q,α,j1,...,jm(1+|η|d)
θn0([2ε

−1q]+|α|+m)κ+(l−1)(1−θn0)κ−q−|α:d|(1+|λ|+|η|κ
d
)l(θn0−1),

∀λ ∈ C \Σ(C, θ), ∀θ ∈ [0, 1/n0], ∀α ∈ Z
n
+,

∀j1, . . . , jm ∈ {1, . . . , n}, ∀m ∈ Z+, ∀η ∈ R
n, ∀x ∈ Ξ,

where l = 1 if q + |α|+m = 0, l = 2 if q + |α|+m > 0. If E is Hermitian and ã0(x, η)

is normal for all (x, η) ∈M × Rn, one can take 1 instead of n0 on the right hand sides

of (11.17) and (11.18).
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Proof. (11.17) is a direct consequence of (11.12). Let us prove (11.18). Since λ ∈ C \

Σ(C, θ), we have |λ|/d(λ) ≤ const |λ|θ. It is clear that θn0 ≤ 1 implies

(1 + |λ|+ |η|κ
d
)−1|λ|θn0 ≤ (1 + |λ|+ |η|κ

d
)θn0−1 ≤ (1 + |η|κ

d
)θn0−1.

Therefore the RHS of (11.12) can be estimated by

const

[2ε−1q]+1+|α|+m∑

L0=l

(1 + |η|d)
(L0−1)κ−q−|α:d|+(θn0−1)(L0−l)κ(1 + |λ|+ |η|κ

d
)−l|λ|lθn0

≤ const (1 + |η|d)
θn0([2ε

−1q]+|α|+m)κ+(l−1)(1−θn0)κ−q−|α:d|(1 + |λ|+ |η|κ
d
)l(θn0−1).

11.9. Remark. If A is a differential operator, (11.12), (11.17) and (11.18) remain valid

if we replace b̃0,q(λ;x, η) by b̃χ,q(λ;x, η) and l by the smallest integer which is greater

than or equal to (q + |α : d|)/κ + 1. Indeed, similarly to Remark 11.6, in the analogue

of (11.13) we have (L0 − 1)κ − q − |α : d| ≥ 0, i.e. L0 ≥ (q + |α : d|)/κ + 1. Note also

that we can suppose |η|κ
d
+ |λ| > const with a positive constant, because bχ,q(λ;x, η) = 0

otherwise (see (11.11)). Therefore the inequality |µl(x, η)| ≥ const |η|κd, η ∈ Rn, x ∈ Ξ,

implies

|λ|+ |µl(x, η)| ≥ const (|λ|+ |η|
κ
d
) ≥ const (1 + |λ|+ |η|κ

d
).

Hence (11.15) holds and (11.12) follows as above.

Let us define a ψDO B(N)(λ), N ∈ Z+(N ,d), by the formula

(11.19) (B(N)(λ)ω)(x)

:=
1

(2π)n

\
Rn

\
M

e−i〈c(x,y),η〉
∑

q≤N
b̃0,q(λ;x, η)Φ

E
x,yω(y)Υ

θ(x, y)χ(x, y) dM(y) dη,

∀ω ∈ C∞0 (E)

(see (4.10), (4.13)). We can suppose that χ is properly supported, i.e. for any compact

set Ξ ⊂M the intersections of the support of χ with Ξ ×M and M ×Ξ are compact in

M ×M . Then B(N)(λ) is properly supported. Let us consider the operator

T (N)(λ) := (A− λI)B(N)(λ)− I.(11.20)

11.10. Lemma. For any L ∈ Z+ and any N ≥ n + κ + Lmax{d−1k }, N ∈ Z+(N ,d),

there exists Ñ ∈ R such that T (N)(λ) is an integral operator with a kernel r(N)(λ;x, y)

satisfying the estimate

(11.21) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

r(N)(λ;x, y)‖

≤ constΞ,N,j1,...,jm1 ,k1,...,km2 (1 + |λ|)
−1
(
|λ|

d(λ)

)Ñ
,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1+m2 ≤ L, ∀λ ∈ C\C, ∀x, y ∈ Ξ,

for any compact set Ξ ⊂M .

Proof. The lemma is proved by using the arguments from the proof of Theorem 6.7,

(11.7), (11.8), (11.10) and (11.17). Note that the function (1+ |η|d)
−s is integrable on R

n
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if s > n. This follows from the equality

Vol{η ∈ R
n : τ ≤ |η|d ≤ 2τ} = τ

nVol{η ∈ R
n : 1 ≤ |η|d ≤ 2}, τ > 0

(cf. the proof of Lemma 7.4).

11.11. Remark. It is easy to see that (11.12), (11.17) and (11.21) remain valid for any

λ from a sufficiently small disk {µ ∈ C : |µ| ≤ δ0}, if we replace on the right hand sides

|λ| and |λ|/d(λ) by 0 and 1 respectively.

11.12. Lemma. Suppose θ < ε/(2n0κ), θ ≤ 1/n0. For any L ∈ Z+ there exists N0 > 0

such that T (N)(λ), N ≥ N0, is an integral operator with a kernel r(N)(λ;x, y) satisfying

the estimate

(11.22) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

r(N)(λ;x, y)‖

≤ constΞ,N,j1,...,jm1 ,k1,...,km2 (1 + |λ|)
θn0−1,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \Σ(C, θ), ∀x, y ∈ Ξ,

for any compact set Ξ ⊂ M . If E is Hermitian and ã0(x, η) is normal for all (x, η) ∈

M × Rn, we can take θ < ε/(2κ), θ ≤ 1, and replace n0 by 1 on the right hand side of

(11.22).

Proof. It follows from (11.18) that

‖∂αη∇
E,E
νj1(x)

. . .∇E,Eνjm (x)b̃0,q(λ;x, η)‖ ≤ const (1 + |η|d)
−ε1q+ε0(|α|+m)−|α:d|(1 + |λ|)θn0−1,

where 0 < ε0 := θn0κ < ε/2 and ε1 := 1 − 2ε
−1θn0κ > 0. A straightforward inspection

of the proof of Theorem 6.7 shows that it remains almost unchanged if the restrictions

on the ψDO B are slightly weakened, namely if

‖∂αη∇
F ,E
νj1 (x)

. . .∇F ,Eνjm (x)
σ̃B(x, η)‖ ≤ constK,α,j1,...,jm(1 + |η|d)

r+ε0(|α|+m)−̺|α:d|+δ|β:d|,

∀α ∈ Z
n
+, ∀j1, . . . , jm ∈ {1, . . . , n}, ∀m ∈ Z+, ∀η ∈ R

n, ∀x ∈ K,

where β is the multi-index corresponding to the set of indices {j1, . . . , jm} and ε0 <

min{(̺ − δ)min{d−1k }, ̺ε}/2 (cf. (3.7)). The only difference is that (6.27) should be
rewritten as follows:

r ≤ . . . ≤ r1 + r2 −
̺ε

2
|α+ µ′| − (̺− δ)|µ′′ : d|+ ε0(|γ

′′|+ |µ′′|)

≤ r1 + r2 −
min{̺ε, (̺− δ)min{d−1k }}

2
(|α|+ |µ′|+ 2|µ′′|) + ε0(|γ

′′|+ |µ′′|)

≤ r1 + r2 − ε̃(|α|+ |µ
′|+ 2|µ′′|),

where ε̃ := min{(̺− δ)min{d−1k }, ̺ε}/2− ε0 > 0.
In our case ̺ = 1, δ = 0. So, b̃0,q have the necessary properties and we can ob-

tain (11.22) using (11.7), (11.8) and (11.10). The last statement of the lemma is proved

similarly.

It is clear that the ψDO B(λ) with the presymbol

b̃(λ;x, η) ∼
∑

q∈Z+(N ,d)
b̃0,q(λ;x, η)
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is a right parametrix of A− λI, i.e. (A− λI)B(λ) ∈ Ψ−∞(E , E). Since A is semi-elliptic,
B(λ) is a parametrix of A − λI (cf. Theorem 10.2). So, B(N)(λ) is an “approximate

parametrix” of A − λI. We are going to show that B(N)(λ) is a good approximation of

the resolvent of A− λI.

Suppose that the manifold M is compact. If A − λI is invertible on Hs,d
p (E) for

some λ, then A is an operator with a compact resolvent (see Theorems 10.6 and 10.10)

and its spectrum Spec(A) consists of isolated eigenvalues with finite multiplicities (see,

e.g., [Kat, Ch. III, Theorem 6.29]). Note that Spec(A) does not depend on s or p (see

Theorem 10.10).

11.13. Theorem. Let (6.2) be satisfied and M be compact. Suppose A ∈ HΨκ,d(E , E) is

semi-elliptic, κ ∈ (0,∞), Ind(A) = 0 (see Theorem 10.10), the set of all eigenvalues of

ã0(x, η), x ∈ M , η ∈ R
n, lies in a closed cone C ⊂ C with vertex at 0, C 6= C. Then for

any θ < min{ε/(2n0κ), 1/n0} there exists R > 0 such that Spec(A) ⊂ Σ(C, θ) ∪ {µ ∈ C :

|µ| ≤ R} (see (11.16)). For any θ ∈ [0, ε/(2n0κ)) ∩ [0, 1/n0], s ∈ R, 1 < p <∞, L ∈ Z+

and sufficiently large N ∈ Z+(N ,d) there exists Ñ ∈ R such that (A− λI)−1−B(N)(λ),
λ ∈ C \ (C ∪ Spec(A)), is an integral operator with a kernel R(N)(λ;x, y) satisfying the

estimates

(11.23) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖

≤ const ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E)(1 + |λ|)
−1(|λ|/d(λ))Ñ ,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ (C ∪ Spec(A)), ∀x, y ∈M,

(11.24) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖

≤ const ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E)(1 + |λ|)
θn0−1,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ (Σ(C, θ) ∪ Spec(A)), ∀x, y ∈M.

If E is Hermitian and ã0(x, η) is normal for all (x, η) ∈M ×R
n, we can replace n0 by 1

in the restrictions for θ and on the right hand side of (11.24).

Proof. It follows from Lemma 11.12 that ‖T (N)(λ)‖Lp(E)→Lp(E) < 1 for all λ ∈ C\Σ(C, θ)

with sufficiently large |λ| if θ < min{ε/(2n0κ), 1/n0}. Since (A−λI)B(N)(λ) = I+T (N)(λ)

(see (11.20)), A − λI is right-invertible for such λ’s. Taking into account the equality

Ind(A−λI) = 0 (see Theorem 10.10), we deduce that A−λI is invertible and (A−λI)−1 =
B(N)(λ)(I + T (N))−1 if λ ∈ C \ (Σ(C, θ)∪ {µ ∈ C : |µ| ≤ R}) for sufficiently large R > 0.

This proves the first statement of the theorem.

The equalities B(N)(λ)=(A−λI)−1(A−λI)B(N)(λ)=(A−λI)−1+(A−λI)−1T (N)(λ)
imply (A− λI)−1 −B(N)(λ) = −(A− λI)−1T (N)(λ).
Let us show that for every L ∈ Z+ there exists l ∈ Z+ such that

‖(A− λI)−1‖Cl(E)→CL(E) ≤ const ‖(A− λI)
−1‖Hs,dp (E)→Hs,dp (E), ∀λ ∈ C \ Spec(A).

According to Remark 10.9 for a given L ∈ Z+ there exist k ∈ Z+ and l ∈ Z+ such that

the following continuous embeddings hold: Cl(E) →֒ Hs+kκ,d
p (E) →֒ CL(E). Hence for an
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arbitrarily fixed λ0 ∈ C \ Spec(A) we have

‖(A− λI)−1‖Cl(E)→CL(E)

≤ const ‖(A− λI)−1‖Hs+kκ,dp (E)→Hs+kκ,dp (E)

≤ const ‖(A− λ0I)
−k(A− λI)−1(A− λ0I)

k‖Hs+kκ,dp (E)→Hs+kκ,dp (E)

≤ const ‖(A− λ0I)
−k‖Hs,dp (E)→Hs+kκ,dp (E)

× ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E)‖(A− λ0I)
k‖Hs+kκ,dp (E)→Hs,dp (E)

≤ const ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E), ∀λ ∈ C \ Spec(A)

(see Theorems 10.7 and 10.10).

Now (11.23) and (11.24) follow from Lemmas 11.10 and 11.12.

11.14. Corollary. Let the conditions of the last theorem be satisfied. For any s ∈ R

and 1 < p <∞ there exists R > 0 such that

(11.25) ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E) ≤ const (1 + |λ|)
−1,

∀λ ∈ C \ (Σ(C, 0) ∪ {µ ∈ C : |µ| ≤ R}).

For any L ∈ Z+ and sufficiently large N ∈ Z+(N ,d) there exist R > 0 and Ñ ∈ R such

that (A− λI)−1 − B(N)(λ), λ ∈ C \ (C ∪ Spec(A)), is an integral operator with a kernel

R(N)(λ;x, y) satisfying the estimates

(11.26) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖ ≤ const (1 + |λ|)−2,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ (Σ(C, 0) ∪ {µ ∈ C : |µ| ≤ R}), ∀x, y ∈M.

Proof. (11.26) follows from (11.24) and (11.25). (Since the ratio |λ|/d(λ) is bounded on

C \ Σ(C, 0) (see (11.16)), one can use (11.23) instead of (11.24).) Let us prove (11.25).

Using Lemma 11.10 or Lemma 11.12, Theorem 10.8 and Remark 10.9 we can show that

‖T (N)(λ)‖Hs,dp (E)→Hs,dp (E) ≤ const < 1 for all λ ∈ C \ Σ(C, 0) with sufficiently large |λ|.

Now (11.25) follows from the equality (A− λI)−1 = B(N)(λ)(I + T (N))−1 (see the proof
of Theorem 11.13), Theorem 10.7(ii) and Corollary 11.8.

11.15. Corollary. Let (6.2) be satisfied , M be compact and E be Hermitian. Suppose

A ∈ HΨκ,d(E , E) is semi-elliptic, κ ∈ (0,∞), A is formally self-adjoint , i.e. A∗ = A (see
Theorem 5.1 and Remark 10.11). Then A is a self-adjoint operator on L2(E , dM) with

the domain Hκ,d
2 (E) and for any θ ∈ [0, ε/(2κ)) ∩ [0, 1], L ∈ Z+ and sufficiently large

N ∈ Z+(N ,d) there exists Ñ ∈ R such that (A − λI)−1 − B(N)(λ), λ ∈ C \ R, is an

integral operator with a kernel R(N)(λ;x, y) satisfying the estimates

‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖

≤ const (1 + |λ|)−1
(
|λ|

|Imλ|

)Ñ
dist(λ, Spec(A))−1, ∀λ ∈ C \ R, ∀x, y ∈M,
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‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖

≤ const (1 + |λ|)θ−1dist(λ, Spec(A))−1, ∀λ ∈ C \Σ(R, θ), ∀x, y ∈M,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

where Σ(R, θ) := {µ ∈ C : |Imµ| < const |µ|1−θ}.

Proof. The first statement can easily be derived from Theorem 10.10 in the standard

way (cf. [Shu, §8]). The equality A∗ = A implies that the principal presymbol ã0(x, η)

is self-adjoint for |η|d > 1 (see Theorem 5.1, Remark 10.11 and Definition 11.4). We

can suppose that ã0(x, η) is self-adjoint for any η ∈ R
n. Therefore its eigenvalues are

real and we can take C = R. Since A is self-adjoint on L2(E), we have Spec(A) ⊂ R

and ‖(A− λI)−1‖L2(E)→L2(E) = dist(λ, Spec(A))
−1. Now the estimates for R(N)(λ;x, y)

follow from (11.23) and (11.24).

11.16. Remark. Suppose 0 6∈ Spec(A). Then it is easy to see that

‖∇E,Eνj1(x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)(λ;x, y)‖ ≤ const

for any λ from a sufficiently small disk {µ ∈ C : |µ| ≤ δ0} if N is sufficiently large (cf.

Remark 11.11).

If A is a differential operator, we can construct a more accurate approximation of

the resolvent (A− λI)−1. Let B(N)χ (λ) be the ψDO defined by (11.19) with b̃χ,q(λ;x, η)

instead of b̃0,q(λ;x, η) and let T
(N)
χ (λ) := (A− λI)B

(N)
χ (λ)− I.

11.17. Lemma. Suppose θ < min{ε/(2n0κ), 1/n0} and Ξ ⊂M is a compact set. For any

L, J ∈ Z+ there exists N0 > 0 such that T
(N)
χ (λ), N ≥ N0, is an integral operator with a

kernel r
(N)
χ (λ;x, y) satisfying the estimates

(11.27) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

r(N)χ (λ;x, y)‖

≤ constΞ,N,j1,...,jm1 ,k1,...,km2 (1 + |λ|)
−J(|λ|/d(λ))Ñ ,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ C, ∀x, y ∈ Ξ,

(11.28) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

r(N)χ (λ;x, y)‖

≤ constΞ,N,j1,...,jm1 ,k1,...,km2 (1 + |λ|)
−J ,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \Σ(C, θ), ∀x, y ∈ Ξ,

where Ñ > 0 depends on N . If E is Hermitian and ã0(x, η) is normal for all (x, η) ∈

M × Rn, we can replace n0 by 1 in the restrictions for θ.

Proof. According to Remark 11.9 estimates (11.17) and (11.18) hold for b̃χ,q(λ;x, η) with

l ≥ (q+ |α : d|)/κ+ 1. It is easy to see that the right hand sides of these inequalities are

estimated from above by

constΞ,q,α,j1,...,jm(1 + |λ|+ |η|
κ
d
)−1−(q+|α:d|)/κ(|λ|/d(λ))n0([2ε

−1q]+1+|α|+m)
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and

constΞ,q,α,j1,...,jm(1 + |η|d)
θn0κm−θn0((1−2ε−1θn0κ)q+(1−ε−1θn0κ)|α:d|)

×(1 + |λ|+ |η|κ
d
)−(1−θn0)(κ+(1−2ε

−1θn0κ)q+(1−ε−1θn0κ)|α:d|)/κ

respectively. The remaining part of the proof is simpler than the proofs of Lemmas 11.10

and 11.12, because A is a differential operator now and we do not have difficulties with

estimating the remainder in the composition formula (see also the third inequality in

Lemma 6.5).

Similarly to Theorem 11.13 one can prove the following result.

11.18. Theorem. Let A be a differential operator and the conditions of Theorem 11.13

be satisfied. Then for any θ ∈ [0, ε/(2n0κ)) ∩ [0, 1/n0], s ∈ R, 1 < p < ∞, L, J ∈ Z+

and sufficiently large N ∈ Z+(N ,d) there exists Ñ ∈ R such that (A− λI)−1−B(N)χ (λ),

λ ∈ C \ (C ∪ Spec(A)), is an integral operator with a kernel R
(N)
χ (λ;x, y) satisfying the

estimates

‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)χ (λ;x, y)‖

≤ const ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E)(1 + |λ|)
−J(|λ|/d(λ))Ñ ,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ (C ∪ Spec(A)), ∀x, y ∈M,

‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

R(N)χ (λ;x, y)‖

≤ const ‖(A− λI)−1‖Hs,dp (E)→Hs,dp (E)(1 + |λ|)
−J ,

j1, . . . , jm1 , k1, . . . , km2 ∈ {1, . . . , n}, m1,m2 ∈ Z+, m1 +m2 ≤ L,

∀λ ∈ C \ (Σ(C, θ) ∪ Spec(A)), ∀x, y ∈M.

Remark 11.16 remains valid for R
(N)
χ (λ;x, y), while the estimates analogous to those

from Corollaries 11.14, 11.15 hold with the factor (1 + |λ|)−J on the right hand sides.

12. Complex powers of a semi-elliptic ψDO

We will suppose in this section that (6.2) is satisfied, M is compact, A ∈ HΨκ,d(E , E)

is semi-elliptic, κ ∈ (0,∞), the set of all eigenvalues of ã0(x, η), x ∈ M , η ∈ Rn, lies in

Cυ := {µ ∈ C : −υ ≤ argµ ≤ υ}, 0 ≤ υ < π and Spec(A) ⊂ Cυ \ {µ ∈ C : |µ| ≤ δ0} for

sufficiently small δ0 > 0.

For z ∈ C, Re z < 0, we set

Az :=
i

2π

\
Γ

λz(A− λI)−1 dλ,(12.1)

where Γ is a curve beginning at infinity, passing along the negative real line to a circle

|λ| = δ, δ ≤ δ0, then clockwise around the circle, and back to infinity along the negative

real line. The function λz is analytic in C \ {λ ∈ R : λ ≤ 0} and equals 1 at λ = 1. In

particular, λz = |λ|zeiπz on the first part of Γ and λz = |λ|ze−iπz on the third one. Note
that the integral is absolutely convergent due to (11.25).
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If Re z ≥ 0 we take an arbitrary m ∈ N, m > Re z, and set Az := AmAz−m. It is
not difficult to show that this definition does not depend on the choice of m and Az has

the standard properties of powers. In particular A0 = I, A1 = A and AzAw = Az+w,

∀z, w ∈ C (see, e.g., [Shu, §10]).

It follows from Theorem 6.7 and the results of Section 11 that Az is a ψDO of class

HΨκz,d(E , E) with a presymbol

ã(z)(x, η) ∼
∑

q∈Z+(N ,d)
ã(z)q (x, η),

where each ãq ∈ S̃
κRe z−q,d
1,0 (E , E) is almost d-homogeneous of degree κz − q. If Re z < 0,

then

ã(z)q (x, η) =
i

2π

\
Γ

λz b̃0,q(λ;x, η) dλ(12.2)

(see (11.10)). ã
(m)
q is the almost d-homogeneous part of degree κm− q of the presymbol

of the ψDO Am, m ∈ N, which can be found with the help of Theorem 6.7. If Re z ≥ 0,

m ∈ N and m > Re z then we have

ã(z)q (x, η) =
∑

l+p+|α:d|+|(β+γ):d|−d(PEβ,γ )+j=q

i−(|α|+|β|+|γ|)

α!β!γ!
(12.3)

× ∂β+αη ã
(m)
l (x, η)∂

γ
η (∇

E,E
ν(x))

αã(z−m)p (x, η)PEβ,γ,j(x, η), |η|d ≥ 1,

where PEβ,γ,j is the sum of all monomials of the polynomial P
E
β,γ of d-degree d(P

E
β,γ)− j

(see (6.15)). It follows from the properties of Az that (12.3) does not depend on the choice

of m and

ã(z+w)q (x, η) =
∑

l+p+|α:d|+|(β+γ):d|−d(PEβ,γ )+j=q

i−(|α|+|β|+|γ|)

α!β!γ!

× ∂β+αη ã
(z)
l (x, η)∂

γ
η (∇

E,E
ν(x))

αã(w)p (x, η)P
E
β,γ,j(x, η), |η|d ≥ 1, ∀z, w ∈ C.

It is easy to see that ∂βη (∇
E,E
ν(x))

αã
(z)
q (x, η) is an entire analytic function of z for any

q ∈ Z+(N ,d), α, β ∈ Zn+, (x, η) ∈M × Rn and

ã
(z)
0 (x, η) = (ã0(x, η))

z(12.4)

for |η|d ≥ 1.

Suppose that ãε(x, η), ∂ηk ã0(x, η) and ∇
E,E
νk(x)

ã0(x, η) commute with ã0(x, η). Then

∂ηk ã0(x, η) and ∂ηm ã0(x, η) commute (see Lemma 14.6 below). Using the equality C
s
k,m =

−Csm,k (see (2.1)) we obtain

b̃ε(λ;x, η) = −ãε(x, η)(ã0(x, η)− λI)
−2(12.5)

− i
∑

d−1k =ε

∂ηk ã0(x, η)∇
E,E
νk(x)

ã0(x, η)(ã0(x, η)− λI)
−3

(see (11.9)) and consequently
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ã(z)ε (x, η) = zãε(x, η)(ã0(x, η))
z−1(12.6)

+
z(z − 1)

2i

∑

d−1k =ε

∂ηk ã0(x, η)∇
E,E
νk(x)

ã0(x, η)(ã0(x, η))
z−2,

if |η|d ≥ 1 and Re z < 0. The last equality holds for all z ∈ C due to analyticity.

Since b̃0,q(λ;x, η) is analytic with respect to λ everywhere in C except the eigenvalues

µ1(x, η), . . . , µn0(x, η) of ã0(x, η), (12.2) can be rewritten in terms of residues:

ã(z)q (x, η) = −
n0∑

m=1

Resλ=µm(x,η)(λ
z b̃0,q(λ;x, η))(12.7)

for Re z < 0. This equality extends analytically to an arbitrary z ∈ C.

Suppose κRe z < −n. Since ã(z) ∈ HS̃κz,d(E , E) ⊂ S̃κRe z,d1,0 (E , E), Az is an integral

operator with a kernel Az(x, y) which is continuous in (x, y, z) and analytic in z. Moreover

Az(x, y)−

(
1

(2π)n

\
Rn

e−i〈c(x,y),η〉ã(z)(x, η) dη

)
ΦEx,yΥ

θ(x, y)χ(x, y)

admits an analytic continuation to an entire C∞(HomM×M (E , E))-valued function of z.

12.1. Theorem (cf. [See]). (i) The restriction of Az(x, y) to the complement of the diag-

onal in M ×M can be continued to an entire analytic function of z which is C∞-smooth
in (x, y, z).

(ii) Az(x, x) can be continued to a meromorphic function of z ∈ C which can have

poles only at the points zq = (q − n)/κ (q ∈ Z+(N ,d)), and the poles are simple. The

residue at zq equals

̺q(x) = −
1

(2π)nκ

\
|η|=1

ã(zq)q (x, η)

n∑

k=1

d−1k η2k dS

=
1

(2π)nκ

\
|η|=1

n0∑

m=1

Resλ=µm(x,η)(λ
(q−n)/κb̃0,q(λ;x, η))

n∑

k=1

d−1k η2k dS,

where µ1(x, η), . . . , µn0(x, η) are the eigenvalues of ã0(x, η). In particular

̺0(x) = −
1

(2π)nκ

\
|η|=1
(ã0(x, η))

−n/κ
n∑

k=1

d−1k η2k dS.

Az(x, x) is C
∞-smooth in (x, z) for z different from the poles. (z − zq)Az(x, x) is C∞-

smooth in (x, z) for z close to zq.

(iii) Az(x, x) does not have a pole at z = 0 and

A0(x, x) =
1

(2π)nκ

\
|η|=1

n∑

k=1

d−1k η2k dS

∞\
0

b̃0,n(−t;x, η) dt.

(Note that n =
∑n
k=1 d

−1
k ∈ Z+(N ,d).)
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(iv) Suppose A is a differential operator. Then Az(x, y) = 0 if x 6= y and z ∈ Z+.

Az(x, x) does not have a pole at z = j ∈ N and

Aj(x, x) =
(−1)j

(2π)nκ

\
|η|=1

n∑

k=1

d−1k η2k dS

∞\
0

tj b̃0,κj+n(−t;x, η) dt.

(Note that due to (3.4) the numbers lk := κdk are integers. Therefore κj ∈ Z+(N ,d).

Since n ∈ Z+(N ,d), we have κj+n ∈ Z+(N ,d). The last integral is absolutely convergent

due to Remark 11.9.)

Proof. The theorem can be proved in the standard way (see, e.g., [Shu, §12]). The inte-

grals of almost d-homogeneous functions are evaluated with the help of Lemma 12.2 and

Corollary 12.3 (see below).

12.2. Lemma. Suppose f is a function continuous outside the open unit ball and

f(τ1/d1η1, . . . , τ
1/dnηn) = τ

µf(η), |η|d ≥ 1, τ ≥ 1, Reµ < −n.(12.8)

Then \
|η|≥1

f(η) dη = −
1

µ+ n

\
|η|=1

f(η)
n∑

k=1

d−1k η2k dS.(12.9)

Proof. Since Reµ < −n, the integral on the left hand side of (12.9) is absolutely conver-

gent (cf. the proof of Lemma 11.10). Approximating f by smooth functions on the unit

sphere we can reduce everything to the case when f is smooth. Differentiating (12.8) in

τ and taking τ = 1 afterwards we arrive at the following analogue of Euler’s formula:∑n
k=1 d

−1
k ηk∂ηkf(η) = µf(η). Then integrating by parts and using the equality (3.1) we

obtain \
1≤|η|d≤R

f(η)dη =
1

µ

\
1≤|η|d≤R

n∑

k=1

d−1k ηk∂ηkf(η) dη

= −
n

µ

\
1≤|η|d≤R

f(η) dη −
1

µ

\
|η|=1

f(η)

n∑

k=1

d−1k η2k dS

+
1

µ

\
|η|d=R

f(η)

n∑

k=1

d−1k ηkek(η) dS,

i.e. \
1≤|η|d≤R

f(η) dη = −
1

µ+ n

\
|η|=1

f(η)

n∑

k=1

d−1k η2k dS +
1

µ+ n

\
|η|d=R

f(η)

n∑

k=1

d−1k ηkek(η) dS,

where (e1(η), . . . , en(η)) is the unit outward normal. So, it is left to prove that the last

integral vanishes as R → ∞. The equality |η|d = R is equivalent to
∑n
k=1R

−2/dkη2k − 1
= 0. Therefore (e1(η), . . . , en(η)) = const (R

−2/d1η1, . . . , R−2/dnηn) with a positive con-
stant. Consequently, ηkek(η) ≥ 0. Hence
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∣∣∣
\

|η|d=R
f(η)

n∑

k=1

d−1k ηkek(η) dS
∣∣∣ ≤ max

|η|d=R
|f(η)|

n∑

k=1

d−1k

\
|η|d=R

ηkek(η) dS

= constRReµ
n∑

k=1

d−1k

\
|η|d≤R

∂ηkηk dη

= constRReµVol{η∈R
n : |η|d≤R}→0 as R→∞.

For an arbitrary open subset U of the unit sphere |η| = 1 we denote by H(U,d) the

following “truncated horn”:

H(U,d) := {(τ1/d1η1, . . . , τ
1/dnηn) : τ ≥ 1, η ∈ U}.

12.3. Corollary. Let f satisfy the conditions of the last lemma. Then\
H(U,d)

f(η) dη = −
1

µ+ n

\
U

f(η)
n∑

k=1

d−1k η2k dS

for any open subset U of the unit sphere.

Proof. We need to prove (12.9) for the function χH(U,d)f , where χH(U,d) is the charac-
teristic (indicator) function of H(U,d). It is sufficient to approximate χH(U,d) pointwise
by continuous functions on the unit sphere and apply Lebesgue’s dominated convergence

theorem.

For any w ∈ (0, π − υ] we set

Π(w) := sup
r≥0
‖(A− re±i(υ+w)I)−1‖L2(E)→L2(E).

For w > π − υ we take Π(w) = 1. Here υ is the number from the restrictions on A

formulated at the beginning of this section. Π(w) is finite due to (11.25). If υ = 0 and A

is self-adjoint, then Π(w) ≤ constw−1, ∀w ∈ (0, π].

12.4. Theorem. For any s1, s2 ∈ R (s1 < s2) and c > 0 there exist Ñ ∈ R and C > 0

such that Ñ does not depend on s1 and c, and

‖Az(x, x)‖ ≤ C(1 + |Im z|)
Ñeυ|Im z|min{Π(|Im z|−1), ec|Im z|}(12.10)

for all z in the vertical strip s1 ≤ Re z ≤ s2 excluding neighbourhoods of the poles zq.

Proof. The proof is based on the method used in the proof of [Ar, Proposition 3.4] (see

also [HR2]).

Let us start with the case s2 < 0. It follows from (12.1) and the results of Section 11

that Az = A
(z)
(N) + E

(z)
(N), where A

(z)
(N) is the ψDO with the presymbol

∑
q≤N ã

(z)
q (x, η)

defined by a formula similar to (11.19), E
(z)
(N) is the integral operator with the kernel

E
(z)
(N)(x, y) =

i

2π

\
Γ

λzR(N)(λ;x, y) dλ

and N is sufficiently large.

Since R(N)(λ;x, y) is analytic with respect to λ in (C \ Cυ) ∪ {µ ∈ C : |µ| < δ0}, we

can replace the contour of integration Γ by Γψ = Γ+ψ ∪ Γ
0
ψ ∪ Γ

−
ψ , where Γ

±
ψ = {re

±iψ :
r ∈ [δ,∞)}, Γ 0ψ = {δe

−iϕ : ϕ ∈ [−ψ, ψ]}, δ < δ0 and ψ ∈ (υ, π] will be chosen later.
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Using (11.23) and Remark 11.16 we obtain

∥∥∥∥
i

2π

\
Γ 0ψ

λzR(N)(λ;x, y) dλ

∥∥∥∥ ≤ const
ψ\
−ψ

δRe ze|ϕ|·|Im z| dϕ ≤ const δRe zeψ|Im z|,

∥∥∥∥
i

2π

\
Γ±ψ

λzR(N)(λ;x, y) dλ

∥∥∥∥ ≤ const e
ψ|Im z|Π(ψ − υ)(sin(ψ − υ))−Ñ

∞\
δ

rRe z−1 dr

= const |Re z|−1δRe z(sin(ψ−υ))−Ñeυ|Im z|e(ψ−υ)|Im z|Π(ψ−υ)

with constants independent of (x, y, z) and ψ. For ψ = υ + c we get

‖E
(z)
(N)(x, y)‖ ≤ const e

(υ+c)|Im z|.

Let us make a different choice of ψ. If |Im z| < max{2/π, (π − υ)−1} we put ψ = π. If

|Im z| ≥ max{2/π, (π− υ)−1} we take ψ = υ + |Im z|−1. In the latter case |sin(ψ − υ)| =
sin(|Im z|−1) ≥ 2π−1|Im z|−1. Therefore

‖E
(z)
(N)(x, y)‖ ≤ const (1 + |Im z|)

Ñeυ|Im z|Π(|Im z|−1).

Derivatives of E
(z)
(N)(x, y) can be estimated in exactly the same way. So, for any L ∈ Z+

and sufficiently large N ∈ Z+(N ,d) there exist C0 > 0 and Ñ ∈ R such that

(12.11) ‖∇E,Eνj1 (x)
. . .∇E,Eνjm1 (x)

∇E,Eνk1 (y)
. . .∇E,Eνkm2 (y)

E
(z)
(N)(x, y)‖

≤ C0(1 + |Im z|)
Ñeυ|Im z|min{Π(|Im z|−1), ec|Im z|}, m1 +m2 ≤ L,

for all z in the strip s1 ≤ Re z ≤ s2 < 0.

If Re z < −n/κ then the ψDO A
(z)
(N) is an integral operator with a kernel A

(z)
(N)(x, y),

and we need to estimate the meromorphic continuation of

A
(z)
(N)(x, x) =

1

(2π)n

\
Rn

∑

q≤N
ã(z)q (x, η) dη.

It follows from (12.2) that

A
(z)
(N)(x, x) = I

(z)
0 (x) + I

(z)
1 (x),

where

I
(z)
0 (x) :=

1

(2π)n

\
|η|<1

∑

q≤N
ã(z)q (x, η) dη =

i

(2π)n+1

\
|η|<1

∑

q≤N

\
Γ

λz b̃0,q(λ;x, η) dλ dη,

I
(z)
1 (x) :=

1

(2π)n

\
|η|≥1

∑

q≤N
ã(z)q (x, η) dη

= −
1

(2π)n

∑

q≤N

1

κz − q + n

\
|η|=1

ã(z)q (x, η)
n∑

k=1

d−1k η2k dS

= −
i

(2π)n+1

∑

q≤N

1

κz − q + n

\
|η|=1

\
Γ

λz b̃0,q(λ;x, η) dλ

n∑

k=1

d−1k η2k dS
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(see Lemma 12.2). It is clear that I
(z)
0 (x) is analytic with respect to z in the left half-plane

Re z < 0 and I
(z)
1 (x) is meromorphic there with possible simple poles at zq = (q − n)/κ.

We need to change the contour of integration in order to estimate these integrals as above.

Since b̃0,q(λ;x, η) is analytic with respect to λ in (C \ Cυ) ∪ {µ ∈ C : |µ| < δ0}, we

have \
Γ

λz b̃0,q(λ;x, η) dλ =
\
Γψ

λz b̃0,q(λ;x, η) dλ.

Using (11.12) and Remark 11.11 we obtain as above
∥∥∥
\
Γ 0ψ

λz b̃0,q(λ;x, η)dλ
∥∥∥ ≤ const δRe zeψ|Im z|,

∥∥∥
\
Γ±ψ

λz b̃0,q(λ;x, η)dλ
∥∥∥ ≤ const |Re z|−1δRe z(sin(ψ − υ))−n0([2ε

−1q]+1)eψ|Im z|

with constants independent of ψ, z, x ∈M and η, |η| ≤ 1.

Taking ψ = υ + |Im z|−1 for |Im z| ≥ max{2/π, (π − υ)−1}, we can show that

‖ã(z)q (x, η)‖ ≤ const (1 + |Im z|)
n0([2ε

−1q]+1)eυ|Im z|, |η| ≤ 1, x ∈M,

for all z in the strip s1 ≤ Re z ≤ s2. Similarly we proceed for the derivatives

(12.12) ‖∂αη∇
E,E
νj1 (x)

. . .∇E,Eνjm (x)
ã(z)q (x, η)‖ ≤ const (1+ |Im z|)

n0([2ε
−1q]+1+|α|+m)eυ|Im z|,

∀α ∈ Z
n
+, ∀j1, . . . , jm ∈ {1, . . . , n}, ∀m ∈ Z+, |η| ≤ 1, x ∈M.

The above inequalities imply that there exists C ′ > 0 such that

‖A
(z)
(N)(x, x)‖ ≤ C

′(1 + |Im z|)n0([2ε
−1N ]+1)eυ|Im z|

for all z in the strip s1 ≤ Re z ≤ s2 excluding neighbourhoods of the poles zq. This

completes the proof in the case s2 < 0.

Suppose s2 ≥ 0 and take k > s2, k ∈ N. Let us use the representation Az = AkAz−k =
AkA

(z−k)
(N) + A

kE
(z−k)
(N) . Acting as in the proof of Theorem 11.13 we can show with the

help of Theorem 10.7 and Remark 10.9 that Ak is bounded from CL(M) to C(M) if L

is sufficiently large. Hence (12.11) implies that if N is sufficiently large, then AkE
(z−k)
(N)

is an integral operator with a kernel Ê
(z)

(N)(x, y) satisfying the estimate

‖Ê
(z)

(N)(x, y)‖ ≤ const (1 + |Im z|)
Ñeυ|Im z|min{Π(|Im z|−1), ec|Im z|}

for all z in the strip s1 ≤ Re z ≤ s2 < k.

Further,

AkA
(z−k)
(N) =

i

2π

\
Γ

λz−kAkB(N)(λ) dλ

(see (11.19) and (12.2)). It follows from Theorem 6.7 and (12.3) that for sufficiently

large N ,

AkA
(z−k)
(N) = A

(z)
(N) +

i

2π

\
Γ

λz−kG(N)k (λ) dλ,
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where G
(N)
k (λ) is an integral operator with a kernel G

(N)
k (λ)(x, y) satisfying the estimate

‖G
(N)
k (λ)(x, y)‖ ≤ const (1 + |λ|)

−1(|λ|/d(λ))Ñ

(cf. Lemma 11.10). Therefore the kernel of i(2π)−1
T
Γ
λz−kG(N)k (λ) dλ is estimated by

const (1 + |Im z|)Ñeυ|Im z| for all z in the strip s1 ≤ Re z ≤ s2. This is easier to prove

than (12.11), since we do not need to deal with the norm of (A− λI)−1 here. The kernel
of A

(z)
(N) is estimated as above (see (12.3) and (12.12)).

12.5. Corollary. For any s1, s2 ∈ R (s1 < s2) and c > 0 there exists C > 0 such that

‖Az(x, x)‖ ≤ Ce
(υ+c)|Im z|

for all z in the vertical strip s1 ≤ Re z ≤ s2 excluding neighbourhoods of the poles zq. If

υ = 0 and A is self-adjoint , there exist Ñ ∈ R and C > 0 such that Ñ does not depend

on s1 and

‖Az(x, x)‖ ≤ C(1 + |Im z|)
Ñ

for z as above.

Let Πs,p(w) be the quantity which is obtained from Π(w) when we replace, in the

definition, the norm ‖ · |L2(E)→ L2(E)‖ by ‖ · |Hs,d
p (E)→ Hs,d

p (E)‖, s ∈ R, 1 < p <∞.

Then Πs,p(w) is finite due to (11.25). It is clear that Theorem 12.4 remains true with

Πs,p(w) in place of Π(w). Acting as in its proof one can easily show that for any s0 < 0

and c > 0 there exists a constant C > 0 such that

(12.13) ‖Az‖Hs,dp (E)→Hs,dp (E)

≤ C(1 + ‖A−1‖Hs,dp (E)→Hs,dp (E))
keυ|Im z|min{Πs,p(|Im z|

−1), ec|Im z|}

for all z in the strip −k ≤ Re z ≤ s0.

Suppose −1 < Re z < 0. Then we can shrink the circular part of Γ to 0 and from

(12.1) we obtain

Az = −
sin πz

π

∞\
0

rz(A+ rI)−1 dr.(12.14)

Now the inverse Mellin transformation gives

(A− λI)−1 =
i

2

\
Re z=s

(−λ)−z−1

sinπz
Az dz, −1 < s < 0,(12.15)

for λ ∈ R−. The above estimate of the norm of Az allows one to extend (12.15) analytically
to all λ ∈ C \ Cυ.

13. The heat kernel of a semi-elliptic ψDO

We will suppose in this section that the restrictions formulated at the beginning of the

last section are satisfied and 0 ≤ υ < π/2. Then A generates the semigroup

e−tA :=
i

2π

\
Γ ′ψ

e−tλ(A− λI)−1 dλ, |arg t| < π/2− υ,(13.1)
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where υ < ψ < π/2− |arg t| and Γ ′ψ is the curve beginning at infinity, passing to 0 along
the ray λ = reiψ, r > 0, and back to infinity along λ = re−iψ, r > 0. Let us substitute
(12.15) into (13.1), interchange the integrals and send ψ to 0. This gives

e−tA =
1

2πi

\
Re z=s

tzΓ (−z)Az dz,(13.2)

where Γ (·) is the gamma-function (see [WW, 12.22]), −1 < s < 0 and t > 0. Since the

operator-valued function under the integral sign is analytic for Re z < 0, the estimate

(12.13) allows one to show that (13.2) holds for any s < 0. The last equality extends

analytically in t to |arg t| < π/2− υ.

One can easily prove by induction on l that

Ale−tA =
i

2π

\
Γ ′ψ

λle−tλ(A− λI)−1dλ, |arg t| < π/2− υ, ∀l ∈ Z+.

Therefore Ale−tA is bounded on Hs,d
p (E) for any s ∈ R and p ∈ (1,∞). This also follows

from (12.13) and (13.2). Theorems 10.7 and 10.10 imply that e−tA is bounded from
Hs,d
p (E) to H

s′,d
p (E) for any s

′ ∈ R. Hence we deduce from Theorem 10.8 and Remark

10.9 that e−tA is an integral operator with a C∞-smooth kernel Θ(t, x, y).

13.1. Theorem. Θ(t, x, x) admits the following asymptotic expansion:

(13.3) Θ(t, x, x) ∼
∑

q∈Z+(N ,d)∪J
Θq(x)t

(q−n)/κ +
∞∑

j=1

Θ̂j(x)t
j log t as t→ 0,

|arg t| < π/2− υ,

where J = {q = n+ jκ : j ∈ Z+};

Θq(x) = −Γ ((n− q)/κ)̺q(x) if q ∈ Z+(N ,d) \ J ;

Θ̂j(x) = 0, Θq(x) =
(−1)j

j!
Aj(x, x)

if q = n + jκ, j ∈ Z+ and either q 6∈ Z+(N ,d) or q ∈ Z+(N ,d) but Az(x, x) does not

have a pole at z = j; and

Θ̂j(x) =
(−1)j

j!
̺q(x),

Θq(x) =
(−1)j

j!

(
Az(x, x)−

̺q(x)

z − j

)∣∣∣∣
z=j

− ̺q(x)

(
Γ (−z) +

(−1)j

j!(z − j)

)∣∣∣∣
z=j

if q = n + jκ ∈ Z+(N ,d), j ∈ N and Az(x, x) has a pole at z = j (see Theorem 12.1).

The above asymptotic expansion means that for any N ∈ R, L ∈ N and c ∈ (0, π/2− υ)

there exists a constant C > 0 such that
∥∥∥∂lt
(
Θ(t, x, x)−

∑

(q−n)/κ<N
Θq(x)t

(q−n)/κ −
∑

j≤N
Θ̂j(x)t

j log t
)∥∥∥ ≤ CtN−l

for 0 < |t| < 1, |arg t| < π/2− υ − c, l = 1, . . . , L.
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Proof. It follows from (13.2) that

Θ(t, x, x) =
1

2πi

\
Re z=s

tzΓ (−z)Az(x, x) dz, s < −n/κ.

Since

|Γ (−z)| ≤ constRe z(1 + |Im z|)
−[Re z]e−π|Im z|/2, Re z ∈ R \ Z,

with a constant independent of Im z (see [Ar, Lemma 4.1]), Corollary 12.5 implies that

we can shift the path of integration letting s→∞ and “jumping” over the poles. Using

the residue theorem we can obtain the above asymptotic expansion in the standard way

(see [DG], [Agr2]).

13.2. Remark. If A is a differential operator, then Az(x, x) does not have a pole at

z = j ∈ N (see Theorem 12.1(iv)) and we do not have the second sum on the right hand

side of (13.3).

14. The asymptotics of the resolvent kernel
of a semi-elliptic ψDO

Let b̂q, q ∈ Z+(N ,d), be the solution of the system which is obtained from (11.7), (11.8)

if we replace ãl, l ∈ Z+(N ,d), by their d-homogeneous extensions âl:

âl(x, η) = ãl(x, η), |η|d ≥ 1,

âl(x, τ
1/d1η1, . . . , τ

1/dnηn) = τ
κ−lâl(x, η), η 6= 0, τ > 0.

Then

b̂q(λ;x, η) = b̃q(λ;x, η), |η|d ≥ 1,

b̂q(τ
κλ;x, τ1/d1η1, . . . , τ

1/dnηn) = τ
−κ−q b̂q(λ;x, η), η 6= 0, τ > 0.

If A is a differential operator, then âl ≡ ãl, b̂q ≡ b̃q.

14.1. Theorem. Let (6.2) be satisfied , M be compact and E be Hermitian. Suppose

A ∈ HΨκ,d(E , E) is semi-elliptic and self-adjoint (see Corollary 11.15) and κ > n. Then

the resolvent (A−λI)−1, λ ∈ C\Spec(A), is an integral operator with a kernel R(λ;x, y)

which admits for any θ ∈ (0, ε/(2κ)) the following on-diagonal asymptotic expansion:

(14.1) R(λ;x, x) ∼
∑

q∈Z+(N ,d)
q<n+κ(1−2θ)

R±q (x)(∓iλ)
(n−q)/κ−1 +O(|λ|2(θ−1)) as |λ| → ∞,

λ ∈ C \Σ(R, θ), ± Imλ > 0,

where Σ(R, θ) := {µ ∈ C : |Imµ| < const |µ|1−θ},

R±q (x) =
1

(2π)n

\
Rn

b̂q(±i;x, η) dη.(14.2)

If A is a differential operator , then

(14.3) R(λ;x, x) ∼
∑

q∈Z+(N ,d)
R±q (x)(∓iλ)

(n−q)/κ−1 as |λ| → ∞,

λ ∈ C \Σ(R, θ), ± Imλ > 0,
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where R±q are defined by (14.2). The above asymptotic expansions are uniform in
x ∈M .

Proof. Since

dist(λ, Spec(A)) ≥ |Imλ| ≥ const |λ|1−θ, λ ∈ C \Σ(R, θ),

Corollary 11.15 and Theorem 11.18 reduce the proof to the study of the integrals

Iq(λ;x) :=
1

(2π)n

\
Rn

b̃q(λ;x, η) dη

(see (11.10), (11.11) and note that χ̃κ(λ, η) = 1 if |λ| ≥ 1).

Let us start with the case when A is a differential operator. Suppose λ is purely imagi-

nary. Then |λ| = ∓iλ if ± Imλ > 0. Using the change of variables η′ = (|λ|−1/(κd1)η1, . . . ,
|λ|−1/(κdn)ηn) and taking into account the equality b̂q ≡ b̃q we obtain

Iq(λ;x) = (∓iλ)
(n−q)/κ−1 1

(2π)n

\
Rn

b̂q(±i;x, η
′) dη′.

The above equality extends analytically to all λ such that ± Imλ > 0. This completes

the proof for differential operators.

Let us consider the general case. It follows from Lemma 11.5 that if q < n + κ then

the integral

Îq(λ;x) :=
1

(2π)n

\
Rn

b̂q(λ;x, η) dη

exists. We obtain as above

Îq(λ;x) = (∓iλ)
(n−q)/κ−1 1

(2π)n

\
Rn

b̂q(±i;x, η) dη, ± Imλ > 0.

Further,

Iq(λ;x)− Îq(λ;x) =
1

(2π)n

\
|η|d≤1

(b̃q(λ;x, η)− b̂q(λ;x, η)) dη.

We have

b̃0(λ;x, η)− b̂0(λ;x, η) = (ã0(x, η)− λI)
−1(â0(x, η)− ã0(x, η))(â0(x, η)− λI)

−1

= O(|λ|−2),

b̃q(λ;x, η)− b̂q(λ;x, η) = (1 + |η|
κ−q
d
)O(|λ|−2), q > 0, |η|d ≤ 1,

as |λ| → ∞ (see Lemma 11.5). Hence

Iq(λ;x)− Îq(λ;x) = O(|λ|
−2),

i.e.

Iq(λ;x) = R
±
q (x)(∓iλ)

(n−q)/κ−1 +O(|λ|−2), q < n+ κ.

Suppose now q ≥ n+ κ. Using Lemma 11.5 again we obtain

Iq(λ;x) =
1

(2π)n

\
|η|d<1

+
\

|η|d≥1
b̃q(λ;x, η) dη = O(|λ|

−2) +
\

|η|d≥1
b̂q(λ;x, η) dη
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= O(|λ|−2) + |λ|(n−q)/κ−1
1

(2π)n

( \
|λ|−1/κ≤|η′|d≤1

+
\

|η′|d>1

)
b̂q(λ/|λ|;x, η

′) dη′

= O(|λ|−2) +O(|λ|(n−q)/κ−1) + |λ|(n−q)/κ−1
1

(2π)n

\
|λ|−1/κ≤|η|d≤1

b̂q(λ/|λ|;x, η) dη

= O(|λ|−2) + |λ|(n−q)/κ−1O
( \
|λ|−1/κ≤|η|d≤1

|η|κ−q
d

dη
)
.

Now, \
|λ|−1/κ≤|η|d≤1

|η|κ−q
d

dη =

1\
|λ|−1/κ

τκ−qdVol{η ∈ R
n : |η|d ≤ τ}

= nVol{η ∈ R
n : |η|d ≤ 1}

1\
|λ|−1/κ

τκ−q+n−1dτ

=

{
const log |λ|, q = n+ κ,

const (|λ|(q−n)/κ−1 − 1), q > n+ κ.

Therefore

Iq(λ;x) =

{
O(|λ|−2 log |λ|), q = n+ κ,

O(|λ|−2), q > n+ κ.

14.2.Theorem. Let the conditions of Theorem 14.1 be satisfied and the principal presym-

bol ã0 of A be positive. Then

(14.4) R(λ;x, x) ∼
∑

q∈Z+(N ,d)
q<n+κ(1−2θ)

Rq(x)(−λ)
(n−q)/κ−1 +O(|λ|2(θ−1)) as |λ| → ∞,

λ ∈ C \Σ(R+, θ),

where Σ(R+, θ) := {µ ∈ C : Reµ > 0, |Imµ| < const |µ|1−θ},

Rq(x) =
1

(2π)n

\
Rn

b̂q(−1;x, η) dη.(14.5)

If A is a differential operator , then

R(λ;x, x) ∼
∑

q∈Z+(N ,d)
Rq(x)(−λ)

(n−q)/κ−1 as |λ| → ∞, λ ∈ C \Σ(R+, θ),(14.6)

where Rq are defined by (14.5). The above asymptotic expansions are uniform in x ∈M .

Proof. Our statement follows from Theorem 14.1. We only need to observe that now

negative values of λ are allowed and we can use the formula

1

(2π)n

\
Rn

b̂q(λ;x, η) dη = (−λ)
(n−q)/κ−1 1

(2π)n

\
Rn

b̂q(−1;x, η
′) dη′, λ 6∈ [0,∞).

14.3. Theorem. Let the conditions formulated at the beginning of Section 12 be satisfied

and κ > n. Then the resolvent (A − λI)−1, λ ∈ C \ Spec(A), is an integral operator

with a kernel R(λ;x, y) which admits for any w ∈ (0, π − υ] the following on-diagonal
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asymptotic expansion:

(14.7) R(λ;x, x) ∼
∑

q∈Z+(N ,d)∪J
R̃q(x)(−λ)

(n−q)/κ−1 +
∞∑

j=1

R̂j(x)(−λ)
−j−1 log(−λ),

as |λ| → ∞, v + w ≤ ± arg λ ≤ π,

where J = {q = n+ jκ : j ∈ Z+};

R̃q(x) = π

(
sinπ

q − n

κ

)−1
̺q(x) if q ∈ Z+(N ,d) \ J ;(14.8)

R̂j(x) = 0, R̃q(x) = (−1)
jAj(x, x)(14.9)

if q = n + jκ, j ∈ Z+ and either q 6∈ Z+(N ,d) or q ∈ Z+(N ,d) but Az(x, x) does not

have a pole at z = j; and

R̂j(x) = (−1)
j+1̺q(x), R̃q(x) = (−1)

j

(
Az(x, x)−

̺q(x)

z − j

)∣∣∣∣
z=j

if q = n + jκ ∈ Z+(N ,d), j ∈ N and Az(x, x) has a pole at z = j (see Theorem 12.1).

The above asymptotic expansion is uniform in x ∈M .

Proof. It follows from (12.15) that

R(λ;x, x) =
i

2

\
Re z=s

(−λ)−z−1

sin πz
Az(x, x) dz, −1 < s < −n/κ.

Since

|sin πz|−1 ≤ const e−π|Im z|, |Im z| ≥ 1,

with a constant independent of z, Corollary 12.5 implies that we can shift the path of

integration letting s → ∞ and “jumping” over the poles. Using the residue theorem we

can obtain the above asymptotic expansion in the standard way (see [Agr1], [Agr2]).

14.4. Remark. If A is a differential operator, Az(x, x) does not have a pole at z = j ∈ N

(see Theorem 12.1(iv)) and we do not have the second sum on the right hand side of

(14.7).

14.5. Remark. Suppose A satisfies the conditions of Theorem 14.2 and is positive defi-

nite. Then it also satisfies the conditions of Theorem 14.3 with υ = 0, and (14.4), (14.6),

(14.7) imply

Rq(x) = R̃q(x)(14.10)

if q < n+ κ or A is a differential operator. Let us give a direct proof of this equality. We

start with the case q ∈ Z+(N ,d) \ J . If q < n+ κ, similarly to (12.14) we obtain

ã(zq)q (x, η) = −
sin πzq
π

∞\
0

tzq b̃q(−t;x, η) dt, |η|d ≥ 1, zq = (q − n)/κ.

It follows from Remark 11.6 that this formula remains true if q ≥ n + κ and A is a

differential operator. Taking into account that ã
(zq)
q is almost d-homogeneous of degree−n
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and using Lemma 12.2, from (14.8) and Theorem 12.1 we obtain

R̃q(x) = −
π

(2π)nκ sinπzq

\
|η|=1

ã(zq)q (x, η)

n∑

k=1

d−1k η2k dS

= −
π

(2π)nκ sinπzq

\
|η|d≥1

|η|−1
d
ã(zq)q (x, η) dη

=
1

(2π)nκ

\
|η|d≥1

∞\
0

tzq |η|−1
d
b̃q(−t;x, η) dt dη

=
1

(2π)nκ

∞\
0

\
|η′|d≥t−1/κ

tzq t−1/κt−1−q/κtn/κ|η′|−1
d
b̂q(−1;x, η

′) dη′ dt

=
1

(2π)nκ

\
Rn

|η|−1
d
b̂q(−1;x, η)

\
t≥|η|−κ

d

t−1−1/κ dt dη

=
1

(2π)nκ

\
Rn

|η|−1
d
b̂q(−1;x, η)κ|η|d dη = Rq(x).

Suppose now q = n+ jκ, j ∈ Z+, q ∈ Z+(N ,d). Then due to our restrictions either A is

a differential operator or j = 0. In both cases Az(x, x) does not have a pole at z = j and

R̃q(x) = (−1)
jAj(x, x) =

1

(2π)nκ

\
|η|=1

n∑

k=1

d−1k η2k dS

∞\
0

tj b̃q(−t;x, η) dt

(see Theorem 12.1(iii) and (iv)). Acting as above we obtain (14.10).

Let A be the operator from Theorem 14.3. It follows from (14.5), (14.8), (14.10) and

Theorem 12.1(ii) that

R0(x) =
1

(2π)n

\
Rn

(â0(x, η) + I)
−1 dη(14.11)

= π

(
sin

πn

κ

)−1
1

(2π)nκ

\
|η|=1
(ã0(x, η))

−n/κ
n∑

k=1

d−1k η2k dS.

Suppose in addition that A is self-adjoint. Then â0(x, η) is positive self-adjoint (see the

proof of Corollary 11.15) and

(â0(x, η) + I)
−1 =

∞\
0

(τ + 1)−1 dEτ (x, η),

where Eτ (x, η) is the orthogonal projection onto the subspace spanned by the eigenvectors

of â0(x, η) corresponding to eigenvalues less than or equal to τ . Therefore

R0(x) =
1

(2π)n

\
Rn

∞\
0

(τ + 1)−1 dEτ (x, η) dη

=
1

(2π)n

∞\
0

(τ + 1)−1 d
( \

Rn

Eτ (x, η) dη
)

=
1

(2π)n

∞\
0

(τ + 1)−1 dτn/κ
\

Rn

E1(x, η) dη.
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Since
∞\
0

(τ + 1)−1τn/κ−1 dτ = B

(
n

κ
, 1−

n

κ

)
=
Γ (n/κ)Γ (1− n/κ)

Γ (1)
= π

(
sin

πn

κ

)−1

(see, e.g., [WW, §§12.14, 12.4 and 12.41]), we obtain

R0(x) =
πn

κ

(
sin

πn

κ

)−1
1

(2π)n

\
Rn

E1(x, η) dη.(14.12)

In the scalar case this equality takes the form

R0(x) =
πn

κ

(
sin

πn

κ

)−1
1

(2π)n

\
â0(x,η)≤1

dη.(14.13)

If ãε(x, η), ∂ηk ã0(x, η) and ∇
E,E
νk(x)

ã0(x, η) commute with ã0(x, η), then ∂ηk ã0(x, η)

and ∇E,Eνk(x)ã0(x, η) commute (see Lemma 14.6 below) and using (12.5) and integration
by parts we deduce from (14.5) that

Rε(x) = −
1

(2π)n

\
Rn

âsub(x, η)(â0(x, η) + I)
−2 dη,(14.14)

where

âsub(x, η) := âε(x, η)−
1

2i

∑

d−1k =ε

∂ηk∇
E,E
νk(x)

â0(x, η).(14.15)

Note that âsub(x, η) and â0(x, η) commute (see Lemma 14.6 below). Suppose in addition

that A is self-adjoint. Then

Rε(x) = −
1

(2π)n

\
Rn

âsub(x, η)

∞\
0

(τ + 1)−2dEτ (x, η) dη

= −
1

(2π)n

∞\
0

(τ + 1)−2 d
( \

Rn

âsub(x, η)Eτ (x, η) dη
)

= −
1

(2π)n

∞\
0

(τ + 1)−2 dτ1+(n−ε)/κ
\

Rn

âsub(x, η)E1(x, η) dη.

Since
∞\
0

(τ + 1)−2τ (n−ε)/κdτ =
Γ ((n− ε)/κ+ 1)Γ (1− (n− ε)/κ)

Γ (2)

=
n− ε

κ
Γ

(
n− ε

κ

)
Γ

(
1−

n− ε

κ

)

=
n− ε

κ
π

(
sinπ

n− ε

κ

)−1

(see [WW, §§12.12, 12.14, 12.4 and 12.41]), we have

Rε(x) = −
π(n− ε)(κ+ n− ε)

κ2

(
sinπ

n− ε

κ

)−1
1

(2π)n

\
Rn

âsub(x, η)E1(x, η) dη.(14.16)
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In the scalar case this equality takes the form

Rε(x) = −
π(n− ε)(κ+ n− ε)

κ2

(
sin π

n− ε

κ

)−1
1

(2π)n

\
â0(x,η)≤1

âsub(x, η) dη.(14.17)

14.6. Lemma. Let d1, d2 : R→ R be derivations of a ring R, i.e.

dj(x+ y) = djx+ djy, dj(xy) = (djx)y + xdjy, ∀x, y ∈ R, j = 1, 2.

Suppose d1 and d2 commute, i.e. [d1, d2] = 0. If a ∈ R is such that [dja, a] = 0, j = 1, 2,

then

[d1a, d2a] = 0, [d1d2a, a] = 0.

Proof. Since [dja, a] = 0, we have

[d1, d2]a
2 = 0 ⇒ 2d1((d2a)a)− 2d2((d1a)a) = 0

⇒ (d1d2a)a+ (d2a)d1a− (d2d1a)a− (d1a)d2a = 0

⇒ ([d1, d2]a)a− [d1a, d2a] = 0 ⇒ [d1a, d2a] = 0.

Using the last equality we obtain

d1[d2a, a] = 0 ⇒ [d1d2a, a] + [d2a, d1a] = 0 ⇒ [d1d2a, a] = 0.

14.7. Remark. Let A ∈ HΨκ,d(E ,F) and let σ̂A,sub = âsub be defined by (14.15) with

∇F ,Eνk
instead of ∇E,Eνk . Suppose A

′ ∈ HΨκ
′,d(J , E) is a ψDO with a presymbol ã′(x, η) ∼∑

l∈Z+(N ,d) ã
′
l(x, η) (see Definition 11.4). Using Corollary 6.10 and the equality

∇F ,Jνk
(â0â

′
0) = (∇

F ,E
νk

â0)â
′
0 + â0(∇

E,J
νk

â′0)

(see (2.31)) we obtain by a straightforward calculation

σ̂AA′,sub = σ̂A,subâ
′
0 + â0σ̂A′,sub(14.18)

+
1

2i
{â0, â

′
0}ε −

1

2i

∑

d−1k +d
−1
m −d−1s =ε

Csk,m(x)ηs∂ηk â0∂ηm â
′
0,

where

{â0, â
′
0}ε :=

∑

d−1k =ε

(∂ηk â0(x, η)∇
E,J
νk

â′0 −∇
F ,E
νk(x)

â0(x, η)∂ηk â
′
0)

is an analogue of the Poisson bracket.

Suppose now A satisfies the conditions formulated at the beginning of Section 12 and

ãε(x, η), ∂ηk ã0(x, η) and ∇
E,E
νk(x)

ã0(x, η) commute with ã0(x, η). Then using (12.4) and

(12.6) we obtain by a routine calculation

σ̂Az,sub = zσ̂A,sub(â0)
z−1 = zâsub(â0)

z−1, z ∈ C.(14.19)

14.8. Remark. Let A be the operator from Theorem 14.2. It follows from (14.8), (14.10),

(14.12) and (14.13) that

̺0(x) = −
n

κ

1

(2π)n

\
Rn

E1(x, η) dη(14.20)

and in the scalar case

̺0(x) = −
n

κ

1

(2π)n

\
â0(x,η)≤1

dη.(14.21)
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If ãε(x, η), ∂ηk ã0(x, η) and∇
E,E
νk(x)

ã0(x, η) commute with ã0(x, η), then (14.16) and (14.17)

imply

̺ε(x) =
(n− ε)(κ+ n− ε)

κ2
1

(2π)n

\
Rn

âsub(x, η)E1(x, η) dη(14.22)

and in the scalar case

̺ε(x) =
(n− ε)(κ+ n− ε)

κ2
1

(2π)n

\
â0(x,η)≤1

âsub(x, η) dη.(14.23)

Let us show that (14.20)–(14.23) remain true if 0 < κ ≤ n. Let r ∈ N be such that rκ > n.

We will use the superscript “(r)” to denote objects corresponding to the operator Ar. The

equality Az = (Ar)z/r implies ̺q(x) = r̺
(r)
q (x). It follows from (12.4) that E

(r)
τr (x, η) =

Eτ (x, η). Using the analogue of (14.20) for A
r we obtain

̺0(x) = r̺
(r)
0 (x) = −r

n

rκ

1

(2π)n

\
Rn

E
(r)
1 (x, η) dη = −

n

κ

1

(2π)n

\
Rn

E1(x, η) dη,

i.e. (14.20), (14.21) hold. Let us prove (14.22), (14.23). Note that under our condi-

tions ã
(r)
ε (x, η), ∂ηk ã

(r)
0 (x, η) and ∇

E,E
νk(x)

ã
(r)
0 (x, η) commute with ã

(r)
0 (x, η) (see (12.4)

and (12.6)). The analogues of (14.8), (14.10), (14.14) for Ar and (12.4), (14.19) imply

π

(
sin π

n− ε

rκ

)−1
̺ε(x) = π

(
sinπ

n− ε

rκ

)−1
r̺(r)ε (x) = −rR

(r)
ε (x)

=
r

(2π)n

\
Rn

â
(r)
sub(x, η)(â

(r)
0 (x, η) + I)

−2 dη

=
r2

(2π)n

\
Rn

âsub(x, η)(â0(x, η))
r−1((â0(x, η))

r + I)−2 dη

=
r2

(2π)n

\
Rn

âsub(x, η)

∞\
0

τ r−1(τ r + 1)−2 dEτ (x, η) dη

=
r2

(2π)n

∞\
0

τ r−1(τ r + 1)−2 d
( \

Rn

âsub(x, η)Eτ (x, η) dη
)

=
r2

(2π)n

∞\
0

τ r−1(τ r + 1)−2 dτ1+(n−ε)/κ
\

Rn

âsub(x, η)E1(x, η) dη.

Since
∞\
0

τ r−1(τ r + 1)−2 dτ1+(n−ε)/κ =
∞\
0

t1−1/r(t+ 1)−2 dt(1+(n−ε)/κ)/r

=
1

r

(
1 +

n− ε

κ

)∞\
0

t(n−ε)/(rκ)(t+ 1)−2 dt

=
1

r

(
1 +

n− ε

κ

)
n− ε

rκ
π

(
sin π

n− ε

rκ

)−1

(see the proof of (14.16)), we arrive at (14.22), (14.23).
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15. Spectral asymptotics

We will suppose in this section that (6.2) is satisfied, M is compact, E is Hermitian

and A ∈ HΨκ,d(E , E), κ > 0, is semi-elliptic and self-adjoint (see Corollary 11.15). The

spectrum Spec(A) of A on L2(E) consists of isolated eigenvalues with finite multiplicities

(see the paragraph preceding Theorem 11.13). The inner product on L2(E) is given by

the formula

(v, w)G,M :=
\
M

G(v(x), w(x)) dM(x),

where G is the Hermitian metric on E and the measure M is defined by (4.2). Let EA

be the spectral measure corresponding to A and let Λ ⊂ R be such that Λ ∩ Spec(A) is

finite. We will denote by eA(Λ;x, y) the kernel of the spectral projection EA(Λ), i.e.

eA(Λ;x, y) =
∑

λk∈Λ
G(·, uk(y))uk(x), x, y ∈M,(15.1)

where {uk}k∈Z is a complete orthonormal system of the eigenvectors of A corresponding

to the eigenvalues λk. We number the eigenvalues λk in nondecreasing order taking into

account their multiplicities. We will also consider the following functions:

NA(Λ) := dimEA(Λ)L2(E) =
∑

λk∈Λ
1 = TrEA(Λ).(15.2)

We denote by “Tr” (resp. by “tr”) traces of operators acting on L2(E) (resp. on fibres

of E). Let ǫ1, . . . , ǫn0 be an orthonormal basis of Ex. Then

tr eA(Λ;x, x) =

n0∑

j=1

G(eA(Λ;x, x)ǫj , ǫj) =

n0∑

j=1

∑

λk∈Λ
G(ǫj , uk(x))G(uk(x), ǫj)

=
∑

λk∈Λ

n0∑

j=1

|G(uk(x), ǫj)|
2 =
∑

λk∈Λ
G(uk(x), uk(x)).

Since {uk}k∈Z is an orthonormal system, we obtain

NA(Λ) =
\
M

tr eA(Λ;x, x) dM(x).(15.3)

We will use the notation

eA±(λ;x, y) := e
A(±(0, λ);x, y), NA

± (λ) := N
A(±(0, λ)), λ > 0.(15.4)

Suppose the principal presymbol ã0 of A is positive. Then A may have only a finite

number of negative eigenvalues (see Theorem 11.13) and we can consider the spectral

function of A

eA(λ;x, y) := eA((−∞, λ);x, y)(15.5)

and the distribution function of eigenvalues

NA(λ) := NA((−∞, λ)).(15.6)

If κ > n, then the equality

(A− λI)−1 =
\
R

(µ− λ)−1 dEA(µ)
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and Mercer’s theorem (see, e.g., [Smi, Theorem 7.7.2]) imply

R(λ;x, x) =
\
R

(µ− λ)−1 deA(µ;x, x),(15.7) \
M

trR(λ;x, x) dM(x) =
\
R

(µ− λ)−1 dNA(µ)(15.8)

for sufficiently large negative λ ∈ R. By analyticity the above equalities hold for any

λ ∈ C \ Spec(A).

Let h be a (vector-valued) function defined on [0,∞). Its Riesz means are given by

the formula

h(l)(λ) :=

λ\
0

(
1−

µ

λ

)l
dh(µ), l ∈ N, λ ∈ [0,∞).(15.9)

We will consider the Riesz means eA±,(l)(λ;x, x), e
A
(l)(λ;x, x), N

A
±,(l)(λ) and N

A
(l)(λ). Our

argument will rely upon the following result.

15.1. Lemma ([Sad], see also [Agr1] and [Agr2, §6.1c]). Let h be a piecewise constant

nondecreasing function on [0,∞) and let

S(ζ) :=

∞\
0

(µ− ζ)−1 dh(µ), ζ 6∈ [0,∞).

Suppose ζ = λ + iµ, λ > 0, µ > 0 and Γ (ζ) is a rectifiable curve which starts at ζ,

terminates at ζ and has no common points with [0,∞). Then
∣∣∣∣h(l)(λ)−

1

2πi

\
Γ (ζ)

S(z)

(
1−

z

λ

)l
dz

∣∣∣∣ ≤
1

πl

µl+1

λl
|S(ζ)|, l ∈ N.

If l = 0, then the above inequality holds for h(0) = h with the coefficient (π
−2 + 2−2)1/2

instead of (πl)−1.

This lemma is a generalization of the Pleijel–Malliavin Tauberian theorem, which

deals with the case l = 0 (see [Ple]). It admits the following obvious generalization.

15.2. Lemma. Let H be a complex Hilbert space and h be a piecewise constant function

on [0,∞) taking values in the set of bounded self-adjoint operators on H. Suppose h is

nondecreasing , i.e.

(h(µ)ǫ, ǫ) ≤ (h(λ)ǫ, ǫ), ∀ǫ ∈ H, if µ ≤ λ.

Then ∥∥∥∥h(l)(λ)−
1

2πi

\
Γ (ζ)

S(z)

(
1−

z

λ

)l
dz

∥∥∥∥ ≤
2

πl

µl+1

λl
‖S(ζ)‖, l ∈ N,

where S(ζ) and Γ (ζ) are defined as in Lemma 15.1. If l = 0, then the above inequality

holds for h(0) = h with the coefficient 2(π
−2 + 2−2)1/2 instead of 2(πl)−1.

Proof. It is sufficient to apply Lemma 15.1 to the scalar-valued functions (hǫ, ǫ), ǫ ∈ H,

and use the inequality

‖B‖ ≤ 2 sup
‖ǫ‖=1

|(Bǫ, ǫ)|,
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where B is an arbitrary bounded linear operator on H. To prove the last inequality we

represent B in the form B = B0+iB1, where B0 = 2
−1(B+B∗) and B1 = (2i)−1(B−B∗)

are self-adjoint. Then

‖B‖ ≤ ‖B0‖+ ‖B1‖ = sup
‖ǫ‖=1

|(B0ǫ, ǫ)|+ sup
‖ǫ‖=1

|(B1ǫ, ǫ)|

≤ 2 sup
‖ǫ‖=1

|(B0ǫ, ǫ) + i(B1ǫ, ǫ)| = 2 sup
‖ǫ‖=1

|(Bǫ, ǫ)|.

(The example H = C2, B =
(
0 1

0 0

)
shows that the constant 2 is optimal in the above

inequality.)

15.3. Theorem. Let the principal presymbol ã0 of A be positive. Then

eA(λ;x, x) = s0(x)λ
n/κ + o(λ(n−τ)/κ), ∀τ < ε/2, as λ→∞,(15.10)

uniformly in x ∈M and

NA(λ) = s0λ
n/κ + o(λ(n−τ)/κ), ∀τ < ε/2, as λ→∞,(15.11)

where

s0(x) =
1

(2π)n

\
Rn

E1(x, η) dη, s0 =
1

(2π)n

\
M×Rn

N(1; â0(x, η)) dη dM(x)(15.12)

and N(1; â0(x, η)) = trE1(x, η) is the number of eigenvalues of â0(x, η) which are less

than or equal to 1. In the scalar case

s0(x) =
1

(2π)n

\
â0(x,η)≤1

dη, s0 =
1

(2π)n

\
â0(x,η)≤1

dη dM(x).(15.13)

Proof. Let us consider the operator

A′ := A−
∑

λk<0

λk(·, uk)G,Muk.

Since uk ∈ C∞(E) (see Theorem 10.10), A′ ∈ HΨκ,d(E , E) has the same presymbol as A,
is nonnegative and

eA
′

(λ;x, y) = eA(λ;x, y), ∀λ ≥ 0.

Therefore we can suppose without loss of generality that A is nonnegative.

Let us start with the case κ > n. From (15.7) we have

R(λ;x, x) =

∞\
0

(µ− λ)−1 deA(µ;x, x).(15.14)

On the other hand

R(ζ;x, x) = R0(x)(−ζ)
n/κ−1 +O(|ζ|(n−ε)/κ−1) as |ζ| → ∞, ζ ∈ C \Σ(R+, θ),

for arbitrary θ := τ/κ ∈ (0, ε/(2κ)), due to Theorem 14.2. Now Lemma 15.2 implies

eA(λ;x, x) =
1

2πi

\
Γ (ζ)

R0(x)(−z)
n/κ−1 dz +O(λ(n−τ)/κ), ζ = λ+ iλ1−τ/κ,
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uniformly in x ∈M . Here Γ (ζ) is the arc of the circle centered at 0. Consequently,

eA(λ;x, x) = R0(x)
1

2πi

\
Γ0(ζ)

(−z)n/κ−1 dz +O(λ(n−τ)/κ),

where Γ0(ζ) consists of Γ (ζ) and the vertical interval [ζ, ζ ] and is oriented clockwise.

Since
1

2πi

\
Γ0(ζ)

(−z)n/κ−1 dz = −
1

2πi

κ

n
λn/κ(e−iπn/κ − eiπn/κ) =

κ

πn
λn/κ sin

πn

κ
,

we obtain

eA(λ;x, x) =
κ

πn
sin

πn

κ
R0(x)λ

n/κ +O(λ(n−τ)/κ) = s0(x)λ
n/κ +O(λ(n−τ)/κ)

(see (14.12)). This completes the proof in the case κ > n.

Suppose now 0 < κ ≤ n. Let r ∈ N be such that rκ > n. We have

eA(λ;x, x) = eA
r

(λr;x, x) = (λr)n/(rκ)
1

(2π)n

\
Rn

E1(x, η) dη + o((λ
r)(n−τ)/(rκ))

= s0(x)λ
n/κ + o(λ(n−τ)/κ)

(cf. Remark 14.8).

15.4. Theorem. Let the principal presymbol ã0 of A be positive, κ > n and l ∈ N. Then

eA(l)(λ;x, x) =
∑

q∈Z+(N ,d)
q<(l+1)ε/2

s(l)q (x)λ
(n−q)/κ + o(λ(n−(l+1)τ)/κ),(15.15)

NA
(l)(λ) =

∑

q∈Z+(N ,d)
q<(l+1)ε/2

s(l)q λ
(n−q)/κ + o(λ(n−(l+1)τ)/κ) as λ→∞,(15.16)

for every τ < ε/2 if l ≤ 2(n+ κ)/ε− 3, and

(15.17) eA(l)(λ;x, x) =
∑

q∈Z+(N ,d)
q<(n+κ)(1−2/(l+3))

s(l)q (x)λ
(n−q)/κ +O(λ2(n+κ)/(κ(l+3))−1),

(15.18) NA
(l)(λ) =

∑

q∈Z+(N ,d)
q<(n+κ)(1−2/(l+3))

s(l)q λ
(n−q)/κ +O(λ2(n+κ)/(κ(l+3))−1) as λ→∞

if l > 2(n+ κ)/ε− 3. Here

s(l)q (x) = −B(l + 1, (n− q)/κ)̺q(x),

s(l)q = −B(l + 1, (n− q)/κ)
\
M

tr ̺q(x) dM(x), q 6= n,(15.19)

and

s(l)n (x) = A0(x, x), s(l)n =
\
M

trA0(x, x) dM(x),(15.20)

and

B(p, r) =
Γ (p)Γ (r)

Γ (p+ r)

is the beta-function.
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Suppose A is a nonnegative differential operator. Then (15.15) and (15.16) hold for

all l ∈ N, where s
(l)
q (x), s

(l)
q , q ∈ Z+(N ,d) \ {n+ jκ : j ∈ Z+} are given by (15.19) and

s(l)q (x) =
(−1)j l!

j!(l − j)!
Aj(x, x),

s(l)q =
(−1)j l!

j!(l − j)!

\
M

trAj(x, x) dM(x), q = n+ jκ.
(15.21)

The above asymptotic expansions are uniform in x ∈M .

Proof. We can assume without loss of generality that A is nonnegative (see the proof of

Theorem 15.3). Using Theorem 14.2, Lemma 15.2 and (15.14) we obtain

eA(l)(λ;x, x) =
∑

q∈Z+(N ,d)
q<n+κ−2τ

Rq(x)
1

2πi

\
Γ (ζ)

(−z)(n−q)/κ−1
(
1−

z

λ

)l
dz

+O(λ2τ/κ−1) +O(λ(n−(l+1)τ)/κ)

=
∑

q∈Z+(N ,d)
q<n+κ−2τ

Rq(x)
1

2πi

\
Γ0(ζ)

(−z)(n−q)/κ−1
(
1−

z

λ

)l
dz

+O(λmax{2τ/κ−1,(n−(l+1)τ)/κ}), ζ = λ+ iλ1−τ/κ,

uniformly in x ∈M . Here Γ (ζ) and Γ0(ζ) are the same as in the proof of Theorem 15.3.

Since the integrands are analytic in C \ [0,∞), we have

1

2πi

\
Γ0(ζ)

(−z)(n−q)/κ−1
(
1−

z

λ

)l
dz = −

1

2πi

\
|z|=λ
(−z)(n−q)/κ−1

(
1−

z

λ

)l
dz

= λ(n−q)/κ
1

2πi

\
|z|=1

z(n−q)/κ−1(1 + z)l dz,

where the circles |z| = λ and |z| = 1 are oriented anticlockwise.

Let us evaluate the integral

I(β, l) :=
1

2πi

\
|z|=1

zβ−1(1 + z)l dz, β ∈ R, l ∈ Z+.

If β 6∈ Z, successive integration by parts gives

I(β, l) = −
l

β
I(β + 1, l − 1) = . . . = (−1)l

l!

β(β + 1) . . . (β + l − 1)
I(β + l, 0)

= (−1)l
l!Γ (β)

Γ (β + l)

1

2πi

\
|z|=1

zβ+l−1 dz = (−1)l
Γ (l + 1)Γ (β)

Γ (β + l + 1)
π−1 sin π(β + l)

= B(l + 1, β)π−1 sinπβ.

Suppose β ∈ Z. Then the integrand is analytic in C\{0} and the residue theorem implies

I(β, l) =

{
l!

j!(l − j)!
if β = −j, 0 ≤ j ≤ l,

0 otherwise.
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Putting together the above equalities we obtain

eA(l)(λ;x, x) =
∑

q∈Z+(N ,d)
q<n+κ−2τ

s(l)q (x)λ
(n−q)/κ +O(λmax{2τ/κ−1,(n−(l+1)τ)/κ})

(see Theorem 12.1(iii), (14.8)–(14.10) and (15.19), (15.20)). If l ≤ 2(n+ κ)/ε− 3 then

(l + 1)
ε

2
≤ n+ κ− ε,

n− (l + 1)τ

κ
>
ε

κ
− 1 >

2τ

κ
− 1, ∀τ < ε/2,

and the above equality is equivalent to (15.15).

Suppose l > 2(n+ κ)/ε− 3. Then (n+ κ)/(l + 3) < ε/2. If 0 < τ ≤ (n+ κ)/(l + 3),

then (n− (l + 1)τ )/κ ≥ 2(n+ κ)/(κ(l+ 3)) − 1. If (n+ κ)/(l + 3) < τ < ε/2, then

2τ/κ− 1 > 2(n+ κ)/(κ(l + 3))− 1. Therefore

max

{
2τ

κ
− 1,

n− (l + 1)τ

κ

}
≥ 2

n+ κ

κ(l + 3)
− 1, ∀τ <

ε

2
,

and equality is achieved for τ = (n+ κ)/(l + 3) < ε/2. This implies (15.17). We also have

n+ κ− ε < (n+ κ)

(
1−

2

l + 3

)
< n+ κ, 2

n+ κ

κ(l + 3)
− 1 <

ε

κ
− 1.

If A is a nonnegative differential operator, then using (14.6) instead of (14.4) we

deduce that (15.15) and (15.16) hold for all l ∈ N. Note that if q = n+ jκ, j ∈ Z+, then

q < (l + 1)ε/2 implies j < l, and the coefficients in (15.21) are well defined.

15.5. Corollary. Let the principal presymbol ã0 of A be positive and κ > n. Then for

any l = 2, 3, . . . we have

eA(l)(λ;x, x) = s
(l)
0 (x)λ

n/κ + s(l)ε (x)λ
(n−ε)/κ + o(λ(n−ε)/κ)(15.22)

uniformly in x ∈M and

NA
(l)(λ) = s

(l)
0 λ

n/κ + s(l)ε λ
(n−ε)/κ + o(λ(n−ε)/κ) as λ→∞,(15.23)

where

s
(l)
0 (x) =

nB(l + 1, n/κ)

κ(2π)n

\
Rn

E1(x, η) dη,

s
(l)
0 =

nB(l + 1, n/κ)

κ(2π)n

\
M×Rn

N(1; â0(x, η)) dη dM(x)

(15.24)

and s
(l)
ε (x), s

(l)
ε are given by (15.19). In particular , if ãε(x, η), ∂ηk ã0(x, η) and

∇E,Eνk(x)ã0(x, η) commute with ã0(x, η), then

s(l)ε (x) = −
l!Γ ((n− ε)/κ+ 2)

Γ ((n− ε)/κ+ l + 1)(2π)n

\
Rn

âsub(x, η)E1(x, η) dη,

s(l)ε = −
l!Γ ((n− ε)/κ+ 2)

Γ ((n− ε)/κ+ l + 1)(2π)n

\
M×Rn

tr(âsub(x, η)E1(x, η)) dη dM(x),

(15.25)

and in the scalar case

s(l)ε (x) = −
l!Γ ((n− ε)/κ+ 2)

Γ ((n− ε)/κ+ l + 1)(2π)n

\
â0(x,η)≤1

âsub(x, η) dη,

s(l)ε = −
l!Γ ((n− ε)/κ+ 2)

Γ ((n− ε)/κ+ l + 1)(2π)n

\
â0(x,η)≤1

âsub(x, η) dη dM(x).

(15.26)
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Proof. See Theorem 15.4 and (14.20)–(14.23).

15.6. Remark. Let κ > n. Suppose eA(λ;x, x) admits a two-term asymptotic expansion

eA(λ;x, x) = s0(x)λ
n/κ + sp(x)λ

(n−p)/κ + f(λ)λ(n−p)/κ,

f(λ) = f(λ;x) = o(1) as λ→∞, 0 < p < n.

Integrating by parts we obtain

eA(l)(λ;x, x) =

λ\
0

(
1−

µ

λ

)l
deA(µ;x, x) = −eA(0;x, x) + lλ−1

λ\
0

eA(µ;x, x)

(
1−

µ

λ

)l−1
dµ

= − eA(0;x, x) + ls0(x)λ
−1

λ\
0

µn/κ
(
1−

µ

λ

)l−1
dµ

+ lsp(x)λ
−1

λ\
0

µ(n−p)/κ
(
1−

µ

λ

)l−1
dµ+ lλ−1

λ\
0

f(µ)µ(n−p)/κ
(
1−

µ

λ

)l−1
dµ

= − eA(0;x, x) + ls0(x)λ
n/κ

1\
0

tn/κ(1− t)l−1 dt

+ lsp(x)λ
(n−p)/κ

1\
0

t(n−p)/κ(1− t)l−1 dt

+ lλ(n−p)/κ
( 1/
√
λ\
0

+

1\
1/
√
λ

)
f(λt)t(n−p)/κ(1− t)l−1 dt

= − eA(0;x, x) + lB

(
l,
n

κ
+ 1

)
s0(x)λ

n/κ

+ lB

(
l,
n− p

κ
+ 1

)
sp(x)λ

(n−p)/κ + λ(n−p)/κo(1) as λ→∞

(see [WW], 12.4). If l ≥ 2, s
(l)
ε (x) 6= 0 and sp(x) 6= 0, then Corollary 15.5 implies p = ε

and

sε(x) = −
κ

n− ε
̺ε(x).(15.27)

In particular, if ãε(x, η), ∂ηk ã0(x, η) and ∇
E,E
νk(x)

ã0(x, η) commute with ã0(x, η), then

sε(x) = −
κ+ n− ε

κ(2π)n

\
Rn

âsub(x, η)E1(x, η) dη,(15.28)

and in the scalar case

sε(x) = −
κ+ n− ε

κ(2π)n

\
â0(x,η)≤1

âsub(x, η) dη(15.29)

(cf. (14.22), (14.23)). Hence, one may hope that under certain conditions eA(λ;x, x)

admits the following two-term asymptotic expansion:

eA(λ;x, x) = s0(x)λ
n/κ + sε(x)λ

(n−ε)/κ + o(λ(n−ε)/κ) as λ→∞,(15.30)

where s0(x) and sε(x) are given by (15.12), (15.13) and (15.27)–(15.29) respectively. We
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“derived” (15.30) under the assumption that κ > n. The arguments from Remark 14.8

and the proof of Theorem 15.3 reduce the case 0 < κ ≤ n to κ > n. Note also that one

can arrive at the conjecture (15.30) using Theorem 13.1 instead of Corollary 15.5.

15.7. Remark. The coefficient sε(x) may be nonzero even if A is a differential operator,

which does not happen in the standard elliptic case (see [DG]). Indeed, let M be a two-

dimensional torus with the canonical coordinates (ϕ1, ϕ2) ∈ [0, 2π]
2, d1 = 5/6, d2 = 5/4,

A = ∂4ϕ1 − ∂
6
ϕ2 + ∂2ϕ1∂

2
ϕ2 . Then κ = 24/5, ε = 4/5, a0(x, η) = η41 + η

6
2 , aε(x, η) =

âsub(x, η) = η
2
1η
2
2 and sε(x) is a strictly negative constant (see (15.29)).

Let us drop the condition that the principal presymbol ã0 of A is positive. Then we

have the following result.

15.8. Theorem. We have

eA±(λ;x, x) = s
±
0 (x)λ

n/κ + o(λ(n−τ)/κ) as λ→∞, ∀τ < ε/2,(15.31)

uniformly in x ∈M and

NA
± (λ) = s

±
0 λ

n/κ + o(λ(n−τ)/κ) as λ→∞, ∀τ < ε/2,(15.32)

where

s±0 (x) =
1

(2π)n

\
Rn

E±1 (x, η) dη, s±0 =
1

(2π)n

\
M×Rn

N±(1; â0(x, η)) dη dM(x),(15.33)

E+1 (x, η) (resp. E
−
1 (x, η)) is the orthogonal projection onto the subspace spanned by the

eigenvectors of â0(x, η) corresponding to positive (resp. negative) eigenvalues which are

less than or equal to 1 (resp. greater than or equal to −1), N+(1; â0(x, η)) = trE
+
1 (x, η)

(resp. N−(1; â0(x, η)) = trE
−
1 (x, η)) is the number of eigenvalues of â0(x, η) which are

less than or equal to 1 (resp. greater than or equal to −1).

Proof. Since ã0(x, η) is supposed to be invertible for all η ∈ Rn (see Section 11), there

exists δ > 0 such that ã0(x, η) − λI, |λ| ≤ δ, is invertible for all η ∈ Rn. We can also

assume that δ < |λk|, ∀λk ∈ Spec(A)\{0}. Let us fix an arbitrary ψ ∈ (0, π) and consider

the contours Γ
(+)
ψ := Γψ, Γ

(−)
ψ := −Γ

(+)
ψ , where Γψ is the same as in the proof of Theorem

12.4. It follows from Theorem 6.7 and the formula

EA± := E
A(±(0,∞)) = A

i

2π

\
Γ
(±)
ψ

λ−1(A− λI)−1 dλ

that EA± ∈ HΨ
0,d(E , E) and if |η|d ≥ 1, the principal presymbol of EA+ (of E

A
−) equals the

orthogonal projection E+(x, η) (resp. E−(x, η)) onto the subspace spanned by the eigen-
vectors of â0(x, η) corresponding to positive (resp. negative) eigenvalues. Using Theorem

6.7 again we deduce that

A(t) := (EA+ − tE
A
−)A, t > 0,

is a self-adjoint semi-elliptic ψDO fromHΨκ,d(E , E) with the positive principal presymbol

ã0(t;x, η) = (E+(x, η)− tE−(x, η))ã0(x, η).
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Theorem 15.3 implies

eA(t)(λ;x, x) = λn/κ
1

(2π)n

\
Rn

E1(t;x, η) dη + o(λ
(n−τ)/κ)

= λn/κ
1

(2π)n

\
Rn

E+1 (x, η) dη

+ λn/κ
1

(2π)n

\
Rn

E−1 (x, t
1/(κd1)η1, . . . , t

1/(κdn)ηn) dη + o(λ
(n−τ)/κ)

= s+0 (x)λ
n/κ + s−0 (x)(λ/t)

n/κ + o(λ(n−τ)/κ) as λ→∞, ∀τ < ε/2,

uniformly in x ∈ M , where E1(t;x, η) is the orthogonal projection onto the subspace

spanned by the eigenvectors of â0(t;x, η) corresponding to eigenvalues less than or equal

to 1. On the other hand it is clear that

eA(t)(λ;x, x) = eA+(λ;x, x) + e
A
−(λ/t;x, x) + e

A({0};x, x), λ > 0.

Hence for any t > 0 we have

(eA+(λ;x, x)− s
+
0 (x)λ

n/κ) + (eA−(λ/t;x, x)− s
−
0 (x)(λ/t)

n/κ) = o(λ(n−τ)/κ)

as λ→∞, ∀τ < ε/2.

It follows from this equality and the similar one with t = 1 that

(eA±(λ;x, x)− s
±
0 (x)λ

n/κ)− (eA±(tλ;x, x)− s
±
0 (x)(tλ)

n/κ) = o(λ(n−τ)/κ)

as λ→∞, ∀t > 0, ∀τ < ε/2,

uniformly in x ∈M , and our statement follows from Lemma 15.9 (see below).

15.9. Lemma. Let X be a normed space, 0 < t < 1, β ∈ R and let functions h : R+ → X,

f : [1,∞)→ R+ satisfy the inequality

‖h(λ)− h(tλ)‖ ≤ λβf(λ), ∀λ ≥ 1.

If β > 0, C1 := supλ∈[1,∞) f(λ) <∞ and C2 := supλ∈[t,1) ‖h(λ)‖ <∞, then

‖h(λ)‖ ≤
λβ

1− tβ

(
sup

γ(λ)≤µ≤λ
f(µ) + C1

(
γ(λ)

λ

)β
+ C2λ

−β
)
, ∀λ ≥ 1,

for any γ : [1,∞) → R+ such that 1 ≤ γ(λ) ≤ λ, ∀λ ≥ 1. If β < 0 and ‖h(λ)‖ → 0 as

λ→∞, then

‖h(λ)‖ ≤
λβ

tβ − 1
sup
µ≥λ/t

f(µ), ∀λ ≥ 1.

Proof. Suppose β > 0. Take an arbitrary λ ≥ 1 and choose k ∈ N such that t ≤ tk+1λ < 1.

We have

‖h(λ)‖ ≤ λβf(λ) + ‖h(tλ)‖ ≤ . . . ≤ λβ
( k∑

j=0

tβjf(tjλ) + λ−β‖h(tk+1λ)‖
)

≤ λβ
( ∑

γ(λ)≤tjλ≤λ
tβjf(tjλ) +

∑

1≤tjλ<γ(λ)
tβjf(tjλ) + C2λ

−β
)

≤
λβ

1− tβ

(
sup

γ(λ)≤µ≤λ
f(µ) + C1

(
γ(λ)

λ

)β
+ C2λ

−β
)
, ∀λ ≥ 1.
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Suppose now β < 0 and ‖h(λ)‖ → 0 as λ→∞. Then

‖h(λ)‖ ≤ λβt−βf(t−1λ) + ‖h(t−1λ)‖ ≤ . . . ≤ λβ
k∑

j=1

t−βjf(t−jλ) + ‖h(t−kλ)‖ ≤ . . .

≤ λβ
∞∑

j=1

t−βjf(t−jλ) ≤
λβ

tβ − 1
sup
µ≥λ/t

f(µ), ∀λ ≥ 1,

since h(t−kλ)→ 0 as k →∞.

15.10.Remark. The restriction (6.2) means that the commutator [∂νj , ∂νk ] is an operator

of a strictly lower order than ∂νj∂νk and ∂νk∂νj . Therefore the main part of our calculus

does not apply to the case treated in the works on Hörmander’s sums of squares of vector

fields, their generalizations and anisotropic operators on Lie groups with dilations (see

the references in Sections 1 and 8), where the above operators are assumed to be of

the same order. In this case ε = 0 (see the beginning of Section 11) and the results of

the present section offer a partial explanation of the fact that no remainder estimates

seem to be known for the spectral function and the distribution function of eigenvalues

of Hörmander’s sum of squares of vector fields (see [Me1] and [LMN], [MLN]) and its

generalizations (see [Lo1], [Lo2]). It would be interesting to construct operators of this

type for which one can find spectral asymptotics more or less explicitly, and to find out

whether the remainder admits an estimate of the form O(“first term”× λ−ε0), ε0 > 0.

Acknowledgements. I would like to thank Yu. Safarov whose paper [Saf] inspired this

work.
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