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Abstract

We develop various asymptotic relations between the Riemann zeta function ζ(s) and the inter-
polation errors of Lagrange and Hermite interpolation to functions like |y|s and y2m log |y|. We
show that the interpolation nodes of these interpolation processes include zeros of Gegenbauer
and Hermite polynomials and polynomials with equidistant zeros. Similar results are valid for
the Dirichlet beta function β(s) as well. So the results of the monograph serve as the bridge be-
tween the theory of zeta functions and polynomial interpolation, one of the most studied areas
of analysis.

Several applications of major asymptotics to properties of zeta functions are presented. In
particular, we develop new criteria for ζ(s) = 0 and β(s) = 0 in the critical strip. Other applica-
tions include construction of universal exponential sums (in the spirit of Voronin’s universality
theorem), limit summary formulae for ζ(s) and β(s), and new combinatorial representations for
Bernoulli and Euler numbers.
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1. Introduction

In this monograph we combine results from several areas of analysis, such as polynomial
interpolation, approximation theory, orthogonal polynomials, and theory of zeta func-
tions, to obtain asymptotic formulae for two zeta functions: the Riemann zeta function
ζ(s) and the Dirichlet beta function β(s). Applications include new criteria for ζ(s) = 0 or
β(s) = 0 in the critical strip {s ∈ C : 0 < Re s < 1}, construction of universal exponential
sums, and new combinatorial representations for the Bernoulli and Euler numbers.

The asymptotic behavior of ζ(s) and β(s) (as one of L-functions) is well-studied as
Im s→∞ (see for example [49, Ch. 1], [43, Ch. 7], and [27, Ch. 6]). However, asymptotic
representations of these functions for a fixed s, other than the definitions

ζ(s) :=
N∑
n=1

n−s + o(1), β(s) :=
N∑
n=0

(−1)n(2n+ 1)−s + o(1), (1.0.1)

as N →∞, are not known. Here, Re s > 1 for ζ(s) and Re s > 0 for β(s).
We obtain asymptotic formulae of the following types:

1. Pointwise asymptotics.
2. Asymptotics in Lp,w-spaces, where p ∈ (0,∞) and w is a weight.
3. Asymptotic summation formulae.

In asymptotics of the first type, we express the zeta functions through the interpolation
errors of Lagrange or Hermite interpolation of even degree N to functions like |y|s and
y2n log |y| for each fixed y ∈ R \ {0}, as N → ∞. Asymptotic summation formulae
are corollaries of pointwise asymptotics. In addition, pointwise asymptotics are used to
obtain asymptotic formulae in Lp,w-spaces. So the results of the monograph serve as the
bridge between the theory of zeta functions and polynomial interpolation, one of the most
studied areas of analysis.

To establish these asymptotics, we introduce and study special classes of polynomials
of even degree N , whose zeros along with the origin serve as the interpolation nodes and
allow pointwise and Lp,w-asymptotics for the zeta functions. In particular, Gegenbauer
and Hermite polynomials, polynomials with equidistant zeros and Williams–Apostol poly-
nomials belong to these classes.

In Chapter 2 we discuss new integral formulae for the interpolation errors, starting
with a fairly general case of polynomial interpolation to functions f(y) =

∫
T
dµ(t)
t−z , where

T ⊆ C is a set and µ is a complex-valued measure on T (Section 2.1). We provide more
details for a subclass of functions of the form f(y) =

∫
R
dµ(t)
t−iy , y ∈ R (Section 2.2). Finally,

in Section 2.3 we establish explicit interpolation formulae for special functions fs,l,ν(y) :=

[6]



1. Introduction 7

|y|s(sgn y)l logν |y|, where s ∈ C, l = 0, 1 and ν = 0, 1, . . . . Results of Chapter 2 generalize
and extend integral interpolation formulae by Hermite [26], Bernstein [5, pp. 92, 98],
Lubinsky [38], and the author [19, 20, 21, 23].

The idea of transition from interpolation formulae for fs,l,ν to asymptotic represen-
tations for the zeta functions is explained in Remark 2.3.6. Development of this idea and
applications are discussed in Chapters 3–6.

The first step in this direction is made in Chapter 3, where asymptotic properties
of special sequences of polynomials are discussed. In Section 3.1 three classes Pd,P∗d,
and P∗∗d of polynomial sequences {P2N+d}∞N=1, d = 0, 1, are introduced and some of
their properties are studied. Examples of sequences from these classes, including Gegen-
bauer, Chebyshev, Hermite, Williams–Apostol, Laguerre polynomials and polynomials
with equidistant zeros, are provided in Section 3.2. Asymptotic formulae for weighted
Lp-quasinorms, p ∈ (0,∞), of polynomials from Section 3.2 are established in Section
3.3. Some special cases of these asymptotics for Gegenbauer and Hermite polynomials
were obtained by Aptekarev, Buyarov, and Degeza [3].

For {P2N+d}∞N=1 ∈ Pd, four families of pointwise asymptotic relations between the
zeta functions and the interpolation errors with nodes at zeros of y1−kdP k2N+d(y), where
d = 0, 1 and k = 1, 2, are obtained in Section 4.2. For example, if

P2N+1(y) = Gλ2N+1(y)/(Gλ2N+1)′(0), λ ≥ 0,

is the normalized Gegenbauer polynomial of degree 2N + 1, then for every y ∈ R \ {0}
and −1 < Re s < 2N − 2, s 6= 1, 3, . . . ,

|y|s−1 − L2N (y) = −
4 cos(sπ/2)(1− 2−s)Γ (s)Gλ2N+1(y)

π(2N + λ)s−1(Gλ2N+1)′(0)y
ζ(s)(1 +O((Ny)−2)) (1.0.2)

as N → ∞, where L2N interpolates |y|s−1 at zeros of Gλ2N+1(y)/y and L2N (0) = 0.
Similarly, for y ∈ R \ {0} and m = 1, 2, . . . ,

y2m log |y| − L2N (y)

= −
(−1)m(1− 2−2m−1)(2m)!Gλ2N+1(y)

(2N + λ)2m(Gλ2N+1)′(0)y
ζ(2m+ 1)(1 +O((Ny)−2)) (1.0.3)

as N → ∞. Actually, more explicit forms of the remainder terms in (1.0.2) and (1.0.3)
are presented in Section 4.2.

More asymptotic relations are given in Sections 4.3 and 4.4. In particular, asymptotic
summation formulae for the zeta functions that hold in a broader domain than (1.0.1)
are established in Section 4.4. For example, for Re s > −1, s 6= 1, 3, . . .,

ζ(s) = − πs+1/2

2 cos(sπ/2)(1− 2−s)Γ (s)

√
N

22N

N∑
k=1

(−1)k+1ks−1

(
2N
N − k

)
+O((log N)max{2,Re s}/N),

as N → ∞. Asymptotic representations for ζ(2m + 1) and β(2m), m = 1, 2, . . . , are
presented in Section 4.4 as well. In particular, asymptotic formulae for Catalan’s constant
β(2) are given.
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In Section 5.2, Lp-versions of (1.0.2) and (1.0.3) are obtained. New Lp-criteria for zeros
of ζ(s) and β(s) to be in the critical strip are established in Sections 5.3 (for p =∞) and
5.4 (for 0 < p < ∞). For example, if T2N is the Chebyshev polynomial of the first kind
of degree 2N and L4N (y) interpolates |y|s at the zeros of yT 2

2N (y) for 0 < Re s < 1, then
the following statements are valid:

(a) ζ(s) = 0 if and only if for any p ∈ (1/2,∞),

C1/N
Re s+1+1/p ≤

(∫ 1

−1

∣∣|y|s+1 − L4N (y))
∣∣p dy)1/p

≤ C2/N
Re s+1+1/p.

(b) ζ(s) 6= 0 if and only if for any p ∈ (1/2,∞),

C3/N
Re s+1 ≤

(∫ 1

−1

∣∣|y|s+1 − L4N (y)
∣∣p dy)1/p

≤ C4/N
Re s+1.

Here, Ci, 1 ≤ i ≤ 4, are positive constants independent of N . We believe that Lp-criteria
for ζ(s) = 0 and for ζ(s) 6= 0 in Sections 5.3 and 5.4 are the first ones in terms of the
Hermite interpolation error. Special cases of these results for Lagrange interpolation were
discussed in [23]. There are numerous other criteria that have been developed for the last
150 years in connection with the celebrated Riemann hypothesis (see the survey [12]).

Three more applications are presented in Chapter 6. The first of them is related to
the universality theorem by Voronin [53]. Combining this result with asymptotic rep-
resentations for the zeta functions, we construct in Section 6.1 universal “exponential”
sums, whose shifts along the imaginary axis can approximate continuous functions on the
disk |s− 3/4| < r, s ∈ C, r ∈ (0, 1/4), that are analytic and nonvanishing in the interior
of the disk. Real analogues of this result for continuous 2π-periodic functions on [0, 2π)
and continuous functions on [−1, 1] that do not have sign changes on the corresponding
intervals are valid as well. New proofs for the functional equations for ζ(s) and β(s) and
new combinatorial formulae for the Bernoulli and the Euler numbers are presented in
Sections 6.2 and 6.3, respectively.

Finally, we note that the choice of two zeta functions ζ(s) and β(s) is based on the
method developed in this monograph. The question as to whether asymptotic formulae
obtained here can be extended to all Dirichlet L-functions remains open.

Notation. Throughout, C, C1, C2, . . . denote positive constants independent of essen-
tial parameters. Occasionally we indicate dependence on, or independence of, certain pa-
rameters. In particular, C(a, b, c, . . .), C1(a, b, c, . . .), C2(a, b, c, . . .), . . . denote constants
that depend on (a, b, c, . . .). The same symbol does not necessarily denote the same con-
stant at different occurrences.

We also use the generic notation of the set N of all positive integers, the set R of all
real numbers, and the set C = R + iR of all complex numbers.

Let DM (a) := {z ∈ C : |z − a| < M} be the open disk of radius M centered at
a ∈ C, and D̄M (a) := {z ∈ C : |z − a| ≤ M} be the closed disk. Let Pn be the set of
all univariate algebraic polynomials of degree at most n, n = 0, 1, . . . . In addition, bxc
denotes the floor function of x ∈ R; and for ν < 0, we set 1/ν! := 0 and f (ν)(x) := 0.



2. Integral formulae for the interpolation error term

In this chapter we establish explicit formulae for the interpolation error term for some
classes of functions in fairly general settings.

2.1. General formula. In this section we extend the Hermite integral formula to
Cauchy-type integrals.

2.1.1. Definitions and historic remarks. Let

ωn+1(z) := (z − z1)k1(z − z2)k2 . . . (z − zm)km ,
m∑
p=1

kp = n+ 1, (2.1.1)

be a polynomial from Pn+1 with complex distinct zeros zp of multiplicity kp, 1 ≤ p ≤ m.
It is well known [54, Sect. 3.1] that for any system of complex numbers

{γ(j−1)
p }1≤j≤kp, 1≤p≤m

there exists a unique polynomial Pn(z) ∈ Pn such that P (j−1)
n (zp) = γ

(j−1)
p , 1 ≤ j ≤ kp,

1 ≤ p ≤ m. In particular, the numbers γ(j−1)
p can be defined as

γ(j−1)
p := Dj−1f(zp), 1 ≤ j ≤ kp, 1 ≤ p ≤ m,

by values of a function f(z) = D0f(z) and its “derivatives” Dj−1f(z), j ≥ 2, whose
definitions can differ from the mainstream ones. In this case we say that the interpolation
polynomial Pn(z) = Pn(z, f, ωn+1) interpolates f at zeros zp of ωn+1 of multiplicity kp,
1 ≤ p ≤ m,

∑m
p=1 kp = n + 1. If kp = 1, 1 ≤ p ≤ m, that is, m = n + 1, the polynomial

Pn is called the Lagrange interpolation polynomial to f at the nodes {zp}n+1
p=1 . Otherwise,

Pn is called the Hermite interpolation polynomial to f at the nodes {zp}mp=1 with the
corresponding multiplicities {kp}mp=1,

∑m
p=1 kp = n+ 1.

The integral formula for the interpolation error term f(z) − Pn(z) is well known for
analytic functions f and derivatives Dj−1f(z) = f (j−1)(z). Let f be analytic inside of a
closed rectifiable Jordan curve Γ and let f be continuous on Γ . In addition, we assume
that all zeros zp, 1 ≤ p ≤ m, of ωn+1 are inside of Γ . Then Hermite [26] (see also [54,
Sect. 3.1]) proved the following integral formula:

f(z)− Pn(z, f, ωn+1) =
ωn+1(z)

2πi

∫
Γ

f(t)
(t− z)ωn+1(t)

dt, (2.1.2)

which holds for every z inside of Γ .
Bernstein [5, pp. 92, 98] was the first author who extended this formula for Lagrange

interpolation to the nonanalytic function f(y) = (1 − y)s, s > 0, on [−1, 1]. Various
versions of Bernstein’s result were discussed by the author [19, 20, 21, 23]. Lubinsky [38,

[9]
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eq. (18)] found the explicit error formula for f − Pn, where

f(y) =
∫ ∞

0

dλ(a)
1 + (ay)2

(2.1.3)

is a real-valued even function defined on [−1, 1]\{0}, and λ(a) is an increasing function on
(0,∞) such that 0 <

∫∞
0

dλ(a)
1+a2 <∞. If n is an odd positive integer and wn+1(y) = Tn+1(y)

is the Chebyshev polynomial, then Lubinsky [38, eq. (18)] showed that Pn ∈ Pn−1 and
for y ∈ [−1, 1] \ {0},

f(y)− Pn(y, f, Tn+1) = (−1)(n+1)/2Tn+1(y)
∫ ∞

0

dλ(a)
(1 + (ay)2)|Tn+1(i/a)|

. (2.1.4)

In this chapter we extend the integral representations (2.1.2) and (2.1.4) to more general
situations and apply them to the special function |y|s(sgn y)l logν |y|, where s ∈ C, l = 0, 1
and ν ∈ N. Here, we discuss an integral representation for f − Pn in a general setting.

Let T ⊂ C be a closed set and let µ be a finitely additive complex-valued measure
on T with the total variation vµ. If T is a bounded set, then for every continuous function
F : T → C the Riemann–Stieltjes integral

∫
T
F (t) dµ(t) exists. If T is unbounded, then

for every continuous function F : T → C we define∫
T

F (t) dµ(t) := lim
R→∞

∫
T∩D̄R(0)

F (t) dµ(t), (2.1.5)

provided that the limit exists.
Let Z ⊂ C \ T be an infinite set and let T , Z, and µ satisfy the following condition:∫

T

dvµ(t)
|t− z|

<∞, z ∈ Z. (2.1.6)

Remark 2.1.1. Note that condition (2.1.6) implies existence of the integral
∫
T
dµ(t)
t−z for

all z ∈ Z. In addition, since (t− z)−1 is a continuous function on T , condition (2.1.6) is
trivially satisfied if T is a bounded closed subset of C.

For given sets T , Z and all measures µ satisfying (2.1.6), we define the class I(T,Z)
of all functions f : Z → C of the form

f(z) =
∫
T

dµ(t)
t− z

. (2.1.7)

Next we define the “derivatives” of f by

Dj−1f(z) := (−1)j−1(j − 1)!
∫
T

dµ(t)
(t− z)j

, j = 1, 2, . . . , z ∈ Z. (2.1.8)

Obviously, D0f = f . Existence of Dj−1f(z) for all z ∈ Z and j = 1, 2, . . . follows
from (2.1.6) and the trivial estimate |t − z|−j ≤ (d(z, T ))1−j |t − z|−1, where d(z, T ) :=
infτ∈T |z− τ | > 0 is the distance from z to T . Note that, in most applications, Dj−1f(z)
coincides with the actual derivative f (j−1)(z).

2.1.2. General theorem

Theorem 2.1.2. Let f ∈ I(T,Z), where T , Z, and µ satisfy (2.1.6), and let zp ∈ Z be
zeros of multiplicity kp, 1 ≤ p ≤ m, of polynomial (2.1.1). Then there exists a unique
polynomial Pn ∈ Pn, interpolating f at the nodes zp of multiplicity kp, 1 ≤ p ≤ m,
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p=1 kp = n+ 1, such that

Pn(z) =
∫
T

ωn+1(t)− ωn+1(z)
(t− z)ωn+1(t)

dµ(t), z ∈ Z, (2.1.9)

and

f(z)− Pn(z) = ωn+1(z)
∫
T

dµ(t)
(t− z)ωn+1(t)

, z ∈ Z. (2.1.10)

Proof. We first consider the special case of f(z) = (t − z)−1, t ∈ T , z ∈ Z, that is, the
measure µ in (2.1.7) is the Dirac delta function with support in {t}. Note that t 6= zp,
1 ≤ p ≤ m, since T ∩ Z = ∅. Then the function

Pn,t(z) :=
1

t− z
− ωn+1(z)

(t− z)ωn+1(t)
=
ωn+1(t)− ωn+1(z)

(t− z)ωn+1(t)
, (2.1.11)

is a polynomial of degree at most n with complex coefficients, depending on t. Namely,
if ωn+1(z) =

∑n+1
q=0 cqz

q, then

Pn,t(z) =
n∑
r=0

(n−r∑
q=0

cq+r+1(tq/ωn+1(t))
)
zr

=
n∑
r=0

(n−r∑
q=0

cq+r+1z
q
)

(tr/ωn+1(t)). (2.1.12)

It is easy to verify, by (2.1.11), that Pn,t interpolates (t − z)−1 at zp of multiplicity kp,
1 ≤ p ≤ m [54, Sect. 3.1], that is,

P
(j−1)
n,t (zp) = (−1)j−1(j − 1)!(t− zp)−j , 1 ≤ j ≤ kp, 1 ≤ p ≤ m. (2.1.13)

Indeed, let P ∗n,t ∈ Pn be the unique polynomial that satisfies (2.1.13) with Pn,t replaced
by P ∗n,t. Hence the polynomial (t − z)P ∗n,t(z) − 1 of degree at most n + 1 has zeros
at zp of multiplicity kp, 1 ≤ p ≤ m,

∑m
p=1 kp = n + 1. Therefore, for all z ∈ C and

t 6= z1, z2, . . . , zm,
(t− z)P ∗n,t(z)− 1 = C(t)ωn+1(z),

where the constant C(t) = −1/ωn+1(t) is found by evaluation of this identity at z = t.
Hence P ∗n,t(z) = Pn,t(z).

Next, we notice that the rational functions ψr(t) := tr/ωn+1(t) are continuous on T

and
|ψr(t)| ≤ C|t− z1|−1, 0 ≤ r ≤ n, t ∈ T,

where C is independent of t and r. Therefore by (2.1.6), ψr is µ-integrable on T , 0 ≤
r ≤ n. Hence by (2.1.12), the coefficients of Pn,t are µ-integrable on T and Pn(z) :=∫
T
Pn,t(z) dµ(t) is a polynomial from Pn, satisfying the identities

P (j−1)
n (zp) =

∫
T

P
(j−1)
n,t (zp) dµ(t), 1 ≤ j ≤ kp, 1 ≤ p ≤ m. (2.1.14)

Further, integrating (2.1.13) with respect to dµ(t) and taking account of (2.1.8), we
conclude that Pn interpolates f at zp of multiplicity kp, 1 ≤ p ≤ m. Finally, integrating
(2.1.11) with respect to dµ(t), we arrive at (2.1.9) and (2.1.10).



12 2. Integral formulae for the interpolation error term

2.1.3. Examples of classes I(T,Z)

Example 2.1.3. T is a closed rectifiable Jordan curve, Z is a domain with boundary T ,
and dµ(t) = (1/(2πi))f(t)dt, where f : T → C is a continuous function. Then the Hermite
formula (2.1.2) holds for zp ∈ Z, 1 ≤ p ≤ m.

Example 2.1.4. T is a directed path in C, Z = C\T . Then a function f ∈ I(T,Z) given
by (2.1.7) is called the Cauchy transform of the measure µ, and it plays an important role
in complex analysis. Some contemporary problems related to this integral are discussed
in [52, 40, 51, 29, 30].

Example 2.1.5. T = [a, b], Z = {z ∈ C : Im z > 0}, µ is a bounded increasing function
on [a, b]. Then f ∈ I(T,Z) if and only if (i) f is analytic on Z; (ii) Im f(z) ≥ 0 on Z;
(iii) f is analytic and positive on (−∞, a) and f is analytic and negative on (b,∞). This
description can be found in [31, Theorem A6].

Example 2.1.6. T = R, Z = {z ∈ C : Im z > 0}, µ is a bounded increasing function
on R. Then f ∈ I(T,Z) if and only if (i) f is analytic on Z; (ii) Im f(z) ≥ 0 on Z;
(iii) supy≥1 |yf(iy)| <∞. This description can be found in [1, Sect. 3.1].

One more special case of Theorem 2.1.2 for T = R and Z = iR \ {0} is studied in
Section 2.2.

2.2. Interpolation formulae for T = R and Z = iR \ {0}. In this section we discuss
an important special case of Theorem 2.1.2.

2.2.1. Special case. Our applications of interpolation formulae are based on a special
case of (2.1.10) when T = R and Z = iR \ {0}.

Here and in what follows, we slightly change notation from Section 2.1. Let us consider
the class I(R) of all functions f : R \ {0} → C of the form

f(y) =
∫

R

dµ(t)
t− iy

, (2.2.1)

where µ is a complex-valued function of bounded variation on every interval of R. To
ensure the convergence of the integral in (2.2.1), we assume that µ in (2.2.1) for f ∈ I(R)
satisfies either the condition

0 <
∫

R

dvµ(t)
(t2 + y2)1/2

<∞, y ∈ R \ {0}, (2.2.2)

which is equivalent to (2.1.6), or the condition

0 <
∫

R

dvµ(t)
|t|q

<∞, q = 1, . . . , r, (2.2.3)

for some r ∈ N. It is obvious that (2.2.3) implies (2.2.2), that is, (2.2.3) is a more
restrictive condition than (2.2.2).

Note that by the definition of the variation of a singular function, the improper
Riemann–Stieltjes integral in (2.2.3) can be defined as∫

R

dvµ(t)
|t|q

:= lim
δ→0+

∫
|t|≥δ

dvµ(t)
|t|q

, q = 1, . . . , r.
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Hence if (2.2.3) holds, then

lim
δ→0+

∫
|t|≤δ

dvµ(t)
|t|q

= 0, q = 1, . . . , r. (2.2.4)

We first discuss differentiability and continuity properties of functions from I(R).

2.2.2. Differentiability and continuity properties

Proposition 2.2.1. Let f ∈ I(R).

(a) If µ satisfies (2.2.2), then f is infinitely differentiable on R\{0} and, for y ∈ R\{0},

f (j)(y) = ijj!
∫

R

dµ(t)
(t− iy)j+1

, j = 0, 1, . . . . (2.2.5)

(b) If µ satisfies (2.2.3) for some r ∈ N, then f is (r− 1)-differentiable on R and (2.2.5)
holds for y ∈ R and j = 0, 1, . . . , r − 1. Moreover, f (r−1) is continuous on R.

The proof of Proposition 2.2.1 is based on two lemmas. In the first one we provide
three elementary estimates. Let us set for z ∈ C \ {0} and r ∈ N,

ϕr(z) := 1− (1 + z)−r, ψr(z) := z−1((1 + z)−r − 1) + r.

Lemma 2.2.2. (a) If z ∈ C and 0 < |z| ≤ 1/2, then

|ψr(z)| ≤ C1(r)|z|, (2.2.6)

where C1(r) ≤ 22r+3.
(b) If z = ih, h ∈ R \ {0}, then

|ϕr(z)| ≤ C2(r)|z/(1 + z)|, (2.2.7)

|ψr(z)| ≤ C3(r)|z/(1 + z)|, (2.2.8)

where C2(r) ≤ r2r−1 and C3(r) ≤ r(r + 1)2r−2.

Proof. We first estimate |ϕr(z)|. For an imaginary z = ih, we have

|ϕr(z)| ≤
∣∣∣∣ z

1 + z

∣∣∣∣ sup
τ∈R

∑r−1
l=0

(
r
l+1

)
|τ |l

(1 + τ2)(r−1)/2
≤ 2r−1

∣∣∣∣ z

1 + z

∣∣∣∣ sup
τ∈R

∑r−1
l=0

(
r
l+1

)
|τ |l∑r−1

l=0

(
r−1
l

)
|τ |l

. (2.2.9)

Since
(
r
l+1

)
/
(
r−1
l

)
= r/(l + 1) ≤ r for 0 ≤ l ≤ r − 1, (2.2.7) follows from (2.2.9) with

C2(r) ≤ r2r−1.
Next, let z ∈ C \ {0}. Then

ψr(z) = (1 + z)−r
r∑
l=0

(
r

(
r

l

)
−
(

r

l + 1

))
zl = z(1 + z)−r

r−1∑
l=0

(l + 1)
(
r + 1
l + 2

)
zl. (2.2.10)

If 0 < |z| ≤ 1/2, then it follows from (2.2.10) and the estimate
(
r+1
l+2

)
≤ 2r+1 for 0 ≤ l ≤

r − 1 that

|ψr(z)| ≤ |z| sup
|z|≤1/2

|1 + z|−r
r−1∑
l=0

(l + 1)
(
r + 1
l + 2

)
|z|l

≤ 22r+1|z| sup
|z|≤1/2

∞∑
l=0

(l + 1)|z|l ≤ 22r+3|z|.
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Hence (2.2.6) holds. If z = ih, h ∈ R \ {0}, then from (2.2.10) we obtain

|ψr(z)| ≤
∣∣∣∣ z

1 + z

∣∣∣∣ sup
τ∈R

∑r−1
l=0 (l + 1)

(
r+1
l+2

)
|τ |l

(1 + τ2)(r−1)/2

≤ 2r−1

∣∣∣∣ z

1 + z

∣∣∣∣ sup
τ∈R

∑r−1
l=0 (l + 1)

(
r+1
l+2

)
|τ |l∑r−1

l=0

(
r−1
l

)
|τ |l

. (2.2.11)

Since (l+ 1)
(
r+1
l+2

)
/
(
r−1
l

)
= r(r+ 1)/(l+ 2) ≤ r(r+ 1)/2 for 0 ≤ l ≤ r− 1, (2.2.8) follows

from (2.2.11) with C3(r) ≤ r(r + 1)2r−2.

In the next lemma we estimate an integral.

Lemma 2.2.3. If for some r ∈ N, µ satisfies the condition∫
R

dvµ(t)
|t|r

<∞, (2.2.12)

then for h ∈ R \ {0},

Ir(h) := |h|
∫

R

dvµ(t)
|t|r(t2 + h2)1/2

= o(1) (2.2.13)

as h→ 0.

Proof. We split the integral into two ones

Ir(h) = |h|
(∫
|t|≤
√
|h|

+
∫
|t|>
√
|h|

)
≤
∫
|t|≤
√
|h|

dvµ(t)
|t|r

+ |h|
∫
|t|>
√
|h|

dvµ(t)
|t|r+1

= I∗1 (h) + I∗2 (h). (2.2.14)

Next by (2.2.4),
lim
h→0

I∗1 (h) = 0, (2.2.15)

and by (2.2.12),

I∗2 (h) ≤
√
|h|
∫
|t|>
√
h

dvµ(t)
|t|r

≤
√
|h|
∫

R

dvµ(t)
|t|r

= o(1), h→ 0. (2.2.16)

Finally, (2.2.13) follows from relations (2.2.14)–(2.2.16).

Proof of Proposition 2.2.1. (a) We first note that all the integrals on the right-hand side
of (2.2.5) exist, by condition (2.2.2). Let us prove (2.2.5) by induction. Assume that f is
n-differentiable on R \ {0} and (2.2.5) holds for j = n. Note that our assumption is valid
for n = 0, by (2.2.2). Then for any fixed y ∈ R \ {0} and any h ∈ R with 0 < |h| < |y|/2,
we obtain, by Lemma 2.2.2(a),∣∣∣∣f (n)(y + h)− f (n)(y)

h
− in+1(n+ 1)!

∫
R

dµ(t)
(t− iy)n+2

∣∣∣∣
= n!

∣∣∣∣∫
R
ψn+1

(
− ih

t− iy

)
dµ(t)

(t− iy)n+2

∣∣∣∣
≤ C1(n+ 1)n!|h|

∫
R

dvµ(t)
(t2 + y2)(n+3)/2

= o(1), h→ 0,
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where C1(n + 1) is the constant from (2.2.6). Hence (2.2.5) holds for j = n + 1, y 6= 0.
Thus f is (n+ 1)-differentiable on R \ {0}. This proves statement (a).

(b) In view of (a), it suffices to prove (b) for y = 0. We prove this by induction. Let
f satisfy (2.2.3) for some r ≥ 2. We assume that f is n-differentiable at zero and

f (n)(0) = inn!
∫

R

dµ(t)
tn+1

, 0 ≤ n ≤ r − 2. (2.2.17)

Note that (2.2.17) is valid for n = 0, by (2.2.3). Using (2.2.8) for z = ih, h ∈ R \ {0}, we
obtain∣∣∣∣f (n)(h)− f (n)(0)

h
− in+1(n+ 1)!

∫
R

dµ(t)
tn+2

∣∣∣∣ ≤ n!
∫

R

∣∣∣∣ψn+1

(
− ih
t

)∣∣∣∣dvµ(t)
|t|n+2

≤ C3(n+ 1)n!|h|
∫

R

dvµ(t)
|t|n+2(t2 + h2)1/2

= C3(n+ 1)n!In+2(h), (2.2.18)

where C3(n + 1) is the constant from (2.2.8). Since In+2(h) = o(1) as h → 0, by (2.2.3)
and Lemma 2.2.3, we obtain (2.2.5) for j = n+ 1 and y = 0 from (2.2.18).

It remains to prove that f (r−1) is continuous on R. Using (2.2.7) for z = ih, h ∈ R\{0},
we obtain

|f (r−1)(h)− f (r−1)(0)| = (r − 1)!
∣∣∣∣∫

R
ψr

(
− ih
t

)
dµ(t)
tr

∣∣∣∣
≤ C(r)|h|

∫
R

dvµ(t)
|t|r(t2 + h2)1/2

= C(r)Ir(h) = o(1),

as h→ 0, by (2.2.3) and Lemma 2.2.3.

2.2.3. Interpolation theorems. We first discuss Hermite interpolation at nonzero
nodes.

Theorem 2.2.4. (a) Let f ∈ I(R), where µ satisfies condition (2.2.2), and let y1, . . . , ym
be distinct points from R \ {0}. Set

Hn+1(y) := (y − y1)k1 . . . (y − ym)km ,
m∑
p=1

kp = n+ 1. (2.2.19)

Then there exists a unique polynomial Ln(y) = Ln(y, f(y), Hn+1(y)) ∈ Pn interpolating
f at the nodes yp of multiplicity kp, 1 ≤ p ≤ m,

∑m
p=1 kp = n+ 1, that is,

L(j−1)
n (yp) = f (j−1)(yp), 1 ≤ j ≤ kp, 1 ≤ p ≤ m, (2.2.20)

and such that, for y ∈ R \ {0},

Ln(y) =
∫

R

Hn+1(−it)−Hn+1(y)
(t− iy)Hn+1(−it)

dµ(t). (2.2.21)

In addition, for y ∈ R \ {0},

f(y)− Ln(y) = Hn+1(y)
∫

R

dµ(t)
(t− iy)Hn+1(−it)

. (2.2.22)

(b) If µ satisfies condition (2.2.3) for r = 1, then identities (2.2.21) and (2.2.22) hold for
all y ∈ R.
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Proof. Proposition 2.2.1(a) shows that in the special case of T = R and Z = iR \ {0},
the “derivatives” Dj−1f , j = 1, 2, . . . , defined in (2.1.8), coincide with the corresponding
derivatives of f . Thus statement (a) of the theorem follows from Theorem 2.1.2 for zp = iyp,
1 ≤ p ≤ m, z = iy, Pn(z) = Ln(y), ωn+1(z) = in+1Hn+1(y), ωn+1(t) = in+1Hn+1(−it).

To prove statement (b), we first note that condition (2.2.3) for r = 1 trivially implies
(2.2.2). Therefore, (2.2.22) holds for all y 6= 0, by statement (a) of Theorem 2.2.4.

Next, f is continuous at zero, by Proposition 2.2.1(b). Further, since

|Hn+1(−it)|−1 ≤
m∏
p=1

|yp|−kp <∞,

the function µ1 defined by dµ1(t) := dµ(t)/Hn+1(−it) satisfies the condition∫
R
vµ1(t)/|t| <∞.

Then the integral on the right-hand side of (2.2.22) can be expressed as
∫

R
dµ1(t)
t−iy and

it is continuous at zero, by Proposition 2.2.1(b). Finally letting y → 0 on both sides of
(2.2.22), we see that (2.2.22) holds for y = 0 as well. Identity (2.2.21) for y = 0 follows
from (2.2.22) and (2.2.1).

Theorem 2.2.5. Let y1 = 0 and y2, . . . , ym be distinct points from R \ {0}. Set

Hn+1(y) := yk1(y − y2)k2 . . . (y − ym)km ,
m∑
p=1

kp = n+ 1. (2.2.23)

If f ∈ I(R), where µ satisfies (2.2.3) for r = k1, then there exists a unique polynomial
Ln(y) = Ln(y, f(y), Hn+1(y)) ∈ Pn interpolating f at the nodes yp of multiplicity kp,
1 ≤ p ≤ m,

∑m
p=1 kp = n + 1, that is, (2.2.20) is valid, and such that for all y ∈ R

identities (2.2.21) and (2.2.22) hold.

Proof. Let µ satisfy condition (2.2.3) for r = k1. Assume first that yp 6= 0, 1 ≤ p ≤ m,
and y 6= 0. Since (2.2.3) implies (2.2.2), we obtain, by Theorem 2.2.4(a),

f(y)− Ln(y)

= (y − y1)k1
m∏
p=2

(y − yp)kp
∫

R

ik1dµ(t)
(t− iy)(t− iy1)k1

∏m
p=2(−it− yp)kp

. (2.2.24)

Then the function µ2 defined by the relation

dµ2(t) :=
ik1dµ(t)

(t− iy)
∏m
p=2(−it− yp)kp

satisfies the condition
∫

R |t|
−j dvµ2(t) <∞, 1 ≤ j ≤ k1, by (2.2.3). Therefore, Proposition

2.2.1(b) shows that the function F (y1) :=
∫

R
dµ2(t)
t−iy1 from I(R) is (k1−1)-differentiable on

R and F (k1−1)(y1) is continuous on R.
Using Proposition 2.2.1(b) again, we see that the integral on the right-hand side of

(2.2.24) can be expressed as∫
R

ik1 dµ(t)
(t− iy)(t− iy1)k1

∏m
p=2(−it− yp)kp

=
i−k1+1

(k1 − 1)!
F (k1−1)(y1).
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Thus for any fixed y 6= 0 and fixed yp ∈ R\{0}, 2 ≤ p ≤ m, the right-hand side of (2.2.24)
is a continuous function of y1 on R. Next we show that for fixed nonzero y, y2, y3, . . . , ym,

the interpolating polynomial Ln(y) = Ln(y, y1, y2, . . . , ym) is a continuous function of y1

on R as well. To prove that, we use the classic representation

Ln(y, y1, . . . , ym) =
m∑
p=1

kp∑
j=1

f (j−1)(yp)Lp,j(y, y1, . . . , ym), (2.2.25)

where Lp,j , 1 ≤ j ≤ kp, are fundamental polynomials of Hermite interpolation at yp of
multiplicity kp, 1 ≤ p ≤ m. Explicit expressions for Lp,j were found by Hermite [26];
namely, if Hn+1(y) is defined by (2.2.19), then for 1 ≤ j ≤ kp, 1 ≤ p ≤ m,

Lp,j(y, y1, . . . , ym) =
Hn+1(y)

(j − 1)!(y − yp)kp−j+1

{
(y − yp)kp
Hn+1(y)

}(kp−j)

(yp)

, (2.2.26)

where {(y − yp)kp/Hn+1(y)}(kp−j)(yp) denotes the Taylor polynomial of degree kp− j for the
function (y − yp)kp/Hn+1(y) at yp, 1 ≤ p ≤ m.

Since Lp,j , 1 ≤ j ≤ kp, 1 ≤ p ≤ m, are continuous functions of y1 on R and, by
Proposition 2.2.1(b), f (j−1)(y1), 1 ≤ j ≤ k1, are continuous functions of y1 on R as well,
we conclude from (2.2.25) that Ln(y) = Ln(y, y1, . . . , ym) is a continuous function of y1

on R. Thus letting y1 → 0 on both sides of (2.2.24), we arrive at

f(y)− Ln(y, 0, y2, . . . , ym) = yk1
m∏
p=2

(y − yp)kp
∫

R

ik1dµ(t)
(t− iy)tk1

∏m
p=2(−it− yp)kp

= Hn+1(y)
∫

R

dµ(t)
(t− iy)Hn+1(−it)

(2.2.27)

for y 6= 0, where Hn+1 is defined in (2.2.23).
It remains to show that (2.2.27) holds for y = 0. Indeed, f(0) = Ln(0) and

|y|k1
∣∣∣∣∫

R

dµ(t)
(t− iy)tk1

∏m
p=2(−it− yp)kp

∣∣∣∣ ≤ C|y|k1 ∫
R

dvµ(t)
|t|k1(t2 + y2)1/2

= C|y|k1−1Ik1(y) = o(1) (2.2.28)

as y → 0, by (2.2.3) and Lemma 2.2.3. Therefore, (2.2.22) holds for all y ∈ R and y1 = 0.

2.2.4. Even and odd functions. Here, we discuss interpolation formulae for even and
odd functions from I(R). Representations for even and odd components of f ∈ I(R) are
given by the formulae (y ∈ R \ {0})

f(y) =
∫

R

dµ(t)
t− iy

=
∫

R

t dµ(t)
t2 + y2

+ iy

∫
R

dµ(t)
t2 + y2

=
∫ ∞

0

t dµe(t)
t2 + y2

+ iy

∫ ∞
0

t dµo(t)
t2 + y2

,

where
µe(t) = µ(t) + µ(−t), µo(t) = µ(t)− µ(−t), t ∈ [0,∞).

On the other hand, if f : R \ {0} → C is an even function of the form

f(y) =
∫ ∞

0

t dµ(t)
t2 + y2

, y ∈ R \ {0}, (2.2.29)
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then

f(y) =
1
2

∫
R

dµ(|t|)
t− iy

, y ∈ R \ {0}. (2.2.30)

If f : R \ {0} → C is an odd function of the form

f(y) = iy

∫ ∞
0

dµ(t)
t2 + y2

, y ∈ R \ {0}, (2.2.31)

then

f(y) =
1
2

∫
R

sgn t dµ(|t|)
t− iy

, y ∈ R \ {0}. (2.2.32)

These two implications come from the fact that, by (2.1.5),∫
R

dµ(|t|)
t2 + y2

= lim
M→∞

∫ M

−M

dµ(|t|)
t2 + y2

= 0,
∫

R

|t| dµ(|t|)
t2 + y2

= lim
M→∞

∫ M

−M

|t| dµ(|t|)
t2 + y2

= 0,

respectively. Formulae (2.2.30) and (2.2.32) show that the functions (2.2.29) and (2.2.31)
belong to I(R).

Let us denote by Ie(R) or Io(R) the subclasses of I(R) of all even or odd functions of
the form (2.2.29) or (2.2.31), respectively.

Condition (2.2.2), which guarantees existence of the integral in (2.2.1), can be replaced
by the following conditions:

0 <
∫ ∞

0

t dvµ(t)
t2 + y2

<∞, y ∈ R \ {0}, (2.2.33)

if f ∈ Ie(R), and

0 <
∫ ∞

0

dvµ(t)
t2 + y2

<∞, y ∈ R \ {0}, (2.2.34)

if f ∈ I0(R). Conditions (2.2.33) and (2.2.34) guarantee the existence of the integrals
in (2.2.29) and (2.2.31), respectively. Note that each of these conditions is weaker than
(2.2.2). For example, setting dµ(t) = ts dt, t ∈ (0,∞), in (2.2.29) and (2.2.31), we see
that conditions (2.2.33) and (2.2.34) are equivalent to −2 < Re s < 0 and −1 < Re s < 1,
respectively, while for dµ(|t|) = |t|s sgn t dt, t ∈ R\{0}, in (2.2.30) and (2.2.32), condition
(2.2.2) is equivalent to −1 < Re s < 0 (see also (2.3.1) and (2.3.2) below).

Theorem 2.2.6. Let f ∈ Ie(R) or f ∈ Io(R), where µ satisfies condition (2.2.33) or
(2.2.34), respectively. Let n+ 1 be an even positive integer and let x1, . . . , xm be distinct
points from (0,∞). Then f is infinitely differentiable on R\{0}, and there exists a unique
polynomial Ln−1 ∈ Pn−1 if f ∈ Ie(R), and there exists a unique polynomial Ln ∈ Pn if
f ∈ Io(R), interpolating f at ±xp of multiplicity kp, 1 ≤ p ≤ m,

∑m
p=1 kp = (n + 1)/2,

such that

f(y)− Ln−1(y) = Hn+1(y)
∫ ∞

0

t dµ(t)
(t2 + y2)Hn+1(−it)

, y ∈ R \ {0}, (2.2.35)

if f ∈ Ie(R), and

f(y)− Ln(y) = iyHn+1(y)
∫ ∞

0

dµ(t)
(t2 + y2)Hn+1(−it)

, y ∈ R \ {0}, (2.2.36)

if f ∈ Io(R). Here, Hn+1(y) =
∏m
p=1(y2 − x2

p)
kp .
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Proof. The proof uses combination of techniques from those of Theorems 2.1.2 and
2.2.4(a). However, we cannot derive (2.2.35) and (2.2.36) directly from (2.2.22) since
conditions on µ in Theorem 2.2.6 are weaker than in Theorem 2.2.4(a).

We first show that any function f ∈ Ie(R) or f ∈ Io(R) is infinitely differentiable on
R \ {0} and for j = 0, 1, . . . ,

f (j)(y) =
∫ ∞

0

dj

dyj
((t2 + y2)−1)t dµ(t), y ∈ R \ {0}, (2.2.37)

if f ∈ Ie(R), and

f (j)(y) =
∫ ∞

0

dj

dyj
(y(t2 + y2)−1)dµ(t), y ∈ R \ {0}, (2.2.38)

if f ∈ I0(R). We prove this statement by induction. Formulae (2.2.37) and (2.2.38) are
valid for j = 0, by the definition of the classes Ie(R) and Io(R). Assume that these
formulae hold for j = n. Let y ∈ R \ {0} and h ∈ (0, |y|/2) and let f ∈ Ie(R). Then using
the Mean Value Theorem, we easily obtain the estimate∣∣∣∣f (n)(y + h)− f (n)(y)

h
−Dn+1,e(y)

∣∣∣∣
≤ h

∫ ∞
0

max
z∈[y,y+h]

∣∣∣∣ dn+1

dzn+1
((t2 + z2)−1)

∣∣∣∣t dvµ(t), (2.2.39)

where Dj,e, j = 0, 1, . . . , denotes the right-hand side of (2.2.37). Next (see [24, eq. 0.432]),∣∣∣∣ dn+1

dzn+1
((t2 + z2)−1)

∣∣∣∣ =
∣∣∣b(n+1)/2c∑

q=0

cq(n)zn−2q+1(t2 + z2)q−n−2
∣∣∣

≤ C(n)(t2 + z2)−(n+3)/2 ≤ C(n)(t2 + z2)−1|z|−n−1, (2.2.40)

where cq(n), 0 ≤ q ≤ b(n + 1)/2c, are constants independent of t and z. Combining
condition (2.2.33) with estimates (2.2.39) and (2.2.40), we see that the left-hand side of
(2.2.39) is o(1) as h→ 0+. A similar estimate holds for h ∈ (−|y|/2, 0) as well. Therefore,
f is (n+ 1)-differentiable on R \ {0} and (2.2.37) holds for j = n+ 1.

When f ∈ Io(R), a similar reasoning shows that f is also (n + 1)-differentiable on
R \ {0} and (2.2.38) holds for j = n+ 1 if we notice, by (2.2.40), that∣∣∣∣ dn+1

dzn+1
(z(t2 + z2)−1)

∣∣∣∣ =
∣∣∣∣z dn+1

dzn+1
((t2 + z2)−1) + (n+ 1)

dn

dzn
((t2 + z2)−1)

∣∣∣∣
≤ C(n)(t2 + z2)−1|z|−n.

Thus any function f from Ie(R) or Io(R) is infinitely differentiable on R \ {0} and for
j = 0, 1, . . . , representation (2.2.37) or (2.2.38) holds.

Next we consider the special functions f(y) = Re(t− iy)−1 and f(y) = i Im(t− iy)−1,
t ∈ R, y ∈ R\{0}, from Ie(R) and Io(R), respectively. Note that the measure µ in (2.2.29)
and (2.2.31) for these functions is the Dirac delta function with support in {t}.
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Rewriting (2.1.11) for zp = ixp, 1 ≤ p ≤ m, z = iy, wn+1(z) = in+1Hn+1(y), where
Hn+1(y) =

∏m
p=1(y2 − x2

p)
kp , we obtain

Ln,t(y) :=
1

t− iy
− Hn+1(y)

(t− iy)Hn+1(−it)
=
Hn+1(−it)−Hn+1(y)

(t− iy)Hn+1(−it)
. (2.2.41)

Since Hn+1(−it) is a real-valued polynomial, from (2.2.41) we obtain

Ln,t,Re(y) := ReLn,t(y) =
t

t2 + y2
− tHn+1(y)

(t2 + y2)Hn+1(−it)

=
t(Hn+1(−it)−Hn+1(y))

(t2 + y2)Hn+1(−it)
, (2.2.42)

Ln,t,Im(y) := i Im Ln,t(y) =
iy

t2 + y2
− iyHn+1(y)

(t2 + y2)Hn+1(−it)

=
iy(Hn+1(−it)−Hn+1(y))

(t2 + y2)Hn+1(−it)
. (2.2.43)

Note that Ln,t,Re(y) is an even polynomial of degree at most n − 1 and Ln,t,Im(y) is
an odd polynomial of degree at most n. Next, if Hn+1(y) =

∑(n+1)/2
q=0 c2qy

2q, then from
(2.2.42) and (2.2.43) we deduce

Ln,t,Re(y) =
(n−1)/2∑
r=0

((n−1)/2−r∑
q=0

c2q+2r+2(−1)q+1(t2q+1/Hn+1(−it))
)
y2r, (2.2.44)

Ln,t,Im(y) = i

(n−1)/2∑
r=0

((n−1)/2−r∑
q=0

c2q+2r+2(−1)q+1(t2q/Hn+1(−it))
)
y2r+1. (2.2.45)

Further, the rational functions ψq(t) := t2q/Hn+1(−it) ≥ 0 are continuous on R and

sup
t∈[0,∞)

ψq(t) ≤ C(t2 + x2
1)−1, 0 ≤ q ≤ (n− 1)/2,

where C is independent of t and q. Therefore, tψq(t) is µ-integrable on [0,∞) if condition
(2.2.33) holds, and ψq(t) is µ-integrable on [0,∞) if condition (2.2.34) holds. Thus by
(2.2.44) or (2.2.45), Ln,t,Re(y) or Ln,t,Im(y) is a polynomial of degree at most n− 1 or n,
respectively, with coefficients µ-integrable on R that depend on t, if conditions (2.2.33)
or (2.2.34), respectively, hold. Moreover, Ln,t,Re(y) or Ln,t,Im(y) interpolates t(t2 +y2)−1

or iy(t2 + y2)−1 at y = ±xp of multiplicity kp, 1 ≤ p ≤ m,
∑m
p=1 kp = (n+ 1)/2 (see the

proof of Theorem 2.1.2).
Then Ln−1(y) :=

∫∞
0
Ln,t,Re(y) dµ(t) or Ln(y) :=

∫∞
0
Ln,t,Im(y) dµ(t) is a polynomial

from Pn−1 or Pn, and it interpolates f ∈ Ie(R) or f ∈ Io(R), respectively, at ±xp of
multiplicity kp, 1 ≤ p ≤ m,

∑m
p=1 kp = (n + 1)/2. Integrating (2.2.42) or (2.2.43) with

respect to dµ(t), we arrive at (2.2.35) or (2.2.36), respectively.

Remark 2.2.7. In the special case of f ∈ Ie(R), where µ is an increasing function
satisfying (2.2.33), and for Lagrange interpolation at the Chebyshev nodes (that is,
Hn+1 = Tn+1) on [−1, 1] \ {0}, Theorem 2.2.6 was proved by Lubinsky [38, eq. (18)].
Actually, Lubinsky established relation (2.1.4) for even functions f of the form f(y) =∫∞

0
dλ(a)

1+(ay)2 , 0 < |y| ≤ 1, where λ is a nonnegative Borel measure on [0,∞) satisfying
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0 <
∫∞

0
dλ(a)
1+a2 <∞. Nevertheless, making the substitution a = 1/t, we see that f ∈ Ie(R)

with dµ(t) := −tdλ(1/t), where µ satisfies the condition 0 <
∫∞

0
t dµ(t)
t2+1 < ∞, which is

equivalent to (2.2.33) when 0 < |y| ≤ 1. Some special cases of Theorem 2.2.6 for Lagrange
interpolation were obtained in [23].

2.3. Interpolation formulae for functions |y|s(sgn y)l logν |y|. Asymptotic represen-
tations for the zeta functions are based on the integral interpolation formulae obtained
in this section.

2.3.1. General nodes. Historically, the function |y|s plays an important role in La-
grange interpolation and polynomial approximation; see for example [5, 6, 19, 20, 38, 21],
where further references are given.

Here, we discuss integral formulae for the Hermite interpolation error term in the case
of the function

fs,l,ν(y) := |y|s(sgn y)l logν |y|,

where s ∈ C, l = 0 or l = 1, and ν is a nonnegative integer.
It is well known [24, eq. 3.241.2] that for −1 < Re s < 0, the following representations

hold:

|y|s = −2 sin(sπ/2)
π

∫ ∞
0

ts+1 dt

t2 + y2
= − sin(sπ/2)

π

∫
R

|t|s sgn t dt
t− iy

, y 6= 0, (2.3.1)

|y|s sgn y =
2 cos(sπ/2)

π
y

∫ ∞
0

tsdt

t2 + y2
= − i cos(sπ/2)

π

∫
R

|t|s dt
t− iy

, y 6= 0. (2.3.2)

Hence setting

µs,0(t) := − sin(sπ/2)/(π(s+ 1))|t|s+1, (2.3.3)

µs,1(t) := −i cos(sπ/2)/(π(s+ 1))|t|s+1 sgn t, (2.3.4)

we see that fs,0,0 ∈ I(R) for µ(t) = µs,0(t), and fs,1,0 ∈ I(R) for µ(t) = µs,1(t), −1 <
Re s < 0. Note that µs,0 and µs,1 satisfy condition (2.2.2) for −1 < Re s < 0.

Let y1, . . . , ym be distinct points from R\{0}; let Hn+1(y) = (y−y1)k1 · · · (y−ym)km ,∑m
p=1kp=n+1. Then, by Theorem 2.2.4(a), there exists a unique polynomialLn(y, fs,l,0(y),

Hn+1(y)) ∈ Pn interpolating fs,l,0, where l = 0 or l = 1, at the zeros yp of Hn+1 of
multiplicity kp, 1 ≤ p ≤ m,

∑m
p=1 kp = n+ 1, such that for −1 < Re s < 0 and y 6= 0,

|y|s − Ln(y, |y|s, Hn+1(y)) = − sin(sπ/2)
π

Hn+1(y)
∫

R

|t|s sgn t dt
(t− iy)Hn+1(−it)

, (2.3.5)

and

|y|s sgn y − Ln(y, |y|s sgn y,Hn+1(y))

= − i cos(sπ/2)
π

Hn+1(y)
∫

R

|t|s dt
(t− iy)Hn+1(−it)

. (2.3.6)

If s does not satisfy the condition −1 < Re s < 0, then fs,l,0 do not belong to I(R) for
l = 0, 1. Nevertheless, the following theorem holds:
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Theorem 2.3.1. Identities (2.3.5) and (2.3.6) hold in the following cases:

(a) −1 < Re s < n+ 1, y ∈ R \ {0}, and yp ∈ R \ {0}, 1 ≤ p ≤ m;
(b) 0 < Re s < n+ 1, y ∈ R, and yp ∈ R \ {0}, 1 ≤ p ≤ m;
(c) 0 ≤ k1 − 1 < Re s < n+ 1, y ∈ R, and y1 = 0, yp ∈ R \ {0}, 2 ≤ p ≤ m.

To prove the theorem, we first discuss some properties of the integral

Il(s, y) :=
∫

R

|t|s(sgn t)l dt
(t− iy)Hn+1(−it)

, l = 0, 1, (2.3.7)

where Hn+1 is the polynomial (2.2.19) and yp ∈ R, 1 ≤ p ≤ m.

Proposition 2.3.2. (a) For each fixed y ∈ R \ {0} and fixed yp ∈ R \ {0}, 1 ≤ p ≤ m,
the integral Il(s, y) is analytic on Sn := {s ∈ C : −1 < Re s < n + 1}, l = 0, 1, and the
following formulae hold for s ∈ Sn:

djIl(s, y)
dsj

=
∫

R

|t|s(sgn t)l logj |t| dt
(t− iy)Hn+1(−it)

, j = 1, . . . , l = 0, 1. (2.3.8)

(b) For each fixed y ∈ R \ {0}, y1 = 0 and fixed yp ∈ R \ {0}, 2 ≤ p ≤ m, the integral
Il(s, y) is analytic on Sn,k1 := {s ∈ C : 0 ≤ k1−1 < Re s < n+1}, l = 0, 1, and formulae
(2.3.8) hold for s ∈ Sn,k1 .
(c) For y = 0 and fixed yp ∈ R \ {0}, 1 ≤ p ≤ m, the integral Il(s, y) is analytic on
S∗n := {s ∈ C : 0 < Re s < n+ 1}, l = 0, 1, and formulae (2.3.8) hold for s ∈ S∗n.

Proof. Let us set

Ij,l(s, y) :=
∫

R

|t|s(sgn t)l logj |t| dt
(t− iy)Hn+1(−it)

, j = 0, 1, . . . , l = 0, 1.

If s0 ∈ Sn, y ∈ R \ {0} and yp ∈ R \ {0}, 1 ≤ p ≤ m, then the following estimates hold:

|Ij,l(s0, y)| ≤ 2
∫ ∞

0

tRe s0 |log t|j dt
(t2 + y2)1/2

∏m
p=1(t2 + y2

p)kp/2
= 2
(∫ 1

0

+
∫ ∞

1

)
≤ 2
((
|y|

m∏
p=1

|yp|kp
)−1

∫ 1

0

tRe s0 logj(1/t) dt+
∫ ∞

1

tRe s0−n−2 logj t dt
)

≤ C1(y, y1, . . . , ym)j!((Re s0 + 1)−j−1 + (n+ 1− Re s0)−j−1), (2.3.9)

where C1 is independent of j.
If s0 ∈ Sn,k1 , y ∈ R \ {0} and y1 = 0, yp ∈ R \ {0}, 2 ≤ p ≤ m, then similarly to

(2.3.9) we obtain

|Ij,l(s0, y)| ≤ 2
∫ ∞

0

tRe s0−k1 |log t|j dt
(t2 + y2)1/2

∏m
p=2(t2 + y2

p)kp/2

≤ 2
((
|y|

m∏
p=2

|yp|kp
)−1

∫ 1

0

tRe s0−k1 logj(1/t) dt+
∫ ∞

1

tRe s0−n−2 logj t dt
)

≤ C2(y, y2, . . . , ym)j!((Re s0 − k1 + 1)−j−1 + (n+ 1− Re s0)−j−1), (2.3.10)

where C2 is independent of j.
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Finally, for y = 0 and yp ∈ R \ {0}, 1 ≤ p ≤ m, we obtain

|Ij,l(s0, 0)| ≤ C3j!((Re s0)−j−1 + (n+ 1− Re s0)−j−1), (2.3.11)

where C3 is independent of j.
Next, for any s0 that belongs to one of the sets Sn, Sn,k1 , S∗n, we replace |t|s with its

Taylor expansion in a small enough neighborhood of s0 and obtain, by (2.3.9)–(2.3.11),

Il(s, y) =
∫

R

∞∑
j=0

|t|s0(sgn t)l logj |t|(s− s0)j

j!(t− iy)Hn+1(−it)
dt =

∞∑
j=0

Ij,l(s0, y)(s− s0)j

j!
. (2.3.12)

Therefore, Il(s, y) is analytic in this neighborhood of s0. Moreover, it follows from (2.3.12)
that djIl(s, y)/dsj |s=s0 = Ij,l(s0, y). Thus (2.3.8) is established in all cases of the propo-
sition.

Proof of Theorem 2.3.1. (a) Identities (2.3.5) and (2.3.6) hold for −1 < Re s < 0, while
their left-hand sides are analytic on C and their right-hand sides are analytic on −1 <
Re s < n+ 1, by Proposition 2.3.2(a). Thus (2.3.5) and (2.3.6) are valid for −1 < Re s <
n+ 1.

We cannot prove statements (b) and (c) by applying Theorems 2.2.4(b) and 2.2.5,
respectively, since the functions µ = µs,0 and µ = µs,1 from (2.3.3) and (2.3.4) do not
satisfy condition (2.2.3) for any r ≥ 1 and any s ∈ C. However, the proofs of these
statements are similar to those of Theorems 2.2.4(b) and 2.2.5.

(b) If 0 < Re s < n+ 1, then the function µ1 defined by

dµ1(t) = |t|s(sgn t)l+1/Hn+1(−it) dt

satisfies the condition
∫

R
dvµ1 (t)

|t| < ∞. Then the function Il(s, y) =
∫

R
dµ1(t)
t−iy defined in

(2.3.7) belongs to I(R), where µ1 satisfies condition (2.2.3) for r = 1. Therefore, Il(s, y)
is continuous at y = 0, by Proposition 2.2.1(b). Note that by statement (a) of Theorem
2.3.1, identities (2.3.5) and (2.3.6) hold for 0 < Re s < n+1, y ∈ R\{0}, and yp ∈ R\{0},
1 ≤ p ≤ m. Letting y → 0 on both sides of (2.3.5) (for l = 0) and (2.3.6) (for l = 1), we
conclude that (2.3.5) and (2.3.6) are valid for all y ∈ R.

(c) Assume first that yp 6= 0, 1 ≤ p ≤ m, and y 6= 0. Then by statement (a),

|y|s − Ln(y, |y|s, Hn+1(y)) = − sin(sπ/2)
π

(y − y1)k1
m∏
p=2

(y − yp)kp

×
∫

R

ik1 |t|s sgn t dt
(t− iy)(t− iy1)k1

∏m
p=2(−it− yp)kp

. (2.3.13)

Next, since 1 ≤ k1 < Re s+ 1 < n+ 2, the function µ2 defined by

dµ2(t) = |t|s sgn t/
m∏
p=2

(−it− yp)kp dt

satisfies the condition
∫

R
dvµ2 (t)

|t|j < ∞, 1 ≤ j ≤ k1. Therefore, Proposition 2.2.1(b)

shows that the function F (y1) :=
∫

R
dµ2(t)
t−iy1 from I(R) is (k1 − 1)-differentiable on R

and F (k1−1)(y1) is continuous on R. Using again Proposition 2.2.1(b), we see that the
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integral on the right-hand side of (2.3.13) is equal to

i−k1+1

(k1 − 1)!
F (k1−1)(y1).

Thus for a fixed y 6= 0 and fixed yp 6= 0, 2 ≤ p ≤ m, the right-hand side of (2.3.13) is a
continuous function of y1 on R.

Further, it follows from identities (2.2.25) and (2.2.26) that Ln(y, |y|s, Hn+1(y)) =
Ln(y, y1, y2, . . . , ym) is a continuous function of y1 on R as well. Hence letting y1 → 0 on
both sides of (2.3.13), we arrive at

|y|s − Ln(y, 0, y2, . . . , ym)

= − sin(sπ/2)
π

yk1
m∏
p=2

(y − yp)kp
∫

R

ik1 |t|s sgn t dt
(t− iy)tk1

∏m
p=2(−it− yp)kp

(2.3.14)

for y 6= 0. It remains to show that (2.3.14) holds for y = 0. Indeed,

|0|s − Ln(0, 0, y2, . . . , ym) = 0,

and

|y|k1
∣∣∣∣∫

R

|t|s sgn t dt
(t− iy)tk1

∏m
p=2(−it− yp)kp

∣∣∣∣ ≤ 2|y|k1
∫ ∞

0

tRe s−k1 dt

(t2 + y2)1/2
∏m
p=2(t2 + y2

p)kp/2

≤ 2|y|k1
(( m∏

p=2

yp

)−1
∫ 1

0

tRe s−k1 dt

(t2 + y2)1/2
+
∫ ∞

1

tRe s−n−2 dt

)

≤ |y|k1
(
C1

∫ 1

0

tRe s−k1 dt

(t2 + y2)1/2
+ C2

)
= o(1),

as y → 0, since

|y|k1
∫ 1

0

tRe s−k1 dt

(t2 + y2)1/2
≤ |y|k1−1

∫ √|y|
0

tRe s−k1 dt+ |y|k1−1/2

∫ 1

√
|y|
tRe s−k1 dt = o(1),

as y → 0. Thus (2.3.14) is valid for y = 0. Therefore, statement (c) is established for |y|s,
while for |y|s sgn y it can be proved similarly.

As a corollary of Theorem 2.3.1, we obtain interpolation formulae for fs,l,ν .

Corollary 2.3.3. Let ν be a positive integer. Then the formulae

|y|s logν |y| − Ln(y, |y|s logν |y|, Hn+1(y))

= −Hn+1(y)
π

ν∑
q=0

(
ν

q

)
(π/2)q sin((s+ q)π/2)

∫
R

|t|s logν−q |t| sgn t dt
(t− iy)Hn+1(−it)

, (2.3.15)

|y|s logν |y| sgn y − Ln(y, |y|s logν |y| sgn y,Hn+1(y))

= − iHn+1(y)
π

ν∑
q=0

(
ν

q

)
(π/2)q cos((s+ q)π/2)

∫
R

|t|s logν−q |t|dt
(t− iy)Hn+1(−it)

, (2.3.16)

hold in cases (a)–(c) of Theorem 2.3.1.

Proof. Proposition 2.3.2 shows that both sides of identities (2.3.5) and (2.3.6) are analytic
functions of s in cases (a), (b), and (c) of Theorem 2.3.1 (for y = 0 in case (c), both sides
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of (2.3.5) and (2.3.6) are identically zero). Then using relations (2.3.8) of Proposition
2.3.2, we differentiate ν times both sides of (2.3.5) and (2.3.6) with respect to s and
arrive at (2.3.15) and (2.3.16) in cases (a)–(c) of Theorem 2.3.1.

2.3.2. Symmetric nodes. Since fs,l,ν are either even or odd functions, formulae (2.3.5),
(2.3.6), (2.3.15), and (2.3.16) can be simplified for symmetric nodes.

In the following corollary we consider interpolation formulae only for functions fs,0,0,
fs,1,0, f2m,0,1, and f2m+1,1,1, where m = 0, 1, . . . , and for even (statement (a)) and odd
(statement (b)) polynomials Hn+1. Some of these identities will be used in Chapter 4 to
obtain asymptotic representations for the zeta functions.

Corollary 2.3.4. Let x1, . . . , xM be distinct points from (0,∞) and let N and kp, 1 ≤
p ≤M , be positive integers. Then the following statements hold:

(a) Let

n = 2N − 1, Hn+1(y) = G2N (y) :=
M∏
p=1

(y2 − x2
p)
kp , G2N (0) 6= 0,

Hn+1(−it) = G2N (it) = (−1)N
M∏
p=1

(t2 + x2
p)
kp ,

M∑
p=1

kp = N.

Then for each of the functions fs,0,0, fs,1,0, f2m,0,1, and f2m+1,1,1 there exists a unique
polynomial Ln ∈ Pn (Ln = L2N−2 ∈ P2N−2 for even functions and Ln = L2N−1 ∈ P2N−1

for odd ones) interpolating the corresponding function at ±xp of multiplicity kp, 1≤p≤M ,
such that for y ∈ R \ {0},

|y|s − L2N−2(y, |y|s, G2N (y)) = −2 sin(sπ/2)
π

G2N (y)

×
∫ ∞

0

ts+1 dt

(t2 + y2)G2N (it)
, −2 < Re s < 2N − 1, s 6= 0, 2, . . . ; (2.3.17)

|y|s sgn y − L2N−1(y, |y|s sgn y,G2N (y)) =
2 cos(sπ/2)

π
yG2N (y)

×
∫ ∞

0

ts dt

(t2 + y2)G2N (it)
, −1 < Re s < 2N, s 6= 1, 3, . . . ; (2.3.18)

y2m log |y| − L2N−2(y, y2m log |y|, G2N (y))

= (−1)m+1G2N (y)
∫ ∞

0

t2m+1 dt

(t2 + y2)G2N (it)
, m = 0, 1, . . . , N − 1; (2.3.19)

y2m+1 log |y| − L2N−1(y, y2m+1 log |y|, G2N (y))

= (−1)m+1yG2N (y)
∫ ∞

0

t2m+1 dt

(t2 + y2)G2N (it)
, m = 0, 1, . . . , N − 1. (2.3.20)

(b) Let

n = 2N, Hn+1(y) = yG2N (y) = y

M∏
p=1

(y2 − x2
p)
kp ,

Hn+1(−it) = G2N (it) = (−1)N
M∏
p=1

(t2 + x2
p)
kp ,

M∑
p=1

kp = N.



26 2. Integral formulae for the interpolation error term

Then for each of the functions fs,0,0, fs,1,0, f2m,0,1, and f2m+1,1,1 there exists a unique
polynomial Ln ∈ Pn (Ln = L2N ∈ P2N for even functions and Ln = L2N−1 ∈ P2N−1 for
odd ones) interpolating the corresponding function at the origin of multiplicity 1 and at
±xp of multiplicity kp, 1 ≤ p ≤M , such that for y ∈ R \ {0},

|y|s − L2N (y, |y|s, yG2N (y)) =
2 sin(sπ/2)

π
y2G2N (y)

×
∫ ∞

0

ts−1 dt

(t2 + y2)G2N (it)
, 0 < Re s < 2N + 1, s 6= 2, 4, . . . ; (2.3.21)

|y|s sgn y − L2N−1(y, |y|s sgn y, yG2N (y)) =
2 cos(sπ/2)

π
yG2N (y)

×
∫ ∞

0

ts dt

(t2 + y2)G2N (it)
, 0 < Re s < 2N, s 6= 1, 3, . . . ; (2.3.22)

y2m log |y| − L2N (y, y2m log |y|, yG2N (y))

= (−1)my2G2N (y)
∫ ∞

0

t2m−1 dt

(t2 + y2)G2N (it)
, m = 1, 2, . . . , N ; (2.3.23)

y2m+1 log |y| − L2N−1(y, y2m+1 log |y|, yG2N (y))

= (−1)m+1yG2N (y)
∫ ∞

0

t2m+1 dt

(t2 + y2)G2N (it)
, m = 0, 1, . . . , N − 1. (2.3.24)

Proof. We first prove relations (2.3.18) and (2.3.20). Using (2.3.6) from Theorem 2.3.1(a)
for Hn+1 = G2N , y ∈ R \ {0}, and −1 < Re s < 2N , we obtain

|y|s sgn y − L2N−1(y, |y|s sgn y,G2N (y)) =
−i cos(sπ/2)

π
G2N (y)

∫
R

|t|s dt
(t− iy)G2N (−it)

=
−i cos(sπ/2)

π
G2N (y) lim

R→∞

(∫ R

−R

t|t|s dt
(t2 + y2)G2N (it)

+ iy

∫ R

−R

|t|s dt
(t2 + y2)G2N (it)

)
=

2 cos(sπ/2)
π

yG2N (y)
∫ ∞

0

ts dt

(t2 + y2)G2N (it)
.

Thus (2.3.18) is valid. Next similarly using (2.3.16) from Corollary 2.3.3 for s = 2m+ 1,
m = 0, 1, . . . , N − 1, and ν = 1, we obtain

y2m+1 log |y| − L2N−1(y, y2m+1 log |y|, G2N (y)) = − i(−1)m+1

2
G2N (y)

∫
R

|t|2m+1 dt

(t− iy)G2N (it)

=
(−1)m+1

2
yG2N (y)

∫
R

|t|2m+1 dt

(t2 + y2)G2N (it)
.

Hence (2.3.20) follows.
All other identities are corollaries of (2.3.18) and (2.3.20). Indeed, since L2N−1 in

(2.3.18) and (2.3.20) are odd polynomials, the following implications are valid: (2.3.18)
⇒(2.3.22) and (2.3.20)⇒(2.3.24). Next, multiplying both sides of (2.3.18) by y, using the
identity

L2N (y, yf(y), yG2N (y)) = yL2N−1(y, f(y), G2N (y)) (2.3.25)

for suitable odd functions f satisfying the condition yf(y)|y=0 = 0, and replacing s with
s− 1, we arrive at (2.3.21). We can obtain similarly (2.3.23) from (2.3.20) and (2.3.25).
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Finally, replacing s with s+2 in (2.3.21), dividing both sides by y2, and using the identity

L2N (y, y2f(y), yG2N (y)) = y2L2N−2(y, f(y), G2N (y)) (2.3.26)

for suitable even functions f satisfying the condition y2f(y)|y=0 = 0, we arrive at (2.3.17).
We can obtain similarly (2.3.19) from (2.3.23) and (2.3.26).

It remains to prove identities (2.3.25) and (2.3.26). Indeed, let f be an even function
which is (kp − 1)-differentiable at xp, 1 ≤ p ≤ M ,

∑M
p=1 kp = N, and y2f(y)|y=0 = 0.

Then the polynomial

L2N−2(y, f(y), G2N (y)) = L2N−1(y, f(y), G2N (y))

interpolates f at ±xp of multiplicity kp, 1 ≤ p ≤ M ,
∑M
p=1 kp = N. Next, for each ±xp

and 0 ≤ j ≤ kp − 1, 1 ≤ p ≤M,

(dj/dyj)(y2f(y))y=±xp = x2
pf

(j)(±xp)± 2jxpf (j−1)(±xp) + j(j − 1)f (j−2)(±xp)

= x2
pL

(j)
2N−2(±xp)± 2jxpL

(j−1)
2N−2(±xp) + j(j − 1)L(j−2)

2N−2(±xp)
= (dj/dyj)(y2L2N−2(y))y=±xp .

Therefore, the polynomial y2L2N−2(y, f(y), G2N (y)) ∈ Pn interpolates y2f(y) at ±xp of
multiplicity kp, 1 ≤ p ≤M ,

∑M
p=1 kp = N, and, in addition, it interpolates y2f(y) at the

origin of multiplicity 1. Hence (2.3.26) follows. Identity (2.3.25) can be proved similarly.

Remark 2.3.5. Note that an identity like (2.3.17) for s > 0 and Lagrange interpolation
was established by Bernstein [5, p. 98] who used (2.1.2) and the Cauchy theorem to prove
his result. Various versions of Bernstein’s identity were found by the author [19, 20, 21, 23].
In particular, the case of 0 < Re s < 2N and the Chebyshev nodes was discussed in [21].
A similar identity for s > 0 and the Chebyshev nodes was found by Lubinsky [38] as a
corollary of (2.1.4).

Remark 2.3.6. In Section 4.2 we shall use the following integral representations for ζ(s)
and β(s) (see Proposition 4.2.1):

2Γ (s)β(s) =
∫ ∞

0

ts−1

cosh t
dt, Re s > 0; (2.3.27)

2(1− 2−s)Γ (s)ζ(s) =
∫ ∞

0

ts−1

sinh t
dt, Re s > 1; (2.3.28)

21−s(1− 21−s)Γ (s+ 1)ζ(s) =
∫ ∞

0

ts

cosh2 t
dt, Re s > −1; (2.3.29)

21−sΓ (s+ 1)ζ(s) =
∫ ∞

0

ts

sinh2 t
dt, Re s > 1. (2.3.30)

On the other hand, for any increasing sequence {βN}∞N=1 of positive numbers with
limN→∞ βN = ∞, formulae (2.3.21) and (2.3.23) for large enough N can be written
in the form (Re s > 0, s 6= 2, 4, . . . , m = 1, 2, . . .):

|y|s − L2N (y, |y|s, yG2N (y)) =
2 sin(sπ/2)

πβsN
G2N (y)

×
(∫ ∞

0

ts−1 dt

G2N (it/βN )
− 1

(βNy)2

∫ ∞
0

ts+1 dt

(1 + t2/(βNy)2)G2N (it/βN )

)
, (2.3.31)
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|y|2m log |y| − L2N (y, |y|2m log |y|, yG2N (y)) =
(−1)m

β2m
N

G2N (y)

×
(∫ ∞

0

t2m−1 dt

G2N (it/βN )
− 1

(βNy)2

∫ ∞
0

t2m+1 dt

(1 + t2/(βNy)2)G2N (it/βN )

)
. (2.3.32)

The idea of transition from formulae (2.3.31) and (2.3.32) to pointwise asymptotic repre-
sentations for ζ(s) and β(s) is based on the following simple observation. Let {P2N+d}∞N=1

be a sequence of even or odd polynomials P2N+d ∈ P2N+d having all real and distinct ze-
ros and normalized by P (d)

2N+d(0) = 1, N = 1, 2, . . . , d = 0, 1. In addition, we assume that
βdNP2N+d(z/βN ) = cos(z − dπ/2)(1 + o(1)) as N → ∞, uniformly in some complex γN -
neighborhood of zero, where limN→∞ γN =∞. Then setting G2kN (z) = y−kd+1P k2N+d(z),
k = 1, 2, d = 0, 1, in (2.3.31) and (2.3.32), we can show that under some conditions the
first integral on the right-hand sides of (2.3.31) and (2.3.32) approaches the corresponding
integral on the right-hand sides of (2.3.27)–(2.3.30) as N →∞, while the second integral
will serve as a part of the remainder.

Properties of polynomial sequences {P2N+d}∞N=1 are discussed in Chapter 3. Four
families of asymptotic formulae for ζ(s) and β(s) are presented in Chapter 4. More-
over, it is possible to extend these formulae to a broader domain compared with original
representations (2.3.27)–(2.3.30).



3. Asymptotic properties of special sequences of polynomials

In this chapter we introduce special sequences of polynomials and study their asymptotic
properties. Here and in what follows, d denotes an index that takes the values of 0 or 1.

3.1. Three classes of special sequences of polynomials. In this section we discuss
properties of sequences of normalized polynomials with real zeros that satisfy certain
asymptotic conditions.

Let β = β(d) = {βN}∞N=1 and γ = γ(d) = {γN}∞N=1 be increasing sequences of positive
numbers and δ = δ(d) = {δN}∞N=1 a decreasing sequence of positive numbers, satisfying
the conditions

lim
N→∞

βN = lim
N→∞

γN = lim
N→∞

δ−1
N =∞. (3.1.1)

3.1.1. Class Pd(β, γ, δ). We first define our major class of special sequences of polyno-
mials. This class will be used in pointwise asymptotics for the zeta functions.

Definition 3.1.1. Let Πd = {P2N+d}∞N=1 be a sequence of even (if d = 0) or odd (if
d = 1) polynomials P2N+d ∈ P2N+d satisfying the following properties for N = 1, . . . :

(C1) Real zeros: P2N+d has only real zeros of multiplicity 1.
(C2) Normalization:

P
(d)
2N+d(0) = 1. (3.1.2)

(C3) Strong asymptotics: There exists a positive constant C1 independent of N and z

such that, for any z ∈ C with |z| ≤ γN ,

|βdN P2N+d(z/βN )− cos(z − dπ/2)| ≤ C1δN min{|z|2, 1}
{

cosh |z|, d = 0,
sinh |z|, d = 1.

(3.1.3)

Then we write Πd ∈ Pd = Pd(β, γ, δ).

The following asymptotic property of zeros of P2N+d ∈ Πd holds:

Proposition 3.1.2. Let 0 < z1,N,d < z2,N,d < · · · < zN,N,d be positive zeros of a polyno-
mial P2N+d ∈ Πd, N = 1, 2, . . . , Πd ∈ Pd(β, γ, δ). Then

lim
N→∞

βNzp,N,d = (2p+ d− 1)π/2, p = 1, 2, . . . , (3.1.4)

and
sup
N∈N

βNzp,N,d ≤ C(p, d), p = 1, 2, . . . . (3.1.5)

Proof. Property (C3) of Definition 3.1.1 shows that for any M > 0,

lim
N→∞

βNP2N+d(z/βN ) = cos(z − dπ/2) (3.1.6)

uniformly in the disk DM (0). Next note that the functions on both sides of (3.1.6) are

[29]
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analytic in DM (0) and, in addition, all positive zeros of cos(z− dπ/2) are λd,p := (2p+ d

− 1)π/2, p=1, 2, . . . . Then by the Hurwitz theorem [50, Sect. 3.4.5], for any ρ∈ (0, π/2)
and a fixed p = 1, 2, . . . , there exists a number ν = ν(ρ, p) such that for all N > ν, a
polynomialP2N+d(z/βN ) has the only zero in each diskDρ(λd,m), 1 ≤ m ≤ p, and moreover,
P2N+d(z/βN ) has no zeros in (0, λd,p) \

⋂p
m=1Dρ(λd,m). Thus βNzm,N,d ∈ Dρ(λd,m),

1 ≤ m ≤ p, and this proves (3.1.4). Finally, (3.1.5) follows immediately from (3.1.4).

3.1.2. Class P∗d(β, γ, δ). The following class contains special sequences of polynomials
with explicit properties of their coefficients. This class will be used in Section 3.2 to show
that some special sequences of polynomials belong to Pd(β, γ, δ).

Definition 3.1.3. Let Πd = {P2N+d}∞N=1 be a sequence of even (if d = 0) or odd (if
d = 1) polynomials P2N+d ∈ P2N+d with real distinct zeros of the form

βdNP2N+d(z/βN ) =
N∑
m=0

(−1)m

(2m+ d)!
µ2m+d,Nz

2m+d, N = 1, 2, . . . , (3.1.7)

where the coefficients µ2m+d,N , 0 ≤ m ≤ N satisfy the following properties:

(D1) Positivity : µ2m+d,N > 0, 1 ≤ m ≤ N .
(D2) Normalization: µd,N = 1.
(D3) Strong asymptotics: There exists a positive constant C2 independent of N with

sup
0≤m≤γN

|µ2m+d,N − 1| ≤ C2δN .

(D4) Boundedness:
sup
N

sup
0≤m≤γN

µ2m+d,N = C0 <∞.

Then we write Πd ∈ P∗d = P∗d(β, γ, δ).

Remark 3.1.4. Note that property (D1) follows from (D2) by Descartes’ rule of signs.

Some properties of polynomial sequences from P∗d and a relationship between the
classes P∗d and Pd are discussed in the next two propositions. We use the following addi-
tional notation in these propositions: For an integer k ≥ 0, a ∈ R, and α = {αN}∞N=1,
let

αk := {αN+k}∞N=1, α− a := {αN − a}∞N=1, aα := {aαN}∞N=1.

In addition, we note that in the next proposition a sequence γ = {γN}∞N=1 may include
negative numbers. In order to define P∗d for such a sequence, we assume by the convention
that property (D3) is always true for negative γN .

The following proposition is helpful in constructing new classes P∗d from existing ones.

Proposition 3.1.5. The following two statements are equivalent:

(A) {P2N+d}∞N=1 ∈ P∗d(β, γ, δ).
(B) For every integer s ≥ 0,{

P
(s)
2N+s+|d−s∗|(z)

P
(s+|d−s∗|)
2N+s+|d−s∗|(0)

}∞
N=1

∈

{
P∗|d−s∗|(βbs/2c, γbs/2c − bs/2c, δbs/2c), d ≥ s∗,
P∗|d−s∗|(βbs/2c+1, γbs/2c+1 − bs/2c − 1, δbs/2c+1), d < s∗,

where s∗ := s− 2bs/2c.
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Proof. Since statement (A) is a special case of (B) for s = 0, we prove the implication
(A)⇒(B). Assume that property (A) is valid. We first consider the case d ≥ s∗. Then
using expansion (3.1.7), we obtain

βd−sN+bs/2cP
(s)
2N+s+d−s∗(z/βN+bs/2c)

= (βdN+bs/2cP2N+2bs/2c+d(z/βN+bs/2c))(s)

=
(N+bs/2c∑

m=0

(−1)m

(2m+ d)!
µ2m+d,N+bs/2cz

2m+d

)(s)

= (−1)bs/2c
N∑
m=0

(−1)m

(2m+ d− s∗)!
µ2m+2bs/2c+d,N+bs/2cz

2m+d−s∗ . (3.1.8)

In addition, differentiating (3.1.8) d− s∗ times, we obtain

βs
∗−s
N+bs/2cP

(s+d−s∗)
2N+s+d−s∗(0) = (−1)bs/2cµ2bs/2c+d,N+bs/2c, (3.1.9)

since (d− s∗)! = 1. Then (3.1.8) and (3.1.9) imply the identity

βd−s
∗

N+bs/2cP
(s)
2N+s+d−s∗(z/βN+bs/2c)

P
(s+d−s∗)
2N+s+d−s∗(0)

=
N∑
m=0

(−1)m

(2m+ d− s∗)!
µ2m+2bs/2c+d,N+bs/2c

µ2bs/2c+d,N+bs/2c
z2m+d−s∗ . (3.1.10)

Setting

µ∗2m+d−s∗,N := µ2m+2bs/2c+d,N+bs/2c/µ2bs/2c+d,N+bs/2c, 0 ≤ m ≤ N,

we see that µ∗2m+d−s∗,N > 0, 0 ≤ m ≤ N, and µ∗d−s∗,N = 1. Moreover, it follows from
(D4) and the relation µ2bs/2c+d,N+bs/2c = 1 +O(δN+bs/2c) as N →∞ that

C∗0 := sup
N

sup
0≤m≤N

µ∗2m+d−s∗,N

≤ C sup
N

sup
0≤m≤N+bs/2c

µ2m+d,N+bs/2c ≤ CC0 <∞.

Finally, using property (D3), we obtain, as N →∞,

sup
0≤m≤γN+bs/2c−bs/2c

|µ∗2m+d−s∗,N − 1|

≤ sup
0≤m≤γN+bs/2c−bs/2c

(|µ2m+2bs/2c+d,N+bs/2c − 1|+ |µ2bs/2c+d,N+bs/2c − 1|)

÷ µ2bs/2c+d,N+bs/2c

≤ 2C2δN+bs/2c/(1 +O(δN+bs/2c)) ≤ CδN+bs/2c.

Thus the coefficients µ∗2m+d−s∗,N , 0 ≤ m ≤ N , satisfy properties (D1)–(D4) for the class
P∗|d−s∗|(βbs/2c, γbs/2c − bs/2c, δbs/2c). Therefore, statement (B) holds for d ≥ s∗.
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The case d < s∗, that is, d = 0 and s∗ = 1, can be proved similarly. Indeed, by (3.1.7),

β−sN+bs/2cP
(s)
2N+s+1(z/βN+bs/2c) = (P2N+2bs/2c+2(z/βN+bs/2c))(s)

=
(N+bs/2c+1∑

m=0

(−1)m

(2m)!
µ2m,N+bs/2c+1z

2m

)(s)

= (−1)bs/2c+1
N∑
m=0

(−1)m

(2m+ 1)!
µ2m+2bs/2c+2,N+bs/2c+1z

2m+1. (3.1.11)

Hence
β−s−1
N+bs/2cP

(s+1)
2N+s+1(0) = (−1)bs/2c+1µ2bs/2c+2,N+bs/2c+1. (3.1.12)

Next, it follows from (3.1.11) and (3.1.12) that

βN+bs/2cP
(s)
2N+s+1(z/βN+bs/2c)

P
(s+1)
2N+s+1(0)

=
N∑
m=0

(−1)m

(2m+ 1)!
µ2m+2bs/2c+2,N+bs/2c+1

µ2bs/2c+2,N+bs/2c+1
z2m+1.

The proof of the fact that the coefficients

µ∗2m,N := µ2m+2bs/2c+2,N+bs/2c+1/µ2bs/2c+2,N+bs/2c+1, 0 ≤ m ≤ N,

satisfy properties (D1)–(D4) for the class P∗1(βbs/2c+1, γbs/2c+1 − bs/2c − 1, δbs/2c+1) is
similar to that in the case d ≥ s∗. Therefore, statement (B) holds for d < s∗ as well.

Proposition 3.1.6. If there exist constants h ∈ (0, 1) and C3 > 0 such that

hγN ≤ C3δN , N = 1, 2, . . . , (3.1.13)

then
P∗d(β, bγ, δ) ⊆ Pd(β, γ, δ), (3.1.14)

where b = b(h) ∈ (e/2,∞) is the only solution to the equation (e/(2b))2b = h.

Proof. We first note that (D2) implies (C2). Next, let {P2N+d}∞N=1 ∈ P∗d(β, bγ, δ). Then
by (3.1.7),

βdNP2N+d(z/βN )− cos(z − dπ/2)

=
bbγNc∑
m=0

(−1)m

(2m+ d)!
(µ2m+d,N − 1)z2m+d +

N∑
m=bbγNc+1

(−1)m

(2m+ d)!
µ2m+d,Nz

2m+d

+
∞∑

m=bbγNc+1

(−1)m+1

(2m+ d)!
z2m+d = I1(z) + I2(z) + I3(z). (3.1.15)

Further, taking account of the elementary estimate (y > 0)

Hd(y) :=
∞∑
m=1

y2m+d

(2m+ d)!
≤ min{y2, 1}

{
cosh y, d = 0,
sinh y, d = 1,

(3.1.16)

we deduce from properties (D2) and (D3) that

|I1(z)| ≤ sup
1≤m≤bγN

|µ2m+d,N − 1|Hd(|z|) ≤ C2δNHd(|z|). (3.1.17)
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In addition, it follows from property (D4) that

|I2(z)|+ |I3(z)| ≤ (1 + C0)
∞∑

m=bbγNc+1

|z|2m+d

(2m+ d)!

≤ (1 + C0)(2 + d)!
|z|2bbγNc

(2bbγNc+ 2)!

∞∑
m=1

|z|2m+d

(2m+ d)!
. (3.1.18)

If 1 ≤ |z| ≤ γN , then from (3.1.16), (3.1.18) and (3.1.13) we have

|I2(z)|+ |I3(z)| ≤ (1 + C0)(2 + d)!
(

e|z|
2bbγNc+ 2

)2bbγNc+2

Hd(|z|)

≤ (1 + C0)(2 + d)!
(
e|z|

2bγN

)2bγN

Hd(|z|) ≤ (1 + C0)(2 + d)!
(
e

2b

)2bγN

Hd(|z|)

≤ (1 + C0)(2 + d)!C3δNHd(|z|). (3.1.19)

If 0 ≤ |z| < 1, then from (3.1.16), (3.1.18) and (3.1.13) we obtain

|I2(z)|+ |I3(z)| ≤ (1 + C0)(2 + d)!C4(e/(2bγN ))2bγNHd(|z|)
≤ (1 + C0)(2 + d)!C5(e/(2b))2bγNHd(|z|)
≤ (1 + C0)(2 + d)!C5C3δNHd(|z|). (3.1.20)

Therefore, relations (3.1.15), (3.1.16), (3.1.17), (3.1.19), and (3.1.20) imply (3.1.3) with
|z| ≤ γN and C1 = C2 + (1 + C0)(2 + d)!C3(1 + C5).

Remark 3.1.7. We note that if condition (3.1.13) holds and

{P2N+d}∞N=1 ∈ P∗d(β, bγ, δ),

then for any integer s ≥ 0, large enough N , and for

|z| ≤
{
γN+bs/2c − bs/2c/b, d ≥ s∗,
γN+bs/2c − (bs/2c+ 1)/b, d < s∗,

where s∗ = s−2bs/2c and b is defined in Proposition 3.1.6, the following strong asymptotic
is valid:∣∣∣∣β|d−s

∗|
N+bs/2cP

(s)
2N+s+|d−s∗|(z/βN+bs/2c)

P
(s+|d−s∗|)
2N+s+|d−s∗|(0)

− cos(s)(z − dπ/2)
cos(s+|d−s∗|)(dπ/2)

∣∣∣∣
≤ C∗1δN+bs/2cmin{|z|2, 1}

{
cosh |z|, |d− s∗| = 0,
sinh |z|, |d− s∗| = 1.

(3.1.21)

Inequality (3.1.21) follows from Propositions 3.1.5, 3.1.6, and the identity

cos(s)(z − dπ/2)/cos(s+|d−s∗|)(−dπ/2) = cos(z − |d− s∗|π/2).

3.1.3. Class P∗∗d (β, γ, δ,W, k). Finally, we define a class of special sequences of polyno-
mials associated with some weights w and an index k that takes the values of 1 or 2. This
class will be used for asymptotic formulae for the zeta functions in Lp,w-spaces.

Definition 3.1.8. Let k = 1 or k = 2 and let W := {w(y,N)}∞N=1 be a sequence of
even integrable weights on (−a, a), where a = 1 or a = ∞. Let Πd = {P2N+d}∞N=1 be a
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sequence of even (if d = 0) or odd (if d = 1) polynomials P2N+d ∈ P2N+d, N = 1, 2, . . . ,
satisfying properties (C1)–(C3) (that is, Πd ∈ Pd(β, γ, δ)). In addition, we assume that
the weights and the polynomials have the following properties:

(C4) w(0, N) = 1,N = 1, 2, . . . , and the sequence {w(y/βN , N)}∞N=1 converges uniformly
to 1 on any finite interval [−B,B] ⊂ (−∞,∞) as N →∞.

(C5) There exists an even measurable function ψ(y) ≥ 0, y ∈ (−a, a), independent of N ,
such that the following properties hold:

(C5.1) ψ is continuous at zero and ψ(0) ≥ 1.
(C5.2) There exists a nondecreasing sequence of positive numbers aN ≥ 1 such that

|P2N+d(y)|w(y,N) ≤ β−dN ψ(y/aN ), N = 1, 2, . . . , y ∈ (−a, a).

For a = 1 we assume an = 1, N = 1, 2 . . . .
(C5.3) There exist p0 = p0(k) and p1 = p1(k), 0 ≤ p0 < p1 ≤ ∞, such that for all

p ∈ (p0, p1) and any c ∈ (0, a),
∫ a
c
y−(2+kd)pψkp(y/aN )dy <∞.

(C5.4) For N = 1, 2 . . . and each p ∈ (p0, p1), where p0(k) and p1(k) satisfy (C5.3),∫ a

0

|y−dkP k2N+d(y)wk(y,N)|pdy <∞.

Then we write Πd ∈ P∗∗d = P∗∗d (β, γ, δ,W, k).

Remark 3.1.9. For example the function ψ(y) = 1 satisfies properties (C5.1) and (C5.3)
with p0 = 0, p1 = ∞ if a = 1 and p0 = 1/(2 + kd), p1 = ∞ if a = ∞. In addition,
(C5.2)⇒(C5.4) for this function if a = 1.

Remark 3.1.10. If a weight w(y) = w(y,N) does not depend on N and w(y) is contin-
uous at zero with w(0) = 1, then property (C4) is trivially satisfied.

Remark 3.1.11. In the next section we consider examples of nonempty classes Pd, P∗d,
and P∗∗d with certain β, γ, δ and W .

Remark 3.1.12. We remark that the polynomial sequence

Πd = {P2N+d}∞N=1 =
{
zd
(

1 +
N∑
m=1

(−1)m(1 + δN )
(2m+ d)!

(βNz)2m

)}∞
N=1

satisfies properties (D1)–(D4) of Definition 3.1.3 for any β, γ, and δ. However, Πd /∈
P∗d(β, γ, δ), since for N ≥ 3 not all zeros of P2N+d are real. Indeed, it suffices to show
that the polynomial

QN (y) :=
1

1 + δN
+

N∑
m=1

(−1)m

(2m+ d)!
ym

has less than N real zeros. Since the quadratic polynomial

Q
(N−2)
N (y) =

(−1)N−2(N − 2)!
(2N + d− 4)!

(
1− y

2(2N + 2d− 3)
+

y2

8(2N + 2d− 1)(2N + 2d− 3)

)
has no real zeros for N ≥ 3, we conclude by Rolle’s Theorem that not all zeros of QN
are real.



3.2. Examples of sequences from the classes Pd, P∗d, and P∗∗d 35

3.2. Examples of sequences from the classes Pd, P∗d, and P∗∗d . Examples of poly-
nomial sequences presented here include normalized Gegenbauer, Chebyshev, Hermite,
Williams–Apostol, and Lommel polynomials and, in addition, normalized polynomials
with equidistant zeros.

We recall that d = 0 or d = 1 and k = 1 or k = 2. Here, we find some classical
representatives of the classes Pd, P∗d, and P∗∗d . In addition, if positive zeros zp,N,d of P2N+d

can be found explicitly, we compute P ′2N+d(zp,N,d) and P ′′2N+d(zp,N,d)/P
′
2N+d(zp,N,d),

1 ≤ p ≤ N , N = 1, 2, . . . . These computations are used in Section 4.4 for asymptotic
summation formulae.

3.2.1. Normalized Gegenbauer polynomials on [−1, 1]. For λ ≥ 0 andN = 1, 2, . . . ,
we define

βN := 2N + λ+ d, (3.2.1)

P2N+d(y) := Cλ2N+d(y)/(Cλ2N+d)
(d)(0)

=
N !

2dΓ (N + λ+ d)

N∑
m=0

(−1)m

(2m+ d)!
Γ (N +m+ λ+ d)22m+d

(N −m)!
y2m+d (3.2.2)

(see [17, Sect. 10.9]). Then by (3.1.7), (3.2.1), and (3.2.2),

µ2m+d,N =
N !Γ (N +m+ λ+ d)

Γ (N + λ+ d)(N −m)!(N + λ/2 + d/2)2m
, 0 ≤ m ≤ N, N = 1, 2, . . . .

(3.2.3)
In addition, for N = 1, 2, . . . , we define a = aN := 1 and

w(y,N) := (1− y2)λ/2−1/4, ψ(y) := (1− y2)−1/4, p0(k) := 0, p1(k) := 4/k. (3.2.4)

Then the following property holds for the normalized Gegenbauer polynomials P2N+d on
[−1, 1]:

Proposition 3.2.1. Let γ = {γN}∞N=1 be an increasing sequence satisfying the conditions

γN = o(N2/3), γN ≥ C log(N + 1), N = 1, 2, . . . , (3.2.5)

and let δ = {δN}∞N=1 be a decreasing sequence satisfying the conditions

δN ≥ γ3
N/N

2, N = 1, 2, . . . , lim
N→∞

δN = 0. (3.2.6)

Then there exists a constant b > e/2 such that for the sequences β = {βN}∞N=1 and W =
{w(y,N)}∞N=1 defined by (3.2.1) and (3.2.4), respectively, the sequence of polynomials
{P2N+d}∞N=1 defined by (3.2.2) belongs to Pd(β, b−1γ, δ), P∗d(β, γ, δ), and P∗∗d (β, b−1γ, δ,

W, k).

Proof. We first verify properties (D1)–(D4) in Definition 3.1.3. Property (D4) is satisfied
by (3.2.3) and the relations

µ2m+d,N = (N + λ/2 + d/2)−2m
m−1∏
ν=0

(N − ν)(N + ν + λ+ d)

≤
(

N2 +N(λ+ d)
N2 +N(λ+ d) + (λ/2 + d/2)2

)m
≤ 1, 1 ≤ m ≤ N,
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while properties (D1) and (D2) are trivially satisfied. Further, we note that there exist
constants C1 > 0 and C2 > 0, independent of m and N , such that for 0 ≤ m ≤ N/

√
2C1,

µ2m+d,N ≥
(

N2 −m2 + (N −m)(λ+ d)
N2 +N(λ+ d) + (λ/2 + d/2)2

)m
=
(

1− m2 +m(λ+ d) + (λ/2 + d/2)2

N2 +N(λ+ d) + (λ/2 + d/2)2

)m
≥ (1− C1m

2/N2)m ≥ e−C2m
3/N2

.

Then using (3.2.6) for 0 ≤ m ≤ γN = o(N2/3), we obtain

µ2m+d,N ≥ e−C2γ
3
N/N

2
≥ e−C2δN = 1−O(δN )

as N →∞. Hence sup0≤m≤γN (1− µ2m+d,N ) = O(δN ) as N →∞, and this yields (D3).
Thus {P2N+d}∞N=1 ∈ P∗d(β, γ, δ) since all zeros of the Gegenbauer polynomials are real
and distinct.

Next, the second condition in (3.2.5) along with the first condition in (3.2.6) yields the
estimate δN ≥C(log3(N+1))/N2, which implies the inequalities log 1/δN ≤C1 log(N+1)
≤ C2γN . Thus setting h := e−C2 , we obtain δN ≥ hγN , N = 1, 2, . . . . Therefore by
Proposition 3.1.6, there exists b ∈ (e/2,∞) such that {P2N+d}∞N=1 ∈ Pd(β, b−1γ, δ).

Further, the weight w(y) = w(y,N) and the function ψ(y) from (3.2.4) satisfy proper-
ties (C4) (see Remark 3.1.10) and (C5.1). In addition,

∫ 1

c
y−(2+kd)p(1− y2)−kp/4 dy <∞

for any c ∈ (0, 1), where p ∈ (0, 4/k), k = 1, 2. Thus properties (C5.3) and (C5.4) are
satisfied as well. Finally, we prove the inequality (with λ ≥ 0)

|P2N+d(y)|(1− y2)λ/2−1/4 ≤ CN−d(1− y2)−1/4, y ∈ (−1, 1), N = 1, 2, . . . , (3.2.7)

which establishes property (C5.2). We first note that for λ = 0, P2N+d coincides with
the Chebyshev polynomial of the first kind (2N + d)−dT2N+d. Thus (3.2.7) is trivial for
λ = 0. To prove (3.2.7) for λ > 0, we use the following Bernstein inequality [48, Th.
7.32.3]:

max
y∈[−1,1]

(1− y2)λ/2|Cλ2N+d(y)| ≤ Nλ−1/Γ (λ), λ > 0. (3.2.8)

Next, we note that for λ > 0,

(Cλ2N+d)
(d)(0) =

(−1)N2dΓ (N + λ+ d)
Γ (λ)N !

=
(−1)NNλ+d−1

Γ (λ)
(1 + o(1)) (3.2.9)

as N →∞. Then (3.2.7) for λ > 0 follows from (3.2.8) and (3.2.9). Thus property (C5.2)
is satisfied. Therefore {P2N+d}∞N=1 ∈ P∗∗d (β, b−1γ, δ,W, k).

3.2.2. Normalized Chebyshev polynomials on [−1, 1]. The Chebyshev polynomials
of the first and second kind, normalized by (C2), are special cases of the normalized
Gegenbauer polynomials for λ = 0 and λ = 1, respectively, so Proposition 3.2.1 is valid
for them. Here, we include some additional formulae for Chebyshev polynomials, their
derivatives, and zeros.

Normalized Chebyshev polynomials of the first kind on [−1, 1]. For N = 1, 2, . . . , we define
aN = a = 1 and

βN := 2N + d, (3.2.10)
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P2N+d(y) := C0
2N+d(y)/(C0

2N+d)
(d)(0) = (−1)N (2N + d)−dT2N+d(y)

= (−1)N (2N + d)−d cos((2N + d) arccos y), (3.2.11)

w(y,N) := (1− y2)λ/2−1/4, ψ(y) := (1− y2)−1/4,

p0(k) := 0, p1(k) := 4/k. (3.2.12)

Positive zeros (p = 1, . . . , N , N = 1, 2, . . .):

zp,N,d := cos
(2p− 1)π
4N + 2d

. (3.2.13)

Derivatives (p = 1, . . . , N , N = 1, 2, . . .):

P ′2N+d(zp,N,d) =
(−1)N+p+1(2N + d)1−d

sin (2p−1)π
4N+2d

, (3.2.14)

P ′′2N+d(zp,N,d) =
(−1)N+p+1(2N + d)1−d cos (2p−1)π

4N+2d

sin3 (2p−1)π
4N+2d

, (3.2.15)

P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

=
cos (2p−1)π

4N+2d

sin2 (2p−1)π
4N+2d

. (3.2.16)

Remark 3.2.2. For d = 0 and P2N (y) = T2N (y) the weight w(y,N) = 1 on [−1, 1]
satisfies properties (C4) and (C5) of Definition 3.1.8 with ψ(y) = 1 and p0(k) = 0,
p1(k) =∞. Therefore {T2N}∞N=1 ∈ P∗∗d (β, b−1γ, δ,W, k) with this weight, βN = 2N , and
γN , δN , N = 1, 2, . . . , satisfying conditions (3.2.5) and (3.2.6).

Normalized Chebyshev polynomials of the second kind on [−1, 1]. For N = 1, 2, . . . , we
define aN = a = 1 and

βN := 2N + d+ 1, (3.2.17)

P2N+d(y) := C1
2N+d(y)/(C1

2N+d)
(d)(0) = (−1)N (2N + d+ 1)−dU2N+d(y)

= (−1)N (2N + d+ 1)−d sin((2N + d) arccos y)/
√

1− y2, (3.2.18)

w(y,N) := (1− y2)1/4, ψ(y) := (1− y2)−1/4,

p0(k) := 0, p1(1) := 4, p1(2) := 2. (3.2.19)

Positive zeros (p = 1, . . . , N , N = 1, 2, . . .):

zp,N,d := cos
pπ

2N + d+ 1
. (3.2.20)

Derivatives (p = 1, . . . , N , N = 1, 2, . . .):

P ′2N+d(zp,N,d) =
(−1)N+p+1(2N + d+ 1)1−d

sin2 pπ
2N+d+1

, (3.2.21)

P ′′2N+d(zp,N,d) =
3(−1)N+p+1(2N + d+ 1)1−d cos pπ

2N+d+1

sin4 pπ
2N+d+1

, (3.2.22)

P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

=
3 cos pπ

2N+d+1

sin2 pπ
2N+d+1

. (3.2.23)
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Note that formulae (3.2.14)–(3.2.16) and (3.2.21)–(3.2.23) can be easily verified by
straightforward calculation.

3.2.3. Normalized polynomials with equidistant zeros on [−1, 1]. For N=1, 2, . . . ,
we define aN = a = 1 and

βN := (2N + d− 1)π/2, (3.2.24)

P2N+d(y) := yd
N∏
p=1

(
1−

(
2N + d− 1
2p+ d− 1

)2

y2

)
, (3.2.25)

w(y,N) :=
(√

(1− y2)((1 + y)1+y(1− y)1−y)(2N+d−1)/2
)−1;

ψ(y) := 1; p0(k) := 0, p1(k) :=∞.
(3.2.26)

Positive zeros (p = 1, . . . , N , N = 1, 2, . . .):

zp,N,d :=
2p+ d− 1
2N + d− 1

. (3.2.27)

Derivatives (p = 1, . . . , N , N = 1, 2, . . .):

P ′2N+d(zp,N,d) =
(

2p+ d− 1
2N + d− 1

)d (−1)p22N−1(2N + d− 1)!(2N + d− 1)
(2N + d− 1)!!2pd

(
2N+d−1
N−p

) , (3.2.28)

P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

= (2N + d− 1)
N+p+d−1∑
n=N−p+1

1
n
, (3.2.29)

where

(2N + d− 1)!! :=

{∏N
l=1(2l − 1), d = 0,∏N
l=1(2l), d = 1,

}
=

{
(2N−1)!

2N−1(N−1)!
, d = 0,

2NN !, d = 1.
(3.2.30)

Note that the following asymptotic relation for the constant in (3.2.28) follows from
Stirling’s formula:

22N−1(2N + d− 1)!
(2N + d− 1)!!2

=

{
24N−3(N−1)!2

(2N−1)! , d = 0,
(2N)!
2N !2 , d = 1,

= N−1/22d−2π1/2−d22N (1 + o(1)), N →∞. (3.2.31)

We first prove the formulae for the derivatives.

Lemma 3.2.3. For p = 1, . . . , N , N = 1, 2, . . . , relations (3.2.28) and (3.2.29) hold.

Proof. By straightforward calculation,

d

dy

(
P2N+d(y)

yd

) ∣∣∣∣
y=zp,N,d

= −2(2N + d− 1)
2p+ d− 1

N∏
i=1, i 6=p

(
1−

(
2p+ d− 1
2i+ d− 1

)2)

= −22N−1(2N + d− 1)(2p+ d− 1)
(2N + d− 1)!!2

N∏
i=1, i 6=p

(i− p)(i+ p+ d− 1)
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=
(−1)p22N−1(2N + d− 1)(p− 1)!(N − p)!(N + p+ d− 1)!

(2N + d− 1)!!2(p+ d− 1)!

=
(−1)p22N−1(2N + d− 1)(2N + d− 1)!

(2N + d− 1)!!2pd
(

2N+d−1
N−p

) . (3.2.32)

Then (3.2.28) follows from (3.2.32) and (3.2.27). Next we obtain

d2

dy2

(
P2N+d(y)

yd

) ∣∣∣∣
y=zp,N,d

=
d

dy

(
−2y

N∑
j=1

(
2N + d− 1)
2j + d− 1

)2 N∏
i=1, i 6=j

(
1−

(
2N + d− 1
2i+ d− 1

)2

y2

)) ∣∣∣∣
y=zp,N,d

= −2
(

2N + d− 1
2p+ d− 1

)2 N∏
i=1, i 6=p

(
1−

(
2p+ d− 1
2i+ d− 1

)2)

+ 8
N∑

j=1, j 6=p

(
2N + d− 1
2j + d− 1

)2 N∏
i=1, i 6=j, i 6=p

(
1−

(
2p+ d− 1
2i+ d− 1

)2)

=
N∏

i=1, i 6=p

(
1−

(
2p+ d− 1
2i+ d− 1

)2)

×
(
−2
(

2N + d− 1
2p+ d− 1

)2

+ 8(2N + d− 1)2
N∑

j=1, j 6=p

1
(2j + d− 1)2 − (2p+ d− 1)2

)

=
2(2N + d− 1)2

2p+ d− 1

N∏
i=1, i 6=p

(
1−

(
2p+ d− 1
2i+ d− 1

)2)

×
( N∑
j=1, j 6=p

1
j − p

−
N∑
j=1

1
j + p+ d− 1

)

= (2N + d− 1)
d

dy

(
P2N+d(y)

yd

)∣∣∣∣
y=zp,N,d

(N+p+d−1∑
n=N−p+1

1
n
− d

p

)
.

Hence

(2N + d− 1)
(N+p+d−1∑
n=N−p+1

1
n
− d

p

)
=
(
d2

dy2

(
P2N+d(y)

yd

) /
d

dy

(
P2N+d(y)

yd

))∣∣∣∣
y=zp,N,d

=
P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

− 2d
zp,N,d

.

Therefore, (3.2.29) is established.

Next, we prove the following property of the normalized polynomials P2N+d with
equidistant zeros on [−1, 1].

Proposition 3.2.4. Let γ = {γN}∞N=1 be an increasing sequence of positive numbers
satisfying the conditions
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γN = o(N1/2), lim
N→∞

γN =∞, (3.2.33)

and let δ = {δN}∞N=1 be a decreasing sequence satisfying the conditions

δN ≥ γ2
N/N, N = 1, 2, . . . , lim

N→∞
δN = 0. (3.2.34)

Then for the sequences β = {βN}∞N=1 and W = {w(y,N)}∞N=1 defined by (3.2.24) and
(3.2.26), respectively, the sequence of polynomials {P2N+d}∞N=1 defined by (3.2.25) belongs
to Pd(β, γ, δ), and P∗∗d (β, γ, δ,W, k).

The proof is based on the following properties of P2N+d:

Lemma 3.2.5. (a) The following representations for P2N+d hold (z ∈ C):

P2N+d(z) = ((2N + d− 1)π/2)−d cos((2N + d− 1)πz/2− dπ/2)

× Γ (N(1 + z) + (d− 1)z/2 + 2d−1)Γ (N(1− z)− (d− 1)z/2 + 2d−1)
Γ 2(N + 2d−1)

, (3.2.35)

P2N+d(y)w(y,N) = ((2N + d− 1)π/2)−d cos((2N + d− 1)πy/2− dπ/2)

×
(

1 +O

(
1

N(1− y2)

))
, y ∈ (−1, 1). (3.2.36)

(b) If δN ↘ 0 and γN =
√
NδN ↗∞, then uniformly on the closed disk D̄γN (0),

((2N + d− 1)π/2)dP2N+d(z/((2N + d− 1)π/2)))

= cos(z − dπ/2)(1 +O(δN min{|z|2, 1})). (3.2.37)

The constants O in (3.2.36) and (3.2.37) are independent of N , y and N , z, respectively.

Proof. Identity (3.2.35) is a combination of two known results in the theory of the gamma
function [16, eqs. (1.2.8) and (1.2.9)], while the asymptotic relation (3.2.36) was proved
by Stirling’s formula in [20, Lemma 2(b)].

To prove (3.2.37), we first note that (3.2.35) implies the identity

((2N + d− 1)π/2)dP2N+d(z/((2N + d− 1)π/2))/ cos(z − dπ/2)

= Γ−2(N + 2d−1)Γ (N + 2d−1 + z/π)Γ (N + 2d−1 − z/π). (3.2.38)

To find the asymptotic behavior of the right-hand side of (3.2.38) as N → ∞, we need
asymptotic properties of the gamma function. Stirling’s formula [16, eq. (1.18.1)] shows
that for M > 0 and w ∈ C with M + w →∞,

logΓ (M + w) = (M + w − 1/2) log(M + w)

−M − w + (1/2) log(2π) + 1/(12(M + w)) +O(|M + w|−2),

which yields the following relations as M →∞ and |w| = o(M2/3):

log
Γ (M + w)
Γ (M)

= (M + w − 1/2) log(1 + w/M)− w + w logM − w

12M(M + w)
+O(|M |−2)

= (M + w − 1/2)
(
w

M
− w2

2M2
+O

(
|w|3

M3

))
− w + w logM +O

(
|w|
M2

)
=
w(w − 1)

2M
+ w logM +O

(
|w|3

M3

)
.
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Hence if |w| = o(
√
M) as M →∞, then

Γ (M + w)
Γ (M)

= Mw

(
1 +

w(w − 1)
2M

+O

(
|w|3

M3

))
. (3.2.39)

Note that for a fixed w this asymptotic is well known [16, eq. (1.18.4)]. Then it follows
from (3.2.39) that for |w| = o(

√
M) as M →∞,

Γ−2(M)Γ (M + w)Γ (M − w) = 1 +O(|w|2/M). (3.2.40)

Next, we set M = N + 2d−1 →∞ and w = z/π and take account of the relations

|w| = O(γN ) = o(
√
M), |w|2/M ≤ C(γ2

N/N) min{|z|2, 1} ≤ CδN min{|z|2, 1}

that are valid for z ∈ D̄γN (0), by (3.2.33) and (3.2.34). Then we obtain (3.2.37) from
(3.2.38) and (3.2.40).

Proof of Proposition 3.2.4. Properties (C1) and (C2) of Definition 3.1.1 are satisfied triv-
ially. Next, property (C3) is satisfied because of Lemma 3.2.5(b). Therefore, {P2N+d}∞N=1

∈ Pd(β, γ, δ). Since the function ψ(y) = 1 and numbers p0(k) = 0, p1(k) = ∞ satisfy
properties (C5.1) and (C5.3) and, in addition, (C5.2) implies (C5.4) (see Remark 3.1.9),
it suffices to verify properties (C4) and (C5.2) of Definition 3.1.8. We first note that
w(0, N) = 1, and for βN given by (3.2.24),

w(y/βN , N) = (1− y2/β2
N )−βN/π(1 + y/βN )−y/π−1/2(1− y/βN )y/π−1/2.

Then using the elementary estimates

e−2t ≤ 1− t ≤ e−t, et/2 ≤ 1 + t ≤ et, (3.2.41)

for t ∈ [0, 1/2], we obtain

(1− y2/β2
N )−βN/π = 1 +O(y2/βN ), (1 + y/βN )−y/π−1/2 = 1 +O(y/βN ),

(1− y/βN )y/π−1/2 = 1 +O(y/βN ),

where the constants O are independent of y and N . Therefore, for any [−B,B] ⊂ (−1, 1),
supy∈[−B,B] |W (y/βN , N) − 1| ≤ C/βN . Thus (C4) is satisfied. Next, from (3.2.36) we
obtain

sup
y∈(−1,1)

|P2N+d(y)|w(y,N)

≤ ((2N + d− 1)π/2)−d
(

1 + C sup
y∈(−1,1)

|cos((2N + d− 1)πy/2− dπ/2)|
N(1− y2)

)
≤ C((2N + d− 1)π/2)−d, (3.2.42)

that is, property (C5.2) is satisfied as well. Thus {P2N+d}∞N=1 ∈ P∗∗d (β, γ, δ,W, k).

3.2.4. Normalized Hermite polynomials on (−∞,∞). For N = 1, 2, . . . , we define

βN :=
√

4N + 2d+ 1, (3.2.43)

P2N+d(y) := H2N+d(y)/H(d)
2N+d(0) = N !

N∑
m=0

(−1)m

(2m+ d)!
22m

(N −m)!
y2m+d (3.2.44)
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(see [17, Sect. 10.13]). Then by (3.1.7), (3.2.43), and (3.2.44),

µ2m+d,N =
N !

(N −m)!(N + d/2 + 1/4)m
, 0 ≤ m ≤ N, N = 1, 2, . . . . (3.2.45)

In addition, we define a =∞ and for N = 1, 2, . . . ,

w(y,N) := e−y
2/2, ψ(y) := |1− y2|−1/4, aN :=

√
4N + 2d,

p0(k) := (2 + kd+ k/2)−1, p1(k) := 4/k.
(3.2.46)

Note that aN in (3.2.46) is the (2N + d)th Mhaskar–Rakhmanov–Saff number for the
exponential weight e−y

2/2 (see [37, p. 124]).
Then the following property holds for the normalized Hermite polynomials P2N+d on

(−∞,∞):

Proposition 3.2.6. Let γ = {γN}∞N=1 be an increasing sequence satisfying the conditions

γN = o(N1/2), γN ≥ C log(N + 1), N = 1, 2, . . . , (3.2.47)

and let δ = {δN}∞N=1 be a decreasing sequence satisfying the conditions

δN ≥ γ2
N/N, N = 1, 2, . . . , lim

N→∞
δN = 0. (3.2.48)

Then there exists a constant b > e/2 such that for the sequences β = {βN}∞N=1 and W =
{w(y,N)}∞N=1 defined by (3.2.43) and (3.2.46), respectively, the sequence of polynomials
{P2N+d}∞N=1 defined by (3.2.44) belongs to Pd(β, b−1γ, δ), P∗d(β, γ, δ), and P∗∗d (β, b−1γ, δ,

W, k).

Proof. Properties (D1) and (D2) of Definition 3.1.3 are trivially satisfied, while property
(D4) follows from (3.2.45) and the relations

µ2m+d,N =
m−1∏
ν=0

(
N − ν

N + d/2 + 1/4

)
< 1, 1 ≤ m ≤ N. (3.2.49)

Next, we have the inequality

1− µ2m+d,N ≤ Cm2/N, 0 ≤ m ≤ C1

√
N, N = 1, 2, . . . , (3.2.50)

where C and C1 are independent of m and N . Indeed, by (3.2.49), for 0 ≤ m ≤ C1

√
N ,

N = 1, 2, . . . ,

µ2m+d,N ≥
(

1− m

N + 1

)m
≥ exp

(
− 2m2

N + 1

)
≥ 1− Cm2/N. (3.2.51)

Thus (3.2.50) follows from (3.2.51). Since γN = o(N1/2), we obtain from (3.2.50) and
(3.2.48) the estimate

sup
0≤m≤γN

(1− µ2m+d,N ) ≤ Cγ2
N/N ≤ CδN .

Therefore, property (D3) is satisfied, so {P2N+d}∞N=1 ∈ P∗d(β, γ, δ) since all zeros of the
Hermite polynomials are real and distinct.

Similarly to the proof of Proposition 3.2.1, we conclude that (3.2.47) and (3.2.48) im-
ply (3.1.13) for some h ∈ (0, 1). Therefore by Proposition 3.1.6, there exists b ∈ (e/2,∞)
such that {P2N+d}∞N=1 ∈ Pd(β, b−1γ, δ).
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Next we note that properties (C4) (see Remark 3.1.10), (C5.1), and (C5.4) of Def-
inition 3.1.8 are satisfied trivially. Further, it is easy to see that for any c > 0 and
p ∈ (p0(k), p1(k)),∫ ∞

c

dy

y(2+kd)p|1− y2/a2
N |kp/4

= a1−2p
N

∫ ∞
c/aN

dy

y(2+kd)p|1− y2|kp/4
<∞.

Thus property (C5.3) is satisfied for p0(k) = (2 + kd + k/2)−1, p1(k) = 4/k, k = 1, 2.
Finally, we shall show that property (C5.2) is satisfied. Indeed,

sup
y∈R
|H2N+d(y)|e−y

2/2|1− y2/a2
N |1/4 ≤ Ca

−1/2
N h

1/2
2N+d, (3.2.52)

where aN is defined in (3.2.46) and h2N+d :=
∫

R H
2
2N+d(y)e−y

2/2dy. This estimate was
established by Levin and Lubinsky (see [34], [37, p. 147], and [35, p. 325]) for more general
exponential weights. To show that (3.2.52) implies (C5.2), we note that

h
1/2
2N+d = (

√
π22N+d(2N + d)!)1/2,

H
(d)
2N+d(0) = (−1)N (2N + d)!2d/N !

(see [17, Sect. 10.13]). Hence by Stirling’s formula,

|H(d)
2N+d(0)|

h
1/2
2N+d

=
2d/2(2N + d)!1/2

π1/42NN !
= 2dπ−1/2Nd/2−1/4(1 + o(1)) (3.2.53)

as N →∞. Then it follows from (3.2.52) and (3.2.53) that

sup
y∈R
|P2N+d(y)|e−y

2/2|1− y2/a2
N |1/4 ≤ C1a

−1/2
N N1/4−d/2 ≤ C2N

−d/2. (3.2.54)

Thus property (C5.2) is satisfied. Therefore, {P2N+d}∞N=1 ∈ P∗∗d (β, b−1γ, δ,W, k).

3.2.5. Normalized Williams–Apostol polynomials on (−∞,∞). The polynomials
of degree n (n = 1, 2, . . .) defined by the formulae

An(y) := (1/2)((y + i)n + (y − i)n) = (1 + y2)n/2Tn(y/
√

1 + y2)

= (1 + y2)n/2 cos(n arccot y), (3.2.55)

Wn(y) := (−i/2)((y + i)n+1 − (y − i)n+1) = (1 + y2)n/2Un(y/
√

1 + y2)

= (1 + y2)(n+1)/2 sin((n+ 1) arccot y), (3.2.56)

are called the Williams–Apostol polynomials of the first and second kind, respectively. The
polynomialsWn of odd degree were introduced by Williams [56] in 1971 in connection with
a problem of asymptotic representations for ζ(2m) (see Remark 4.4.6 below). Two years
later, Apostol [2] independently introduced Wn for odd n and studied their properties.
Polynomials An are special cases of two polynomial sequences introduced and studied
by Cvijovič and Klinowski in the 1990s–2000s [13, 14, 15]. Note that all even or odd
polynomials of these sequences are reduced to An and Wn.

Normalized Williams–Apostol polynomials of the first kind on (−∞,∞). For N = 1, 2, . . . ,
we define

βN := 2N + d, (3.2.57)



44 3. Asymptotic properties of special sequences of polynomials

P2N+d(y) := A2N+d(y)/A(d)
2N+d(0) = (−1)N (2N + d)−dA2N+d(y)

= (2N + d)−d
N∑
m=0

(−1)m
(

2N + d

2m+ d

)
y2m+d. (3.2.58)

Then by (3.1.7), (3.2.57), and (3.2.58),

µ2m+d,N =
(2N + d)!

(2N − 2m)!(2N + d)2m+d
, 0 ≤ m ≤ N, N = 1, 2, . . . . (3.2.59)

In addition, we define a =∞ and, for α ≥ 0 and N = 1, 2, . . . ,

w(y,N) := (1 + y2)−N−d/2−α, ψ(y) := 1, aN := 1,

p0(k) := max{(2αk + kd)−1, (2 + kd)−1}, p1(k) =∞.
(3.2.60)

Positive zeros (p = 1, . . . , N , N = 1, 2, . . .):

zp,N,d := cot
(2p− 1)π
4N + 2d

. (3.2.61)

Derivatives (p = 1, . . . , N , N = 1, 2, . . .):

P ′2N+d(zp,N,d) =
(−1)N+p+1(2N + d)1−d(

sin (2p−1)π
4N+2d

)2N+d−2
, (3.2.62)

P ′′2N+d(zp,N,d) =
2(−1)N+p+1(2N + d− 1)(2N + d)1−d cos (2p−1)π

4N+2d(
sin (2p−1)π

4N+2d

)2N+d−3
, (3.2.63)

P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

= (2N + d− 1) sin
(2p− 1)π
2N + d

. (3.2.64)

Note that formulae (3.2.62)–(3.2.64) can be easily verified by straightforward calculation.

Normalized Williams–Apostol polynomials of the second kind on (−∞,∞). For N =
1, 2, . . . , we define

βN := 2N + d+ 1, (3.2.65)

P2N+d(y) := W2N+d(y)/W (d)
2N+d(0) = (−1)N (2N + d+ 1)−dW2N+d(y)

= (2N + d+ 1)−d
N∑
m=0

(−1)m
(

2N + d+ 1
2m+ d

)
y2m+d. (3.2.66)

Then by (3.1.7), (3.2.65), and (3.2.66), for N = 1, 2, . . . ,

µ2m+d,N =
(2N + d+ 1)!

(2N − 2m+ 1)!(2N + d+ 1)2m+d
, 0 ≤ m ≤ N. (3.2.67)

In addition, we define a =∞ and, for α ≥ 0 and N = 1, 2, . . . ,

w(y,N) := (1 + y2)−N−d/2−α−1/2, ψ(y) := 1, aN := 1,

p0(k) := max((2αk + kd)−1, (2 + kd)−1), p1(k) =∞.
(3.2.68)

Positive zeros (p = 1, . . . , N , N = 1, 2, . . .):

zp,N,d := cot
pπ

2N + d+ 1
. (3.2.69)
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Derivatives (p = 1, . . . , N , N = 1, 2, . . .):

P ′2N+d(zp,N,d) =
(−1)N+p+1(2N + d+ 1)1−d(

sin pπ
2N+d+1

)2N+d−1
, (3.2.70)

P ′′2N+d(zp,N,d) =
2(−1)N+p+1(2N + d)(2N + d+ 1)1−d cos pπ

2N+d+1(
sin pπ

2N+d+1

)2N+d−2
, (3.2.71)

P ′′2N+d(zp,N,d)
P ′2N+d(zp,N,d)

= (2N + d) sin
2pπ

2N + d+ 1
. (3.2.72)

Again, formulae (3.2.70)–(3.2.72) can be verified by straightforward calculation.
The following property holds for the normalized Williams–Apostol polynomials P2N+d

of the first and second kind on (−∞,∞):

Proposition 3.2.7. Let γ = {γN}∞N=1 be an increasing sequence satisfying the conditions

γN = o(N1/2), γN ≥ C log(N + 1), N = 1, 2, . . . ,

and let δ = {δN}∞N=1 be a decreasing sequence satisfying the conditions

δN ≥ γ2
N/N, N = 1, 2, . . . , lim

N→∞
δN = 0.

Then there exists a constant b > e/2 such that for the sequences β = {βN}∞N=1 and
W = {w(y,N)}∞N=1 defined by (3.2.57) or (3.2.65) and (3.2.60) or (3.2.68), respec-
tively, the sequence of polynomials {P2N+d}∞N=1 defined by (3.2.58) or (3.2.66) belongs to
Pd(β, b−1γ, δ), P∗d(β, γ, δ), and P∗∗d (β, b−1γ, δ,W, k).

Proof. Let us consider the polynomials of the first kind, that is, βN and P2N+d, N =
1, 2, . . . , defined by (3.2.57) and (3.2.58), respectively. Properties (D1) and (D2) of Def-
inition 3.1.3 are trivially satisfied, while property (D4) follows from (3.2.59) and the
relations

µ2m+d,N =
2m+d−1∏
ν=0

(
1− ν

2N + d

)
< 1, 1 ≤ m ≤ N. (3.2.73)

Next, property (D3) is satisfied since

1− µ2m+d,N ≤ Cm2/N, 0 ≤ m ≤ C1

√
N, N = 1, 2, . . . ,

which follows from (3.2.73) and the estimates (0 ≤ m ≤ C1

√
N , N = 1, 2, . . .)

µ2m+d,N ≥
(

1− 2m+ d− 1
2N + d

)2m+d

≥ e−C2m
2/N ≥ 1− Cm2/N.

Therefore, {P2N+d}∞N=1 ∈ P∗d(β, γ, δ) since all zeros of the Williams–Apostol polyno-
mials are real and distinct.

Similarly to the proof of Propositions 3.2.1 and 3.2.6, we conclude that {P2N+d}∞N=1 ∈
Pd(β, b−1γ, δ) for some b ∈ (e/2,∞).

Next we note that by Remark 3.1.9, properties (C5.1) and (C5.3) are satisfied for
p ∈ ((2 + kd)−1,∞). In addition, it is easy to see that the integral in property (C5.4) is
finite for p ∈ ((2αk+kd)−1,∞) (see also Theorem 3.3.13 below). So properties (C5.3) and
(C5.4) are satisfied for p0(k) := max{(2αk+ kd)−1, (2 + kd)−1}, p1(k) =∞. In addition,
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since α ≥ 0, property (C5.2) follows from (3.2.55), (3.2.57), and (3.2.60). It remains to
note that by (3.2.41),

w(y/βN , N) = (1 + y2/(2N + d)2)−N−d/2−α = 1 +O(y2/N).

Thus property (C4) is satisfied. Therefore, {P2N+d}∞N=1 ∈ P∗∗d (β, b−1γ, δ,W, k), and the
proposition is established for the Williams–Apostol polynomials of the first kind. For the
polynomials of the second kind the proof is similar.

3.2.6. Normalized Lommel polynomials on (−∞,∞). Let us set

Q2N+d(y) := (y/2)2N+dRN,d+1/2(y)

=
N∑
m=0

(−1)m(2N −m)!Γ (2N −m+ d+ 1/2)
m!(2N − 2m)!Γ (m+ d+ 1/2)22m+d

y2m+d

=
N∑
m=0

(−1)m

(2m+ d)!
(4N − 2m+ d)!

(2N − 2m)!24N−2m+d
y2m+d, (3.2.74)

where RN,ν is a Lommel “polynomial” (it is a polynomial in 1/y; see [55, Sect. 9.61]).
Note that the last identity in (3.2.74) is established by the Legendre duplication formula
for the gamma function.

For any β = {βN}∞N=1 and N = 1, 2, . . . , we define

P2N+d(y) := β−dN Q2N+d(βNy)/Q(d)
2N+d(0). (3.2.75)

Then the coefficients

µ2m+d,N =
(4N − 2m+ d)!(2N)!22m

(4N + d)!(2N − 2m)!
, 1 ≤ m ≤ N,

are found by (3.1.7), (3.2.74), and (3.2.75). The following property holds for the normal-
ized Lommel polynomials P2N+d on (−∞,∞).

Proposition 3.2.8. Let γ = {γN}∞N=1 be an increasing sequence satisfying the conditions

γN = o(N1/2), γN ≥ C log(N + 1), N = 1, 2, . . . ,

and let δ = {δN}∞N=1 be a decreasing sequence satisfying the conditions

δN ≥ γ2
N/N, N = 1, 2, . . . , lim

N→∞
δN = 0.

Then there exists a constant b > e/2 such that for any sequence β = {βN}∞N=1, the
sequence of polynomials {P2N+d}∞N=1 defined by (3.2.75) belongs to P∗d(β, γ, δ).

Proof. It suffices to show that properties (D3) and (D4) are satisfied. Property (D4)
follows from the relations

µ2m+d,N =
2m−1∏
ν=0

4N − 2ν
4N − ν + d

< 1, 1 ≤ m ≤ N, (3.2.76)

while property (D3) is a consequence of (3.2.76) and the estimates

µ2m+d,N ≥
(

4N − 4m+ 2
4N + 1

)2m

≥
(

1− m

N

)2m

≥ e−2m2/N ≥ 1− Cm2/N.
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Since all zeros of P2N+d are real and distinct [55, Sect. 9.71], the proposition is estab-
lished.

Remark 3.2.9. This example shows that for any β there exists a sequence {P2N+d}∞N=1

that belongs to P∗d(β, γ, δ), where δ and γ are defined in Proposition 3.2.8.

3.2.7. Normalized Laguerre polynomials on (−∞,∞). In this counterexample we
show that a sequence of classical even polynomials on (−∞,∞) does not belong to
P0(β, γ, δ) for any β, γ and δ. For α > −1, α 6= −1/2, and N = 1, 2, . . . , we define

P2N (y) := LαN (y2)/LαN (0) = Γ (1 + α)
N∑
m=0

(−1)m
∏m−1
ν=0 (N − ν)

m!Γ (α+m+ 1)
y2m.

If there exist β, γ and δ such that {P2N}∞N=1 ∈ P0(β, γ, δ), then by property (C3), for any
M > 0, limN→∞ P2N (z/βN ) = cos z uniformly on the disk D̄M (0). Then by a classical
theorem of complex analysis [50, Sect. 2.8], the mth coefficient of P2N (z/βN ) converges
to the mth Taylor coefficient of cos z, m = 1, 2, . . . . Therefore,

lim
N→∞

N/β2
N =

(
Γ (m+ α+ 1)m!
Γ (α+ 1)(2m)!

)1/m

, m = 1, 2, . . . ,

which is valid if and only if α = −1/2 (Hermite polynomials) and {βN}∞N=1 satisfies the
condition limN→∞N/β2

N = 1/4. Thus {P2N}∞N=1 /∈ P0(β, γ, δ). Note that

lim
N→∞

P2N (y/(2
√
N)) = Γ (α+ 1)(y/2)−αJα(y)

(see [17, Sect. 10.12]).

3.3. Asymptotic formulae for Lp-quasinorms of special polynomials. Here, we
establish asymptotics for weighted Lp-quasinorms(∫ a

−a
|y−dP2N+d(y)w(y,N)|pdy

)1/p

, 0 < p <∞,

of the normalized Gegenbauer, Chebyshev, Hermite, and Williams–Apostol polynomials
and polynomials with equidistant zeros introduced in Section 3.2. These formulae are
used in Sections 5.2 and 5.4 for Lp-asymptotics and Lp-error criteria for ζ(s) = 0 or
β(s)=0.

3.3.1. Technical lemma. The proofs of most of the asymptotic formulae in this section
are based on the following technical lemma:

Lemma 3.3.1. For N = 1, 2, . . . , d = 0, 1, p ∈ (0,∞), q ∈ (−1,∞), λ ∈ R, the integral

FN,d,p,q,λ :=
(∫ π/2

0

|cos((2N + d+ λ)θ − λπ/2)|p cos−dp θ sinq θ dθ
)1/p

satisfies the asymptotic property

lim
N→∞

λN,d,pFN,d,p,q,λ = Ad,p,q, (3.3.1)
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where

λN,d,p :=


1, d = 0, 0 < p <∞ or d = 1, 0 < p < 1,
(logN)−1, d = 1, p = 1,
N1/p−1, d = 1, 1 < p <∞,

(3.3.2)

Ad,p,q :=



[
Γ (p/2 + 1/2)Γ (1/2− dp/2)Γ (q/2 + 1/2)

2
√
πΓ (p/2 + 1)Γ (q/2− dp/2 + 1)

]1/p

, d = 0, 0 < p <∞,

or d = 1, 0 < p < 1,
2/π, d = 1, p = 1,
21−1/p

(∫∞
0
|(sin t)/t|p dt

)1/p
, d = 1, 1 < p <∞.

(3.3.3)

Remark 3.3.2. It is known that for even positive p = 2m,∫ ∞
0

(
sin t
t

)2m

dt =
π

2(2m− 1)!

m∑
ν=1

(−1)ν+mν2m−1

(
2m
m− ν

)
.

This result can be found in [9, Excercise 22, p. 518], where it is attributed to Wolsten-
holme. The exact value of Ip :=

∫∞
0
|(sin t)/t|p dt, p > 1, is unknown for p 6= 2m. Various

properties of Ip and I
1/p
p are discussed in [8].

To prove the asymptotic (3.3.1), we use the following generalization of Fejér’s Lem-
ma [18]:

Lemma 3.3.3 ([3, Lemma 2.1]). Let g be continuous and π-periodic on R and let f ∈
L1[0, π]. If γ is a measurable and a.e. finite function on [0, π], then

lim
n→∞

∫ π

0

g(nθ + γ(θ))f(θ) dθ = (1/π)
∫ π

0

g(θ) dθ
∫ π

0

f(θ) dθ.

Proof of Lemma 3.3.1. We consider three cases.

Case 1. Let d = 0, 0 < p <∞ or d = 1, 0 < p < 1. Then

F pN,d,p,q,λ =
1
2

∫ π

0

|cos(Nθ + dθ/2 + λθ/2− λπ/2)|p cos−dp(θ/2) sinq(θ/2) dθ.

Using Lemma 3.3.3 for g(θ) = |cos θ|p, f(θ) = cos−dp(θ/2) sinq(θ/2), and γ(θ) = dθ/2 +
λθ/2− λπ/2, we obtain

lim
N→∞

λpN,d,pF
p
N,d,p,q,λ =

1
2π

∫ π

0

|cos θ|p dθ
∫ π

0

cos−dp(θ/2) sinq(θ/2) dθ = Apd,p,q. (3.3.4)

Case 2. Let d = 1, p = 1. Using the estimate

sup
θ∈(0,π/2]

|1/sin θ − 1/θ| <∞, (3.3.5)

we obtain for any ε ∈ (0, π),

FN,1,1,q,λ =
∫ π/2

0

|sin((2N + 1 + λ)θ)|(sin θ)−1 cosq θ dθ

=
∫ π/2

0

|sin(2Nθ)|(sin θ)−1 cosq θ dθ +O(1)
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=
∫ πN

0

|sin θ|θ−1 cosq(θ/(2N)) dθ +O(1)

=
∫ εN

0

|sin θ|θ−1 cosq(θ/(2N)) dθ +O(1).

Hence

lim inf
N→∞

(logN)−1

(
min{1, cosq(ε/2)}

∫ εN

0

|sin θ|θ−1 dθ +O(1)
)

≤ lim inf
N→∞

(logN)−1FN,1,1,q,λ ≤ lim sup
N→∞

(logN)−1FN,1,1,q,λ

≤ lim sup
N→∞

(logN)−1

(
max{1, cosq(ε/2)}

∫ εN

0

|sin θ|θ−1 dθ +O(1)
)
. (3.3.6)

Taking account of the asymptotic for the Lebesgue constant [57, Sect. 2.12]

LN :=
2
π

∫ πN

0

|sin θ|θ−1 dθ +O(1) =
2
π

∫ εN

0

|sin θ|θ−1 dθ +O(1)

= (4/π2) logN +O(1), (3.3.7)

we deduce from (3.3.6) the estimates

(2/π) min{1, cosq(ε/2)} ≤ lim inf
N→∞

(logN)−1FN,1,1,q,λ ≤ lim sup
N→∞

(logN)−1FN,1,1,q,λ

≤ (2/π) max{1, cosq(ε/2)}. (3.3.8)

Letting ε→ 0 in (3.3.8), we arrive at

lim
N→∞

(logN)−1FN,1,1,q,λ = 2/π = A1,1,q. (3.3.9)

Case 3. Let d = 1, 1 < p <∞. Using Hölder’s inequality and estimate (3.3.5), we obtain

FN,1,p,q,λ =
(∫ π/2

0

|sin((2N + 1 + λ)θ)|p sin−p θ cosq θ dθ
)1/p

=
(∫ π/2

0

|sin(2Nθ)|p sin−p θ cosq θ dθ
)1/p

+O(1)

=
(∫ π/2

0

|sin(2Nθ)|pθ−p cosq θ dθ
)1/p

+O(1)

=
(

(2N)p−1

∫ πN

0

|sin θ|pθ−p cosq(θ/(2N)) dθ
)1/p

+O(1). (3.3.10)

Further, for any α ∈ (1/p, 1) we obtain

JN :=
∫ πN

0

|sin θ|pθ−p cosq(θ/(2N)) dθ =
∫ Nα

0

+
∫ πN

Nα
= JN,1 + JN,2. (3.3.11)

Then as N →∞,

JN,2 ≤ N−αp
∫ πN

0

cosq(θ/(2N)) dθ ≤ CN1−αp = o(1), (3.3.12)



50 3. Asymptotic properties of special sequences of polynomials

and

JN,1 =
∫ ∞

0

∣∣∣∣ sin θθ
∣∣∣∣pdθ +

∫ Nα

0

∣∣∣∣ sin θθ
∣∣∣∣pFN,q(θ) dθ + o(1) =

∫ ∞
0

∣∣∣∣ sin θθ
∣∣∣∣pdθ + o(1), (3.3.13)

where FN,q(θ) := cosq(θ/(2N)) − 1 and the last equality in (3.3.13) follows from the
elementary estimates

max
θ∈[0,Nα]

|FN,q(θ)| ≤ C max
θ∈[0,Nα]

|FN,|q|(θ)|

≤ C|q| max
θ∈[0,Nα]

(1− cos(θ/(2N))) max
θ∈[0,Nα]

max{1, cos|q|−1(θ/(2N))}

≤ CN2α−2 = o(1).

Collecting (3.3.11)–(3.3.13), we see that

(2N)p−1

∫ πN

0

|sin θ|pθ−p cosq(θ/(2N)) dθ

= (2N)p−1

∫ ∞
0

|(sin θ)/θ|p dθ + o(Np−1). (3.3.14)

Finally, the limit relation (3.3.1) for d = 1, 1 < p <∞ follows from (3.3.10) and (3.3.14),
while (3.3.1) for the other two cases is a consequence of (3.3.4) and (3.3.9).

3.3.2. Normalized Gegenbauer polynomials on [−1, 1]. Let us set

τN,d,p :=


1, d = 0, 0 < p < 4,
N, d = 1, 0 < p < 1,
N/logN, d = 1, p = 1,
N1/p, d = 1, 1 < p < 4,

(3.3.15)

Gd,p :=



[
Γ (p/2 + 1/2)Γ (1− p/4)
Γ (p/2 + 1)Γ (3/2− p/4)

]1/p

, d = 0, 0 < p < 4,[
Γ (p/2 + 1/2)Γ (1/2− p/2)Γ (1− p/4)

2p
√
π Γ (p/2 + 1)Γ (3/2− 3p/4)

]1/p

, d = 1, 0 < p < 1,

2/π, d = 1, p = 1,(∫∞
0
|(sin t)/t|p dt

)1/p
, d = 1, 1 < p < 4.

(3.3.16)

Then the following theorem holds:

Theorem 3.3.4. For λ ≥ 0 and p ∈ (0, 4),

lim
N→∞

τN,d,p

(∫ 1

−1

∣∣∣∣ (1− y2)λ/2−1/4Cλ2N+d(y)
yd(Cλ2N+d)(d)(0)

∣∣∣∣pdy)1/p

= Gd,p. (3.3.17)

Proof. The proof is based on the following asymptotic formula as N →∞ for the Gegen-
bauer polynomials with λ ≥ 0 and y = cos θ, where C/N ≤ θ ≤ π − C/N :

(sin θ)λ−1/2 C
λ
2N+d(cos θ)

(Cλ2N+d)(d)(0)

= (−1)N (2N)−d
(

(1 + o(1)) cos((2N + d+ λ)θ − πλ/2)
sin1/2 θ

+
O(1)

N sin3/2 θ

)
. (3.3.18)
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Here, o(1) and O(1) are constants independent of θ. Relation (3.3.18) follows from the
classical asymptotic formula for the Jacobi polynomials [48, eq. 8.21.18]

(sin θ)λ−1/2P
(λ−1/2,λ−1/2)
2N+d (cos θ)

= (2N + d)−1/22λπ−1/2

(
cos((2N + d+ λ)θ − πλ/2)

sin1/2 θ
+

O(1)
N sin3/2 θ

)
, (3.3.19)

where C/N ≤ θ ≤ π − C/N and N →∞. Indeed, if we take account of the relations

P
(λ−1/2,λ−1/2)
2N+d (y) =

Γ (2N + d+ λ+ 1/2)Γ (2λ)
Γ (λ+ 1/2)Γ (2N + d+ 2λ)

Cλ2N+d(y), (3.3.20)

(Cλ2N+d)
(d)(0) =

(−1)N2dΓ (N + d+ λ)
Γ (λ)Γ (N + 1)

, (3.3.21)

then it follows that

(sin θ)λ−1/2 C
λ
2N+d(cos θ)

(Cλ2N+d)(d)(0)

=
(−1)N (2N + d)−1/22λπ−1/2Γ (λ+ 1/2)Γ (λ)Γ (2N + d+ 2λ)Γ (N + 1)

Γ (2λ)Γ (2N + d+ λ+ 1/2)Γ (N + d+ λ)

×
(

cos((2N + d+ λ)θ − πλ/2)
sin1/2 θ

+
O(1)

N sin3/2 θ

)
. (3.3.22)

Then (3.3.22) implies (3.3.18), by Stirling’s formula and the Legendre duplication formula.
Let now p ∈ (0, 4). Then

(2IN,d,p)1/p :=
(∫ 1

−1

∣∣∣∣ (1− y2)λ/2−1/4Cλ2N+d(y)
yd(Cλ2N+d)(d)(0)

∣∣∣∣pdy)1/p

=
(

2
∫ π/2

0

(
(sin θ)λ−1/2

∣∣∣∣ Cλ2N+d(cos θ)
cosd θ (Cλ2N+d)(d)(0)

∣∣∣∣)p sin θ dθ
)1/p

. (3.3.23)

Next, using the Bernstein-type inequality (3.2.7), we obtain

JN,d,p,1 :=
∫ 1/N

0

(
(sin θ)λ−1/2

∣∣∣∣ Cλ2N+d(cos θ)
cosd θ (Cλ2N+d)(d)(0)

∣∣∣∣)p sin θ dθ

≤ CN−dp
∫ 1/N

0

(sin θ)1−p/2 dθ ≤ CNp/2−2−dp = o(N−dp). (3.3.24)

In addition,

(2N)−dp
∫ 1/N

0

∣∣∣∣cos((2N + d+ λ)θ − πλ/2)
cosd θ sin1/2 θ

∣∣∣∣p sin θ dθ

≤ CN−dp
∫ 1/N

0

(sin θ)1−p/2 dθ = o(N−dp). (3.3.25)

Further, we consider two cases.
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Case 1. Let d = 0, 0 < p < 4 or d = 1, 0 < p < 1. We first split the integral IN,d,p from
(3.3.23) into two ones and obtain the relations

JN,d,p,2 :=
∫ π/2

1/N

≤ IN,d,p =
∫ 1/N

0

+
∫ π/2

1/N

= JN,d,p,1 + JN,d,p,2, (3.3.26)

where JN,d,p,1 is estimated in (3.3.24). Next, it follows from (3.3.18) that

JN,d,p,2 = (2N)−dp
∫ π/2

1/N

∣∣∣∣ (1 + o(1)) cos((2N + d+ λ)θ − πλ/2)
cosd θ sin1/2 θ

+
O(1)

N cosd θ sin3/2 θ

∣∣∣∣p sin θ dθ, (3.3.27)

where the second term under the integral is estimated as follows

(2N)−dp
∫ π/2

1/N

|O(1)|p

Np(cos θ)dp(sin θ)3p/2−1
dθ

≤ CN−p(d+1)

(∫ π/3

1/N

dθ

(sin θ)3p/2−1
+
∫ π/2

π/3

dθ

(cos θ)dp

)
≤ CN−p(d+1)(N3p/2−2 logN + C1) = o(N−dp), (3.3.28)

since min{2−3p/2+p(d+1), p(d+1)} > dp. Collecting now (3.3.24)–(3.3.28), we conclude
that for 0 < p < 1,

IN,d,p = (2N)−dp(1 + o(1))
∫ π/2

0

|cos((2N + d+ λ)θ − πλ/2)|p

(cos θ)dp(sin θ)p/2−1
dθ + o(N−dp), (3.3.29)

while for 1 ≤ p < 4,

I
1/p
N,d,p = (2N)−d(1 + o(1))

×
(∫ π/2

0

|cos((2N + d+ λ)θ − πλ/2)|p

(cos θ)dp(sin θ)p/2−1
dθ

)1/p

+ o(N−d). (3.3.30)

Applying Lemma 3.3.1 to the integrals on the right-hand sides of (3.3.29) and (3.3.30)
for q = 1− p/2, we find that for d = 0, 0 < p < 4 or d = 1, 0 < p < 1,

lim
N→∞

(2N)dI1/p
N,d,p = Ad,p,1−p/2. (3.3.31)

Thus (3.3.17) for these cases follows from (3.3.31) and (3.3.23).

Case 2. Let d = 1, 1 ≤ p < 4. We split IN,1,p from (3.3.23) differently

JN,1,p,2 :=
∫ π/2−1/N2

1/N

≤ IN,1,p =
∫ 1/N

0

+
∫ π/2−1/N2

1/N

+
∫ π/2

π/2−1/N2

= JN,1,p,1 + JN,1,p,2 + JN,1,p,3, (3.3.32)

where JN,1,p,1 is estimated in (3.3.24). Next, (3.3.18) yields

JN,1,p,2 = (2N)−p
∫ π/2−1/N2

1/N

∣∣∣∣ (1 + o(1)) cos((2N + 1 + λ)θ − πλ/2)
cos θ sin1/2 θ

+
O(1)

N cos θ sin3/2 θ

∣∣∣∣p sin θ dθ, (3.3.33)
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and, in addition,

(2N)−p
∫ π/2−1/N2

1/N

|O(1)|p

Np(cos θ)p(sin θ)3p/2−1
dθ

≤ CN−2p

(∫ π/3

1/N

dθ

(sin θ)3p/2−1
+
∫ π/2−1/N2

π/3

dθ

(cos θ)p

)
≤ CN−1(N−(p/2+1) logN +N−1 logN +N−(2p−1)) = o(N−1). (3.3.34)

To estimate JN,1,p,3, we use property (C3) of Definition 3.1.1, which holds for the Gegen-
bauer polynomials with

βN = 2N + λ+ 1, δN = N−2 log3N, γN = logN, λ ≥ 0,

due to Proposition 3.2.1. Then it follows from (3.1.3) that

sup
|y|≤1/N2

∣∣∣∣ Cλ2N+1(y)
y(Cλ2N+1)′(0)

∣∣∣∣ ≤ C,
which immediately implies the inequality

sup
π/2−1/N2≤θ≤π/2

∣∣∣∣ Cλ2N+1(cos θ)
cos θ (Cλ2N+1)′(0)

∣∣∣∣ ≤ C,
Hence

JN,1,p,3 ≤ C
∫ π/2

π/2−1/N2
(sin θ)(λ−1/2)p+1 dθ ≤ CN−2 = o(N−1). (3.3.35)

We also need the following estimate:

(2N)−p
∫ π/2

π/2−1/N2

|cos((2N + 1 + λ)θ − πλ/2)|p

(cos θ)p(sin θ)p/2−1
dθ

≤ CN−p
∫ 1/N2

0

|sin((2N + 1 + λ)θ)|p

(sin θ)p
dθ ≤ CN−2 = o(N−1). (3.3.36)

Collecting now (3.3.24), (3.3.32)–(3.3.36), we conclude that

I
1/p
N,1,p = (2N)−1(1 + o(1))

×
(∫ π/2

0

|cos((2N + d+ λ)θ − πλ/2)|p

(cos θ)p(sin θ)p/2−1
dθ

)1/p

+ o(N−1/p). (3.3.37)

Applying Lemma 3.3.1 to the integral on the right-hand side of (3.3.37) for q = 1− p/2,
we deduce that for d = 1, 1 ≤ p < 4,

lim
N→∞

(2N)λN,d,pI
1/p
N,d,p = Ad,p,1−p/2. (3.3.38)

Therefore (3.3.17) for this case follows from (3.3.38) and (3.3.23). This completes the
proof of Theorem 3.3.4.

Remark 3.3.5. Aptekarev, Buyarov, and Dehesa [3, Theorem 2] found the asymptotic
behavior of (

∫ 1

−1
|Cλn(y)|p(1 − y2)λ−1/2 dy)1/p as n → ∞. Note that Theorem 3.3.4 for

d = 0 and p = 2 follows from this result.
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3.3.3. Normalized even Chebyshev polynomials of the first kind on [−1, 1].
The corresponding asymptotic formula for the weight w(y,N) = (1 − y2)−1/4 follows
from (3.3.17). Here, we consider the case of w(y,N) = 1 and d = 0.

Theorem 3.3.6. For any p ∈ (0,∞),

lim
N→∞

(∫ 1

−1

|T2N (y)|p dy
)1/p

=
(

2Γ (p/2 + 1/2)√
π Γ (p/2 + 1)

)1/p

. (3.3.39)

Proof. Since (∫ 1

−1

|T2N (y)|p dy
)1/p

=
(

2
∫ π/2

0

|cos(2Nθ)|p sin θ dθ
)1/p

,

formula (3.3.39) follows from Lemma 3.3.1 for λ = d = 0 and q = 1.

3.3.4. Normalized polynomials with equidistant zeros on [−1, 1]. Let {P2N+d}∞N=1

be the sequence of polynomials (3.2.25) with the weight w(y,N) defined by (3.2.26). Let
us set

τ∗N,d,p :=


1, d = 0, 0 < p <∞,
N, d = 1, 0 < p < 1,
N/logN, d = 1, p = 1,
N1/p, d = 1, 1 < p <∞,

(3.3.40)

Ed,p :=



[
2Γ (p/2 + 1/2)√
πΓ (p/2 + 1)

]1/p

, d = 0, 0 < p <∞,[
2Γ (p/2 + 1/2)

πp+1/2Γ (p/2 + 1)(1− p)

]1/p

, d = 1, 0 < p < 1,

4/π2, d = 1, p = 1,
(2/π)1/p

(∫∞
0
|(sin t)/t|p dt

)1/p
, d = 1, 1 < p <∞.

(3.3.41)

Then the following theorem holds:

Theorem 3.3.7. For p ∈ (0,∞),

lim
N→∞

τ∗N,d,p

(∫ 1

−1

|y−dP2N+d(y)w(y,N)|p dy
)1/p

= Ed,p. (3.3.42)

Proof. First we split the integral∫ 1

−1

|y−dP2N+d(y)w(y,N)|p dy = 2
∫ 1

0

|y−dP2N+d(y)w(y,N)|p dy

= 2IN,d,p = 2
(∫ 1−1/

√
N

0

+
∫ 1

1−1/
√
N

)
= 2(JN,d,p,1 + JN,d,p,2). (3.3.43)

Next, it follows from the asymptotic formula (3.2.36) that

JN,d,p,1 = ((2N + d− 1)π/2)−dp

×
∫ 1−1/

√
N

0

∣∣∣∣y−d cos((2N + d− 1)πy/2− dπ/2)
(

1 +
O(1)

N(1− y2)

)∣∣∣∣p dy
= (1 +O(N−1/2))p((2N + d− 1)π/2)−dp
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×
∫ 1−1/

√
N

0

|y−dcos((2N + d− 1)πy/2− dπ/2)|p dy

= (1 +O(N−1/2))p((2N + d− 1)π/2)−dp

×
(∫ 1

0

|y−d cos((2N + d− 1)πy/2− dπ/2)|p dy +O(N−1/2)
)
. (3.3.44)

In addition, by inequality (3.2.42),

JN,d,p,2 = O(N−1/2)((2N + d− 1)π/2)−dp. (3.3.45)

Therefore, combining (3.3.43)–(3.3.45) we obtain

IN,d,p = (1 +O(N−1/2))p((2N + d− 1)π/2)−dp

×
(∫ 1

0

|y−d cos((2N + d− 1)πy/2− dπ/2)|p dy +O(N−1/2)
)
. (3.3.46)

It remains to note that as N →∞,∫ 1

0

|y−d cos((2N + d− 1)πy/2− dπ/2)|p dy

= (1 + o(1))



Γ (p/2 + 1/2)√
π Γ (p/2 + 1)

, d = 0, 0 < p <∞,

Γ (p/2 + 1/2)√
π Γ (p/2 + 1)(1− p)

, d = 1, 0 < p < 1,

(2/π) logN, d = 1, p = 1,
(πN)p−1

∫∞
0
|(sin t)/t|p dt, d = 1, 1 < p <∞.

(3.3.47)

Indeed, in the case d = 0, 0 < p < ∞ or d = 1, 0 < p < 1, we use Lemma 3.3.3; in
the case of d = 1, p = 1, we use the asymptotic value of the Lebesgue constant; and the
case of d = 1, 1 < p <∞ can be easily established by straightforward calculation. Thus
(3.3.42) follows from (3.3.43), (3.3.46), and (3.3.47).

3.3.5. Normalized Hermite polynomials on (−∞,∞). Let us set

τ∗∗N,d,p :=


N−1/(2p), d = 0, 0 < p < 8/3,
N1−1/(2p), d = 1, 0 < p < 1,
N1/2/logN, d = 1, p = 1,
N1/(2p), d = 1, 1 < p < 8/3,

(3.3.48)

Hd,p :=



[
2Γ (p/2 + 1/2)Γ (1− p/4)
Γ (p/2 + 1)Γ (3/2− p/4)

]1/p

, d = 0, 0 < p < 8/3,[
Γ (p/2 + 1/2)Γ (1/2− p/2)Γ (1− p/4)

22p−1
√
π Γ (p/2 + 1)Γ (3/2− 3p/4)

]1/p

, d = 1, 0 < p < 1,

2/π, d = 1, p = 1,(∫∞
0
|(sin t)/t|p dt

)1/p
, d = 1, 1 < p < 8/3.

(3.3.49)

Then the following theorem holds:
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Theorem 3.3.8. For p ∈ (0, 8/3),

lim
N→∞

τ∗∗N,d,p

(∫
R

∣∣∣∣e−y2/2H2N+d

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= Hd,p. (3.3.50)

Remark 3.3.9. For d = 0 this result is proved in [3, Theorem 3]. We shall use this fact
in the reasoning for d = 1.

The proof of Theorem 3.3.8 is based on three technical lemmas. In the first of them
we discuss an estimate for the inverse of the function θ(ϕ) = 2ϕ+ sin(2ϕ).

Lemma 3.3.10. Let θ(ϕ) := 2ϕ+ sin(2ϕ) : [0, π/2]→ [0, π] and let ϕ(θ) : [0, π]→ [0, π/2]
be the inverse of θ. Then for p ∈ [1,∞),

ϕ′(θ)ϕ−p(θ)− 4p−1θ−p = O(θ2−p), θ ∈ [0, π].

Proof. Note first that since θ′(ϕ) > 0 on [0, π/2), ϕ(θ) is a continuous and increasing
function on [0, π] and ϕ(0) = 0. Next, since θ(ϕ) = 4ϕ+O(ϕ3), ϕ ∈ [0, π/2], it is easy to
conclude that

ϕ(θ) = θ/4 +O(θ3), θ ∈ [0, π]. (3.3.51)
Hence for θ ∈ [0, π],

ϕ′(θ)
ϕp(θ)

− 4p−1

θp
=

1(
2 + 2 cos(2ϕ(θ))

)
ϕp(θ)

− 4p−1

θp

=
1

4 cos2(θ/4 +O(θ3))(θ/4 +O(θ3))p
− 4p−1

θp

=
4p−1

θp(1 +O(θ2))(1 +O(θ2))p
− 4p−1

θp
= O(θ2−p).

Next, we find asymptotics of two integrals.

Lemma 3.3.11. Let Ad,p,q be defined in (3.3.3):

(a) For N = 1, 2, . . . , d = 0, 1, p ∈ (0, 4), and δ ∈ [0, π/2), the integral

IN,d,p(δ) :=
(∫ π/2

δ

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p

× cos−dp ϕ sin1−p/2 ϕdϕ

)1/p

,

satisfies the limit property

lim
δ→0+

lim
N→∞

λN,d,pIN,d,p(δ) = A∗d,p, (3.3.52)

where λN,d,p is defined by (3.3.2) and

A∗d,p :=
{
Ad,p,1−p/2, d = 0, 0 < p < 4 or d = 1, 0 < p ≤ 1,
21−1/pAd,p,1−p/2, d = 1, 1 < p < 4.

(b) The following relation holds for 0 < p < 4:

lim
δ→0+

lim
N→∞

(∫ π/2

δ

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p sin1−p/2 ϕdϕ

)1/p

= A0,p,1−p/2.
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Proof. To prove statement (a), we consider three cases.

Case 1. Let d = 0, 0 < p < 4 or d = 1, 0 < p < 1. Then

IpN,d,p(δ) =
∫ π/2

δ

|cos((N + d/2 + 1/4)(2ϕ− sin(2ϕ))− π/4)|p cos−dp ϕ sin1−p/2 ϕdϕ

=
∫ π

0

|cos((N + d/2 + 1/4)θ − π/4)|p

× (cosϕ(θ))−dp(sinϕ(θ))1−p/2ϕ′(θ)χ[0,δ1](θ) dθ, (3.3.53)

where ϕ(θ) is the inverse of θ(ϕ) = 2ϕ− sin(2ϕ) and χ[0,δ1] is the characteristic function
of [0, δ1], δ1 := 2δ − sin(2δ). Then using Lemma 3.3.3 for g(y) = |cos y|p, and

γ(θ) = dθ/2 + θ/4− π/4, f(θ) = (cosϕ(θ))−dp(sinϕ(θ))1−p/2ϕ′(θ)χ[0,δ1](θ),

we obtain from (3.3.53)

lim
N→∞

IN,d,p(δ) = (1/π)
∫ π

0

|cos θ|p dθ
∫ π

δ1

(cosϕ(θ))−dp(sinϕ(θ))1−p/2ϕ′(θ) dθ

= (1/π)
∫ π

0

|cos θ|p dθ
∫ π/2

δ

cos−dp ϕ sin1−p/2 ϕdϕ.

This establishes (3.3.52).

Case 2. Let d = 1, p = 1. Using estimate (3.3.5), we obtain

IN,1,1(δ) =
∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)) + (3/4)(2ϕ+ sin(2ϕ)))| sin−1 ϕ cos1/2 ϕdϕ

=
∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)))| sin−1 ϕ cos1/2 ϕdϕ+O(1)

=
∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)))|ϕ−1 cos1/2 ϕdϕ+O(1). (3.3.54)

Next making the substitution θ = 2ϕ+sin(2ϕ) in the last integral in (3.3.54) and applying
Lemma 3.3.10 for p = 1, we obtain

IN,1,1(δ) =
∫ π−δ1

0

|sinNθ|ϕ′(θ)(cosϕ(θ))1/2/ϕ(θ) dθ +O(1)

=
∫ π−δ1

0

|sinNθ|θ−1(cosϕ(θ))1/2 dθ +O(1)

=
∫ µN

0

|sin θ|θ−1(cosϕ(θ/(2N)))1/2 dθ +O(1), (3.3.55)

where δ1 := 2δ− sin(2δ) and µ is any number from (0, π− δ1]. Since the inverse function
ϕ(θ) is increasing on [0, π], from (3.3.55) we obtain

lim inf
N→∞

(logN)−1

(
cos1/2(ϕ(µ/2))

∫ µN

0

|sin θ|θ−1 dθ +O(1)
)

≤ lim inf
N→∞

(logN)−1IN,1,1(δ) ≤ lim sup
N→∞

(logN)−1IN,1,1(δ)

≤ lim sup
N→∞

(logN)−1

(∫ µN

0

|sin θ|θ−1 dθ +O(1)
)
. (3.3.56)
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Then the relations

(2/π) cos1/2(ϕ(µ/2)) ≤ lim inf
N→∞

(logN)−1IN,1,1(δ) ≤ lim sup
N→∞

(logN)−1IN,1,1(δ) ≤ 2/π

(3.3.57)
follow from (3.3.7) and (3.3.56). Finally, letting µ→ 0 in (3.3.57), we arrive at

lim
N→∞

(logN)−1IN,1,1(δ) = 2/π,

since ϕ(0) = 0. This proves (3.3.52).

Case 3. Let d = 1, 1 < p < 4. We first note that by Hölder’s inequality and estimate
(3.3.5), we obtain

IN,1,p(δ) =
(∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)) + (3/4)(2ϕ+ sin(2ϕ)))|p

× sin−p ϕ cos1−p/2 ϕdϕ

)1/p

=
(∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)))|p sin−p ϕ cos1−p/2 ϕdϕ

)1/p

+O(1)

=
(∫ π/2−δ

0

|sin(N(2ϕ+ sin(2ϕ)))|pϕ−p cos1−p/2 ϕdϕ

)1/p

+O(1). (3.3.58)

Making the substitution θ = 2ϕ+ sin(2ϕ) and applying Lemma 3.3.10, from (3.3.58) we
have

IN,1,p(δ) =
(

4p−1

∫ π−δ1

0

|sinNθ|pθ−p(cosϕ(θ))1−p/2 dθ

)1/p

+O

((∫ π−δ1

0

|sinNθ|pθ2−p(cosϕ(θ))1−p/2 dθ

)1/p)
+O(1), (3.3.59)

where δ1 := 2δ − sin(2δ).
Next we show that

RN :=
∫ π−δ1

0

|sinNθ|pθ2−p(cosϕ(θ))1−p/2 dθ = o(Np−1) (3.3.60)

as N →∞. Indeed, for 1 < p < 3,

RN ≤ C
∫ π−δ1

0

|sinNθ|pθ2−p dθ ≤ C
∫ π−δ1

0

θ2−p dθ = O(1), (3.3.61)

since ϕ[0, π − δ1] = [0, π/2− δ]. If p = 3, then

RN ≤ C
∫ π−δ1

0

|sinNθ|3θ−1 dθ ≤ C
∫ π−δ1

0

|sinNθ|/θ dθ ≤ C logN. (3.3.62)

Finally, if p > 3, then

RN ≤ C
∫ π−δ1

0

|sinNθ|pθ2−p dθ = CNp−3

(∫ 1

0

|sin θ|pθ2−p dθ +
∫ N(π−δ1)

1

|sin θ|pθ2−p dθ

)
≤ CNp−3

(∫ 1

0

|sin θ|pθ−p dθ +
∫ ∞

1

θ2−p dθ

)
≤ CNp−3. (3.3.63)

Therefore (3.3.60) follows from (3.3.61)–(3.3.63).
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It remains to compute the principal term in (3.3.59). For any α ∈ (1/p, 1) we obtain

JN,p(δ) := 4p−1

∫ π−δ1

0

|sinNθ|pθ−p(cosϕ(θ))1−p/2 dθ

= 4p−1Np−1

(∫ Nα

0

+
∫ N(π−δ1)

Nα

)
|sin θ|pθ−p(cosϕ(θ/N))1−p/2 dθ

= 4p−1Np−1(JN,p,1 + JN,p,2), (3.3.64)

where

JN,p,2 ≤ N1−αp
∫ π−δ1

0

(cosϕ(θ))1−p/2 dθ ≤ CN1−αp = o(1) (3.3.65)

as N →∞. Further,

JN,p,1 =
∫ ∞

0

|sin θ|pθ−p dθ +
∫ Nα

0

|sin θ|pθ−pF ∗N,p(θ) dθ + o(1), (3.3.66)

as N →∞, where F ∗N,p := (cosϕ(θ/N))1−p/2 − 1, and by (3.3.51),

max
θ∈[0,Nα]

|F ∗N,p(θ)| ≤ C max
θ∈[0,Nα]

|(cosϕ(θ/N))|1−p/2| − 1|

≤ Cϕ2(Nα−1) ≤ CN2α−2 = o(1) (3.3.67)

as N →∞. Then (3.3.66) and (3.3.67) imply

JN,p,1 =
∫ ∞

0

|sin θ|pθ−p dθ + o(1), (3.3.68)

as N →∞. It follows from (3.3.58)–(3.3.60), (3.3.64), (3.3.65), and (3.3.68) that

lim
N→∞

N1/p−1IN,1,p(δ) = 41−1/p

(∫ ∞
0

|sin θ|pθ−p dθ
)1/p

.

Hence (3.3.52) follows for p ∈ (1, 4).
This completes the proof of statement (a) of Lemma 3.3.11. The proof of statement

(b) follows that of Case 1 above.

We also need an asymptotic formula for Hermite polynomials.

Lemma 3.3.12. Let ε1 ∈ (0, π/2) be a fixed number. For N = 1, 2, . . . and ε1 ≤ ϕ ≤ π/2,

e−(4N+2d+1)(cos2 ϕ)/2H2N+d((4N + 2d+ 1)1/2 cosϕ)/H(d)
2N+d(0)

= (−1)N (1 + o(1))(4N)−d/2

×
(
sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)(sinϕ)−1/2 +O(N−1)

)
, (3.3.69)

as N →∞, where o(1) and O(N−1) in (3.3.69) are independent of ϕ.

Proof. Using the Plancherel–Rotach asymptotic representation for Hermite polynomials
[48, Theorem 8.22.9(a)] and taking account of H(d)

2N+d(0) = (−1)N2d(2N + d)!/N !, we
obtain

e−(4N+2d+1)(cos2 ϕ)/2H2N+d((4N + 2d+ 1)1/2 cosϕ)/H(d)
2N+d(0)

= (−1)N2N+1/4−d/2N !/(π1/4(2N + d)!3/2)

×
(
sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)(sinϕ)−1/2 +O(N−1)

)
, (3.3.70)
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where ϕ ∈ (ε1, π − ε1), ε1 ∈ (0, π/2). Then (3.3.69) follows from (3.3.70), by Stirling’s
formula.

Proof of Theorem 3.3.8. Throughout the proof we set ε1 := arccos(1− ε). The following
relation was proved in [3, Theorem 3] in a more general setting (0 < p < 8/3):

lim
N→∞

(4N)d/2−1/(2p)

(∫ ∞
0

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= 2−1/pH0,p, (3.3.71)

where Hd,p is defined by (3.3.49). In particular, relations (3.3.50) and (3.3.71) are equiv-
alent for d = 0. So it remains to prove (3.3.50) for d = 1.

For any fixed ε ∈ (0, 1), d = 0, 1, and p ∈ (0, 4), by Lemma 3.3.12 we obtain

(4N)d/2−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣pdy)1/p

= (1 + o(1))(4N)d/2

×
(∫ π/2

ε1

∣∣∣∣e−(4N+2d+1)(cos2 ϕ)/2H2N+d((4N + 2d+ 1)1/2 cosϕ)

H
(d)
2N+d(0)

∣∣∣∣p sinϕdϕ
)1/p

= (1 + o(1))
(∫ π/2

ε1

∣∣∣∣ sin
(
(N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4

)
(sinϕ)1/2

+O(N−1)
∣∣∣∣p sinϕdϕ

)1/p

(3.3.72)

as N →∞. Then (3.3.72) shows that

(4N)d/2−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= (1 + o(1))
(∫ π/2

ε1

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p(sinϕ)1−p/2 dϕ

)1/p

+O(N−1)

if p ∈ [1, 4), and

(4N)d/2−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= (1 + o(1))
(∫ π/2

ε1

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p(sinϕ)1−p/2 dϕ

+O(N−p)
)1/p

if p ∈ (0, 1). Hence by statement (b) of Lemma 3.3.11,

lim
ε→0

lim
N→∞

(4N)d/2−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= A0,p,1−p/2 = 2−1/pH0,p, 0 < p < 4. (3.3.73)
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Next we deduce from (3.3.71) and (3.3.73) that

lim
ε→0

lim
N→∞

(4N)d/2−1/(2p)

(∫ ∞
√

4N+2d+1 (1−ε)

∣∣∣∣e−y2/2H2N+d(y)

H
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= 0, 0 < p < 8/3.

(3.3.74)
Since sup2≤N≤∞ λN,d,p <∞, where λN,d,p is defined by (3.3.2), from (3.3.74) we obtain

lim
ε→0

lim
N→∞

(4N)d−1/(2p)λN,d,p

(∫ ∞
√

4N+2d+1 (1−ε)

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= 0,

0 < p < 8/3.

Hence for 0 < p < 8/3,

2 lim
N→∞

(4N)dp−1/2λpN,d,p

∫ ∞
0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy
= 2 lim

ε→0
lim
N→∞

(4N)dp−1/2λpN,d,p

∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy
+ 2 lim

ε→0
lim
N→∞

(4N)dp−1/2λpN,d,p

∫ ∞
√

4N+2d+1 (1−ε)

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy
= 2 lim

ε→0
lim
N→∞

(4N)dp−1/2λpN,d,p

∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy, (3.3.75)

if the last double limit exists. We shall show below that it exists by direct computation.
Note that

Nd−1/(2p)λN,d,p = τ∗∗N,d,p. (3.3.76)

To finish the proof of Theorem 3.3.8 we consider two cases.

Case 1. Let d = 0, 0 < p < 8/3 or d = 1, 0 < p < 1. Similarly to (3.3.72), we deduce by
Lemma 3.3.12 that

(4N)d−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= (1+o(1))
(∫ π/2

ε1

∣∣∣∣ sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)
(sinϕ)1/2(cosϕ)d

+
O(N−1)
(cosϕ)d

∣∣∣∣psinϕdϕ)1/p

as N →∞. This shows that

(4N)d−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= (1 + o(1))
(∫ π/2

ε1

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p

× (cosϕ)−dp(sinϕ)1−p/2 dϕ

)1/p

+O(N−1)
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if p ∈ [1, 8/3), and

(4N)d−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= (1 + o(1))
(∫ π/2

ε1

|sin((N + d/2 + 1/4)(sin(2ϕ)− 2ϕ) + 3π/4)|p

× (cosϕ)−dp(sinϕ)1−p/2 dϕ+O(N−p)
)1/p

if p ∈ (0, 1). Hence by Lemma 3.3.11,

2 lim
ε→0

lim
N→∞

(4N)d−1/(2p)

(∫ √4N+2d+1 (1−ε)

0

∣∣∣∣e−y2/2H2N+d(y)

ydH
(d)
2N+d(0)

∣∣∣∣p dy)1/p

=
(
Γ (p/2 + 1/2)Γ (1/2− dp/2)Γ (1− p/4)√

π Γ (p/2 + 1)Γ (3/2− p/4− dp/2)

)1/p

. (3.3.77)

Thus (3.3.50) follows from (3.3.75) and (3.3.77).
Note that within the argument for Case 1, we actually provide a new proof of (3.3.71)

when d = 0, by using (3.3.71) for d = 1 and Lemmas 3.3.11 and 3.3.12.

Case 2. Let d = 1, 1 ≤ p < 8/3. In this case we set vN := (4N + 3)−1−α, where
α ∈ (1/2, 3/5), and then split the integral over [0,

√
4N + 3 (1− ε)] into two integrals:

(4N)p−1/2λpN,1,p

∫ √4N+3 (1−ε)

0

∣∣∣∣e−y2/2H2N+1(y)
yH ′2N+1(0)

∣∣∣∣p dy
= (4N)p−1/2λpN,1,p

(∫ vN
√

4N+3

0

+
∫ √4N+3 (1−ε)

vN
√

4N+3

)∣∣∣∣e−y2/2H2N+1(y)
yH ′2N+1(0)

∣∣∣∣p dy
= IN,1 + IN,2. (3.3.78)

Then choosing γN = (4N + 3)−1/2+α, δN = γ2
N/N ≤ CN−2+2α, and recalling that

βN =
√

4N + 3 (see (3.2.43)), N = 1, 2, . . . , we see that {H2N+1(y)/H ′2N+1(0)}∞N=1 ∈
P1(β, b−1γ, δ), by Proposition 3.2.6. Therefore using inequality (3.1.3), we obtain

sup
|z|≤(4N+3)−α

∣∣∣∣ H2N+1(z/
√

4N + 3)
(z/
√

4N + 3)H ′2N+1(0)

∣∣∣∣ ≤ sup
|z|≤(4N+3)−1/2+α

∣∣∣∣ H2N+1(z/
√

4N + 3)
(z/
√

4N + 3)H ′2N+1(0)

∣∣∣∣ ≤ C.
Hence

IN,1 ≤
(4N)p−1/2λpN,1,p√

4N + 3

∫ (4N+3)−α

0

∣∣∣∣ H2N+1(z/
√

4N + 3)
(z/
√

4N + 3)H ′2N+1(0)

∣∣∣∣p dz
≤ CpNp−1−αλpN,1,p = O(N−α) = o(1), 1 ≤ p < 8/3, (3.3.79)

as N →∞. Further by Lemma 3.3.12,
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I
1/p
N,2 = (1 + o(1))(4N)1/2λN,1,p

×
(∫ arccos vN

ε1

∣∣∣∣e−(4N+3)(cos2 ϕ)/2H2N+1((4N + 3)1/2 cosϕ)
cosϕH ′2N+1(0)

∣∣∣∣p sinϕdϕ
)1/p

= (1 + o(1))λN,1,p

×
(∫ arccos vN

ε1

∣∣∣∣ sin
(
(N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4

)
(sinϕ)1/2 cosϕ

+
O(N−1)

cosϕ

∣∣∣∣p sinϕdϕ
)1/p

= (1 + o(1))λN,1,p

(∫ arccos vN

ε1

∣∣sin((N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4
)∣∣p

× (cosϕ)−p(sinϕ)1−p/2 dϕ

)1/p

+O(MN ), (3.3.80)

where for 1 ≤ p < 8/3,

MN := λN,1,pN
−1

(∫ arccos vN

ε1

cos−p ϕ sinϕdϕ
)1/p

≤ CλN,1,pN−1

{
v

1/p−1
N , p > 1,

logN, p = 1,

}
≤ CN (1+α)(1−1/p)−1 logN = o(1) (3.3.81)

as N →∞. Next,

λN,1,p

(∫ arccos vN

ε1

∣∣sin((N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4
)∣∣p(cosϕ)−p(sinϕ)1−p/2 dϕ

)1/p

= λN,1,p

(∫ π/2

ε1

∣∣sin((N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4
)∣∣p(cosϕ)−p(sinϕ)1−p/2 dϕ

)1/p

+O(QN ), (3.3.82)

where by Lemma 3.3.10,

QN := λN,1,p

(∫ π/2

arccos vN

∣∣sin((N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4
)∣∣p(cosϕ)−p

× (sinϕ)1−p/2 dϕ

)1/p

= λN,1,p

(∫ arcsin vN

0

∣∣sin((N + 3/4)(sin(2ϕ) + 2ϕ)
)∣∣p(sinϕ)−p(cosϕ)1−p/2 dϕ

)1/p

≤ C1λN,1,p

(∫ CN−1−α

0

|sin(4N + 3)θ|pθ−p dθ
)1/p

≤ C2λN,1,pN
1−1/p

(∫ CN−α

0

|sin θ|pθ−p dθ
)1/p

≤ C3N
−α = o(1) (3.3.83)

as N →∞. Therefore collecting (3.3.78)–(3.3.83), we arrive at

(4N)1−1/(2p)λN,1,p

(
2
∫ √4N+3 (1−ε)

0

∣∣∣∣e−y2/2H2N+1(y)
yH ′2N+1(0)

∣∣∣∣p dy)1/p
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= (1 + o(1))λN,1,p

(
2
∫ π/2

ε1

∣∣sin((N + 3/4)(sin(2ϕ)− 2ϕ) + 3π/4
)∣∣p

× (cosϕ)−p(sinϕ)1−p/2 dϕ

)1/p

+ o(1) (3.3.84)

as N →∞. Finally, (3.3.50) follows from (3.3.75), (3.3.76) (3.3.84), and Lemma 3.3.11.

This completes the proof of Theorem 3.3.8.

3.3.6. Normalized Williams–Apostol polynomials on (−∞,∞). The following
theorem holds:

Theorem 3.3.13. For α ≥ 0 and p ∈ ((2α+ d)−1,∞),

lim
N→∞

τ∗N,d,p

(∫
R

∣∣∣∣ (1 + y2)−(N+d/2+α)A2N+d(y)

ydA
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= lim
N→∞

τ∗N,d,p

(∫
R

∣∣∣∣ (1 + y2)−(N+d/2+α+1/2)W2N+d(y)

ydW
(d)
2N+d(0)

∣∣∣∣p dy)1/p

= Dd,p,α, (3.3.85)

where τ∗N,d,p is defined in (3.3.40) and

Dd,p,α :=



[
Γ (p/2 + 1/2)Γ (αp− 1/2)

Γ (p/2 + 1)Γ (αp)

]1/p

, d = 0, 0 < p <∞,[
Γ (p/2 + 1/2)Γ (1/2− p/2)Γ (αp+ dp/2− 1/2)

2p
√
π Γ (p/2 + 1)Γ (αp)

]1/p

,

d = 1, 0 < p < 1,

2/π, d = 1, p = 1,(∫∞
0
|(sin t)/t|p dt

)1/p
, d = 1, 1 < p <∞.

(3.3.86)

Proof. By definitions (3.2.55) and (3.2.58) for the Williams–Apostol polynomials of the
first kind,∫

R

∣∣∣∣ (1 + y2)−(N+d/2+α)A2N+d(y)

ydA
(d)
2N+d(0)

∣∣∣∣p dy = (2N + d)−dp
∫

R

∣∣∣∣cos((2N + d)arccot y)
yd(1 + y2)α

∣∣∣∣p dy
= 2(2N + d)−dp

∫ π/2

0

|cos(2N + d)θ|p(sin θ)2αp+dp−2

cosdp θ
dθ. (3.3.87)

Applying Lemma 3.3.1 for λ = 0, q = 2αp + dp − 2 to the integral F pN,d,p,2αp+dp−2,0 on
the last right-hand side of (3.3.87), we establish the theorem in this case.

Similarly, by (3.2.56) and (3.2.66), we obtain∫
R

∣∣∣∣ (1 + y2)−(N+d/2+α+1/2)W2N+d(y)

ydW
(d)
2N+d(0)

∣∣∣∣p dy
= 2(2N + d+ 1)−dp

∫ π/2

0

|sin(2N + d+ 1)θ|p(sin θ)2αp+dp−2

cosdp θ
dθ

= 2(2N + d+ 1)−dpF pN,d,p,2αp+dp−2,1.

Then by Lemma 3.3.1 for λ = 1, q = 2αp+ dp− 2, we arrive at (3.3.85).



4. Pointwise asymptotic relations between the
interpolation error and zeta functions

In this chapter we present pointwise asymptotic formulae for the zeta functions. Here
and subsequently, k denotes an index that takes the values of 1 or 2. We also recall that
d takes the values of 0 or 1. In addition, throughout the section we use the following
notation:

hd(t) :=
{

cosh t, d = 0,
sinh t, d = 1,

(4.0.1)

Dd,k,N := {s ∈ C : 2N − 2 > Re s > −2 + kd},
E∗N,τ := δN + γτNe

−γN . (4.0.2)

Note that if limN→∞ δN = 0 and limN→∞ γN =∞, then for any τ ∈ R,

lim
N→∞

E∗N,τ = 0. (4.0.3)

4.1. Estimates for integrals. Here, we establish estimates for some integrals that will
serve as remainder terms in asymptotic relations. In addition, we show that these integrals
are analytic functions of a parameter s.

Theorem 4.1.1. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ) for some sequences β = {βN}∞N=1, γ =
{γN}∞N=1 and δ = {δN}∞N=1, satisfying (3.1.1) (see Definition 3.1.1). Then there exists
N0 ∈ N such that:

(a) For s ∈ Dd,k,N , N ≥ N0, and y ∈ R,

|∆2N+d,k,s(y)| :=
∣∣∣∣∫ ∞

0

ts−1

1 + t2/(βNy)2

(
ikd

βkdN P k2N+d(it/βN )
− 1
hkd(t)

)
dt

∣∣∣∣
≤ C(s)E∗N,Re s−(k−1)d, (4.1.1)

where C(s) is independent of y and N , and for any fixed r > 0 and ε > 0,

sup
−2+kd+ε≤Re s≤r

C(s) <∞. (4.1.2)

(b) For every y ∈ R \ {0} and a fixed N ≥ N0, the function ∆2N+d,k,s(y) is analytic in
s on Dd,k,N .

As an immediate corollary of Theorem 4.1.1(a) and relation (4.0.3), we obtain the
following result:

[65]
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Corollary 4.1.2. If {P2N+d}∞N=1 ∈ Pd(β, γ, δ), then

sup
y∈R
|∆2N+d,k,s(y)| ≤ CE∗N,Re s−(k−1)d, N ∈ N, (4.1.3)

lim
N→∞

sup
y∈R
|∆2N+d,k,s(y)| = 0. (4.1.4)

To prove Theorem 4.1.1, we need the following simple estimate:

Lemma 4.1.3. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ). Then there exists N0 ∈ N such that for all
N ≥ N0 and any t ∈ [0, γN ],∣∣∣∣ id

βdNP2N+d(it/βN )
− 1
hd(t)

∣∣∣∣ ≤ CδN min{t2, 1}
hd(t)

, (4.1.5)

where C is independent of t and N .

Proof. Using (3.1.3) for z = it, t ∈ [0, γN ], we obtain

|βdNP2N+d(it/βN )− idhd(t)| ≤ C1δN min{t2, 1}hd(t), (4.1.6)

whence, for large enough N ,

βdN |P2N+d(it/βN )| ≥ (1/2)hd(t). (4.1.7)

Then (4.1.5) follows from (4.1.6) and (4.1.7).

Proof of Theorem 4.1.1. (a) We first prove (4.1.1) for k = 1. Let us assume that 2N−2 >
Re s > −2 + d. Then

|∆2N+d,1,s(y)| ≤
∫ ∞

0

tRe s−1

1 + t2/(βNy)2

∣∣∣∣ id

βdNP2N+d(it/βN )
− 1
hd(t)

∣∣∣∣ dt
=
∫ γN

0

+
∫ ∞
γN

= I1(y) + I2(y). (4.1.8)

Next, for −2 < Re s < 2N − 2,

I2(y) ≤
∫ ∞
γN

tRe s−1 dt

βdN |P2N+d(it/βN )|
+
∫ ∞
γN

tRe s−1 dt

hd(t)
= I2,1(y) + I2,2(y), (4.1.9)

where by the asymptotic formula for the incomplete gamma function Γ (µ, z) (see [17,
Sect. 9.2]),

I2,2(y) ≤ Cd
∫ ∞
γN

tRe s−1e−t dt = CdΓ (Re s, γN ) ≤ CdC2(s)γRe s−1
N e−γN . (4.1.10)

Here, C0 = 2 and C1 = 2/(1− e−2γ1). However, to prove (4.1.2), we need an estimate of
C2(s) in (4.1.10). It is possible to show that

C2(s) ≤
{

max{2, Γ (Re s)γ1−Re s
1 eγ1}, Re s > 1,

1, Re s ≤ 1.
(4.1.11)

Indeed, this inequality is trivial for Re s ≤ 1. For Re s > 1 and γN ≥ 2(Re s − 1), we
obtain ∫ ∞

γN

tRe s−1e−t dt =
∫ ∞
γN

(tRe s−1e−t/2)e−t/2 dt ≤ 2γRe s−1
N e−γN , (4.1.12)
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while for Re s > 1 and γ1 ≤ γN < 2(Re s− 1),∫ ∞
γN

tRe s−1e−t dt ≤ Γ (Re s) ≤ Γ (Re s)(γN/γ1)Re s−1eγ1−γN . (4.1.13)

Then (4.1.11) follows from (4.1.12) and (4.1.13).
Further, if {zp,N,d}Np=1 are positive zeros of P2N+d, then by the normalization property

(3.1.2),

I2,1(y) =
∫ ∞
γN

tRe s−1 dt

td
∏N
p=1(t2/(βNzp,N,d)2 + 1)

≤
∏bRe s/2c+1
p=1 (γ2

N/(βNzp,N,d)
2 + 1)

βdN |P2N+d(iγN/βN )|

∫ ∞
γN

tRe s−1 dt∏bRe s/2c+1
p=1 (t2/(βNzp,N,d)2 + 1)

≤ γRe s−2bRe s/2c−2
N

bRe s/2c+1∏
p=1

(γ2
N + β2

Nz
2
p,N,d)/(β

d
N |P2N+d(iγN/βN )|). (4.1.14)

Here,
∏0
p=1 := 1 (for −2 < Re s < 0). Next, it follows from inequality (3.1.5) of Proposi-

tion 3.1.2 that
sup

1≤p≤bRe s/2c+1

sup
n∈N

βNzp,N,d ≤ C3(bRe s/2c). (4.1.15)

In addition, by (4.1.7), for N ≥ N0 we have

βdN |P2N+d(iγN/βN )| ≥ (1/2)hd(γN ) ≤ (C−1
d /2)eγN , (4.1.16)

where C0 = 2 and C1 = 2/(1 − e−2γ1). Therefore, combining (4.1.14) with (4.1.15) and
(4.1.16), for N ≥ N0 we obtain

I2,1(y) ≤ C4γ
Re s
N (1 + C2

3 (bRe s/2c)/γ2
1)bRe s/2c+1e−γN .

Thus
I2,1(y) ≤ C5(bRe s/2c)γRe s

N e−γN . (4.1.17)

Note that for any fixed r > 0,

sup
−2<Re s≤r

C5(bRe s/2c) <∞. (4.1.18)

Then (4.1.9), (4.1.10), and (4.1.17) imply an estimate

I2(y) ≤ C6(s)γRe s
N e−γN , −2 < Re s < 2N − 2, (4.1.19)

where, by (4.1.11) and (4.1.18), the constant C6(s) ≤ C2(s) + C5(bRe s/2c) satisfies

sup
−2<Re s≤r

C6(s) <∞ (4.1.20)

for any fixed r > 0.
It remains to estimate I1(y). If Re s > −2 + d, then for N ≥ N0, by Lemma 4.1.3,

I1(y) ≤
∫ γN

0

tRe s−1

∣∣∣∣ id

βdNP2N+d(it/βN )
− 1
hd(t)

∣∣∣∣ dt
≤ C7δN

∫ ∞
0

tRe s+1

hd(t)
dt ≤ C8Γ (Re s− d+ 2)δN , (4.1.21)
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where C7 and C8 are independent of s and N . Thus (4.1.1) for k = 1 follows from
(4.1.8), (4.1.19), and (4.1.21) for s ∈ Dd,1,N , while (4.1.2) is a consequence of (4.1.20)
and (4.1.21).

To prove (4.1.1) for k = 2, we note that

|∆2N+d,2,s(y)| ≤ A2

∫ ∞
0

tRe s−d−1

1 + t2/(βNy)2

∣∣∣∣ id

βdNP2N+d(it/βN )
− 1
hd(t)

∣∣∣∣ dt, (4.1.22)

where

A2 := sup
t>0

td
∣∣∣∣ id

βdNP2N+d(it/βN )
+

1
hd(t)

∣∣∣∣
≤ sup

t>0

(
1∏N

p=1(t2/(βNzp,N )2 + 1)
+

td

hd(t)

)
≤ 2. (4.1.23)

Finally, the integral on the right-hand side of (4.1.22) can be estimated by (4.1.8), (4.1.19),
and (4.1.21) with s replaced by s− d. Therefore for Re s > −2 + 2d,

|∆2N+d,2,s(y)| ≤ C(s)E∗N,Re s−d,

where C(s) satisfies (4.1.2). This proves statement (a) for k = 2.
(b) Let −2 + kd < Re s < 2N − 2, where N ≥ N0. We first estimate the integrals

Ap,s(y) :=
∫ ∞

0

ts−1 logp t
1 + t2/(βNy)2

(
ikd

βkdN P k2N+d(it/βN )
− 1
hkd(t)

)
dt

=
∫ 1

0

+
∫ ∞

1

= I1 + I2, p = 0, 1, . . . , (4.1.24)

similarly to the proof of statement (a). Indeed, using Lemma 4.1.3, we have

|I1| ≤ AkCδN
∫ 1

0

tRe s−d(k−1)+1 logp(1/t)
hd(t)

dt

≤ C1

∫ 1

0

tRe s−kd+1 logp(1/t)dt = C1p!(Re s− kd+ 2)−p−1, (4.1.25)

where A1 = 1, A2 ≤ 2 (see (4.1.5) and (4.1.23)), and C1 is independent of p and s.
Next taking account of (4.1.15), we obtain

|I2| ≤
∫ ∞

1

tRe s−1 logp t dt∏N
ν=1(t2/(βNzν,N,d)2 + 1)

+
∫ ∞

1

tRe s−1 logp t dt
hkd(t)

≤
N∏
ν=1

(βNzν,N,d)2

∫ ∞
1

tRe s−2N−1 logp t dt+ C2

∫ ∞
1

tRe s−2N−1 logp t dt

≤ C3p!(2N − Re s)−p−1, (4.1.26)

where C2 = C2(N) and C3 = C3(N) are independent of p and s. Thus relations (4.1.24)–
(4.1.26) imply the estimate

|Ap,s(y)| ≤ Cp!((Re s− dk + 2)−p−1 + (2N − Re s)−p−1), p = 0, 1, . . . , (4.1.27)

where C is independent of p and s.
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Let s0 ∈ Dd,k,N . Then we replace ts−1 in the definition of ∆2N+d,k,s with its Taylor
expansion in a neighborhood of s0 and obtain, by (4.1.27),

∆2N+d,k,s =
∫ ∞

0

∞∑
p=0

ts0−1 logp t
p!(1 + t2/(βNy)2)

(s− s0)p
(

ikd

βkdN P k2N+d(it/βN )
− 1
hkd(t)

)
dt

=
∞∑
p=0

Ap,s(y)
p!

(s− s0)p.

Therefore, ∆2N+d,k,s is analytic in s in a neighborhood of s0 ∈ Dd,k,N . This proves
statement (b).

4.2. Asymptotic relations for ζ(s) and β(s). In this section we present our major
pointwise asymptotic relations between the zeta functions and the interpolation errors of
Lagrange and Hermite interpolation to functions like |y|s and y2m log |y|.

The Riemann zeta function is defined by the series ζ(s) :=
∑∞
n=1 n

−s for Re s > 1. It
is well known that ζ(s) can be extended to an analytic function on C \ {1}.

The Dirichlet beta function β(s) :=
∑∞
n=0(−1)n(2n+ 1)−s is defined for Re s > 0 but

can be extended analytically to a function on C. It is a Dirichlet special L-function with
the character χ modulo 4 defined by

χ(n) =
{

(−1)(n−1)/2, n odd,
0, n even,

n = 0, 1, . . . .

The functions ζ(s) and β(s) are closely related, and they have similar properties. We
define the “generalized” zeta function by

ζd,k(s) :=
{
β(s), d = 0, k = 1,
ζ(s), d = 0, k = 2 or d = 1, k = 1, 2.

(4.2.1)

An integral representation for ζd,k(s) is given below (see also Remark 2.3.6).

Proposition 4.2.1 (see [16, Sect. 1.12]). For Re s > 1− k(1− d),

Cd,k(s)ζd,k(s) =
∫ ∞

0

ts+k−2

hkd(t)
dt, (4.2.2)

where hd is defined by (4.0.1) and

Cd,k(s) := 21−(k−1)s(1− 2k−s−1)d(3−2k)+k−1Γ (s+ k − 1).

In particular,

C0,1(s) = 2Γ (s), C1,1(s) = 2(1− 2−s)Γ (s),

C0,2(s) = 21−s(1− 21−s)Γ (s+ 1), C1,2(s) = 21−sΓ (s+ 1).
(4.2.3)

Remark 4.2.2. It is easy to see that Cd,k(s) defined by (4.2.3) are analytic functions in
s for Re s > 1 − k(1 − d). Moreover, the function Cd,k(s)ζd,k(s) from Proposition 4.2.1
can be extended to an analytic function on the domain

Dd,k := {s ∈ C : Re s > −1− k(1− d), s 6= 1− k(1− d)}. (4.2.4)

Indeed, we first note that Cd,k(s)ζd,k(s) is undefined at several exceptional points s = sd,k
from this domain, where s0,1 = −1, s0,2 = −2, 1, and s1,1 = 0. Then Cd,k(s)ζd,k(s) is
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analytic at each s ∈ Dd,k, s 6= sd,k since ζd,k(s) and Cd,k(s) are analytic on this set. It
remains to define this function at the exceptional points as the finite limits

Cd,k(sd,k)ζd,k(sd,k) := lim
s→sd,k

Cd,k(s)ζd,k(s), d = 0, 1, k = 1, 2,

which exist due the well-known properties of Γ (s), β(s), and ζ(s).

We now recall two interpolation formulae (2.3.21) and (2.3.23) that hold for every
y ∈ R \ {0},

|y|s − L2N (y, |y|s, yG2N (y)) =
2 sin(sπ/2)

π
G2N (y)

×
∫ ∞

0

ts−1 dt

(1 + (t/y)2)G2N (it)
, 0 < Re s < 2N + 1, s 6= 2, 4, . . . , (4.2.5)

y2m log |y| − L2N (y, y2m log |y|, yG2N (y))

= (−1)mG2N (y)
∫ ∞

0

t2m−1 dt

(1 + (t/y)2)G2N (it)
, m = 1, . . . , N, (4.2.6)

where G2N is an even polynomial of degree 2N with all real zeros, G2N (0) 6= 0, and
L2N interpolates a function at the origin of multiplicity 1 and at the zeros of G2N of the
corresponding multiplicities.

Let us assume that {P2N+d}∞N=1 ∈ Pd(β, γ, δ) and choose G2kN (y) = y−kdP k2N+d(y)
with multiplicities k of all nonzero interpolation nodes. Then replacing N with kN and s
with s+k(1−d)−1 in (4.2.5), we deduce that for every y ∈ R\{0} and 2kN−k(1−d)+2 >
Re s > 1− k(1− d), s+ k(1− d)− 1 6= 2, 4, . . . ,

|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

=
2 sin

(
(s+ k(1− d)− 1)π/2

)
ikd

π

P k2N+d(y)
ykd

∫ ∞
0

ts+k−2 dt

(1 + (t/y)2)P k2N+d(it)
. (4.2.7)

In addition, from (4.2.6) we obtain

y2m log |y| − L2kN (y, y2m log |y|, y−kd+1P k2N+d(y))

= (−1)mikd
P k2N+d(y)

ykd

∫ ∞
0

t2m+kd−1 dt

(1 + (t/y)2)P k2N+d(it)
, m = 1, . . . , kN. (4.2.8)

Combining now (4.2.7) and (4.2.8) with Proposition 4.2.1 and Theorem 4.1.1, we obtain
our major asymptotic.

However, before stating this result, we need to define

L2kN (y) := L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

for Re s+ k(1− d)− 1 ≤ 0 since the function |y|s+k(1−d)−1 is undefined at the origin. We
recall that for Re s+ k(1− d)− 1 > 0,

L2kN (y) =
2N∑
p=1

|zp,N,d|s+k(1−d)−1lp(y)

+ (k − 1)(s+ k(1− d)− 1)
2N∑
p=1

|zp,N,d|s+k(1−d)−2l∗p(y) (4.2.9)



4.2. Asymptotic relations for ζ(s) and β(s) 71

is the Lagrange (for k = 1) or Hermite (for k = 2) interpolation polynomial of degree
2kN that interpolates the function |y|s+k(1−d)−1 at the origin of multiplicity 1 and at the
zeros {zp,N,d}2Np=1 of y−dP2N+d(y) of multiplicity 1 (if k = 1) or 2 if (k = 2). In the above
formula, lp and l∗p, 1 ≤ p ≤ 2N , in (4.2.9) are the corresponding fundamental polynomials
of Lagrange or Hermite interpolation.

Here and in what follows, we define L2kN for Re s + k(1 − d) − 1 ≤ 0 by (4.2.9) as
well, that is, L2kN (0) = 0. Certainly in this case, L2kN is not the interpolation polyno-
mial for |y|s+k(1−d)−1 anymore, though we use the same notation. Actually, L2kN is the
corresponding interpolation polynomial for the function{

|y|s+k(1−d)−1, y 6= 0,
0, y = 0.

Theorem 4.2.3. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ). Then there exists N1 ∈ N such that the
following statements are valid:

(a) For any y ∈ R\{0} and for −1−k(1−d) < Re s < 2N−k−1, s+k(1−d)−1 6= 0, 2, . . . ,
N ≥ N1,

|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

=
2 sin((s+ k(1− d)− 1)π/2)

πβ
s+k(1−d)−1
N

Cd,k(s)ζd,k(s)
P k2N+d(y)

ykd

− 2 sin((s+ k(1− d)− 1)π/2)

π(βNy)2β
s+k(1−d)−1
N

P k2N+d(y)
ykd

∫ ∞
0

ts+k dt

(1 + t2/(βNy)2)hkd(t)

+
2 sin((s+ k(1− d)− 1)π/2)P k2N+d(y)

πykdβ
s+k(1−d)−1
N

∆2N+d,k,s+k−1(y), (4.2.10)

where
sup
y∈R
|∆2N+d,k,s+k−1(y)| ≤ C(s)E∗N,Re s+(k−1)(1−d), (4.2.11)

and for any fixed r > 0 and ε > 0,

sup
−1−k(1−d)+ε≤Re s≤r

C(s) <∞. (4.2.12)

(b) For any y ∈ R \ {0} and m = 1, . . . , N,

y2m log |y| − L2kN (y, y2m log |y|, y−kd+1P k2N+d(y))

=
(−1)mCd,k(2m+ 1− k(1− d))ζd,k(2m+ 1− k(1− d))

β2m
N

P k2N+d(y)
ykd

− (−1)m

(βNy)2β2m
N

P k2N+d(y)
ykd

∫ ∞
0

t2m+kd+1 dt

(1 + t2/(βNy)2)hkd(t)

+ C1

P k2N+d(y)
ykdβ2m

N

∆2N+d,k,2m+kd(y), (4.2.13)

where
sup
y∈R
|∆2N+d,k,2m+kd(y)| ≤ CE∗N,2m+d. (4.2.14)
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Remark 4.2.4. We recall that E∗N,τ is defined in (4.0.2) and for any τ ∈ R, limN→∞ E∗N,τ
= 0 by (4.0.3). In addition, we note that on the right-hand side of (4.2.13),

ζd,k(2m+ 1− k(1− d)) =


β(2m), d = 0, k = 1,
ζ(2m− 1), d = 0, k = 2,
ζ(2m+ 1), d = 1, k = 1, 2.

(4.2.15)

In particular, (4.2.15) shows that in the case of m = 1, d = 0, k = 2 in Theorem 4.2.3(b)
we can use the agreement of Remark 4.2.2 to define

Cd,k(2m+ 1− k(1− d))ζd,k(2m+ 1− k(1− d)) = C0,2(1)ζ(1)

:= lim
s→1

C0,2(s)ζ(s) = log 2.

Finally, we remark that each of the asymptotic formulae (4.2.10) and (4.2.13) contains
the principal term with Cd,k(s)ζd,k(s), the integral term, and the remainder term. The
remainder term is estimated in (4.2.11) and (4.2.14). Estimates of the integral term
and various representations for the zeta functions based on the asymptotics (4.2.10) and
(4.2.13) are presented in Sections 4.3, 4.4, and Chapter 5.

Proof of Theorem 4.2.3. We first note that for 1− k(1− d) < Re s < 2N − k − 1,

ikd
∫ ∞

0

ts+k−2 dt

(1 + (t/y)2)P k2N+d(it)
=

ikd

βs+k−1
N

∫ ∞
0

ts+k−2 dt

(1 + t2/(βNy)2)P k2N+d(it/βN )

=
1

β
s+k(1−d)−1
N

(∫ ∞
0

ts+k−2 dt

(1 + t2/(βNy)2)hkd(t)
+∆2N+d,k,s+k−1(y)

)
, (4.2.16)

where, by Theorem 4.1.1(a), for −1− k(1− d) < Re s < 2N − k − 1, N ≥ N0,

sup
y∈R
|∆2N+d,k,s+k−1(y)| ≤ C(s)E∗N,Re s+(k−1)(1−d), (4.2.17)

and for any fixed r > 0 and ε > 0,

sup
−1−k(1−d)+ε≤Re s≤r

C(s) <∞. (4.2.18)

Next by Proposition 4.2.1, for 1− k(1− d) < Re s < 2N − k − 1, N ≥ N0, we obtain∫ ∞
0

ts+k−2 dt

(1 + t2/(βNy)2)hkd(t)
=
∫ ∞

0

ts+k−2 dt

hkd(t)
− 1

(βNy)2

∫ ∞
0

ts+k dt

(1 + t2/(βNy)2)hkd(t)

= Cd,k(s)ζd,k(s)− 1
(βNy)2

∫ ∞
0

ts+k dt

(1 + t2/(βNy)2)hkd(t)
. (4.2.19)

If s+k(1−d)−1 = 2m, m = 1, . . . , N, then combining (4.2.16) and (4.2.19) with (4.2.8),
we arrive at (4.2.13). Since (4.2.14) follows from (4.2.17), statement (b) of Theorem 4.2.3
is established.

Next, combining (4.2.16) and (4.2.19) with (4.2.7), we arrive at (4.2.10) for 1−k(1−d)
< Re s < 2N − k − 1, s+ k(1− d) 6= 0, 2, . . . , N ≥ N0.

To show that (4.2.10) holds in a larger domain

D∗d,k,N := {s ∈ C : −1− k(1− d) < Re s < 2N − k − 1, s+ k(1− d) 6= 0, 2, . . .}
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for N ≥ N1, we notice that for a fixed y ∈ R \ {0}, both sides of equality (4.2.10) are
analytic functions in s on D∗d,k,N . Indeed, it follows from (4.2.9) that the left-hand side of
(4.2.10) is an entire function in s. Next, by Remark 4.2.2, the function Cd,k(s)ζd,k(s) is
analytic on the domain Dd,k defined by (4.2.4). Therefore it is analytic on D∗d,k,N ⊆ Dd,k,
while for large enough N , ∆2N+d,k,s+k−1 is analytic in s on D∗d,k,N , by Theorem 4.1.1(b).

It remains to note that the integral
∫∞

0
ts+k dt

(1+t2/(βNy)2)hkd(t)
is an analytic function in s for

−1− k(1− d) < Re s.
Therefore, equality (4.2.10) can be extended to all s ∈ D∗d,k,N , N ≥ N1. In addi-

tion, estimates (4.2.11) and (4.2.12) follow from (4.2.17) and (4.2.18), respectively. This
completes the proof of Theorem 4.2.3.

Remark 4.2.5. Note that Theorem 4.2.3 can be used to establish asymptotics for the
interpolation errors

∆(y) := f(y)− L2kN−2(y, f(y), y−kdP k2N+d(y)),

since by (2.3.26),

∆(y) = y−2(f(y)− L2kN (y, f(y), y−kd+1P k2N+d(y)). (4.2.20)

Here, f(y) = |y|s+k(1−d)−1, Re s > −1− k(1− d), or f(y) = y2m log |y|, m = 1, 2, . . . .

4.3. Some corollaries. Simplified pointwise asymptotics are presented in this section.
The following corollary is a direct consequence of Theorem 4.2.3.

Corollary 4.3.1. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ) and Re s > −1−k(1−d). Let {yN}∞N=1

be a sequence of positive numbers such that limN→∞ βNyN = τ for some τ ∈ [0,∞]. Then
for large enough N the following statements hold:

(a) Let τ =∞. Then for s+ k(1− d)− 1 6= 0, 2, . . . ,

y
s+k(1−d)−1
N − L2kN (yN , |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

=
2 sin((s+ k(1− d)− 1)π/2)

πβ
s+k(1−d)−1
N

P k2N+d(yN )
ykdN

(Cd,k(s)ζd,k(s)

+O((βNyN )−2) +O(E∗N,Re s+(k−1)(1−d))), N →∞, (4.3.1)

where the constants C1(s) and C2(s) in O((βNyN )−2 and O(E∗N,Re s+(k−1)(1−d)), respec-
tively, satisfy the property

sup
−1−k(1−d)+ε≤Re s≤r

max{C1(s), C2(s)} ≤ ∞ (4.3.2)

for any fixed r > 0 and ε > 0. In addition, for a fixed m ∈ N, 1 ≤ m ≤ N ,

y2m
N log yN − L2kN (yN , y2m log |y|, y−kd+1P k2N+d(y))

=
(−1)m

β2m
N

P k2N+d(yN )
ykdN

(Cd,k(2m+ 1− k(1− d))ζd,k(2m+ 1− k(1− d))

+O((βNyN )−2) +O(E∗N,2m+d)), N →∞. (4.3.3)
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(b) Let 0 < τ <∞. Then for s+ k(1− d)− 1 6= 0, 2, . . . ,

y
s+k(1−d)−1
N − L2kN (yN , |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

=
2 sin((s+ k(1− d)− 1)π/2)

πβ
s+k(1−d)−1
N

P k2N+d(yN )
ykdN

(
Cd,k(s)ζd,k(s)

−
∫ ∞

0

ts+k dt

(τ2 + t2)hkd(t)
+O(|τ − βNyN |) +O(E∗N,Re s+(k−1)(1−d))

)
, N →∞, (4.3.4)

and for a fixed m ∈ N, 1 ≤ m ≤ N ,

y2m
N log yN − L2kN (yN , y2m log |y|, y−kd+1P k2N+d(y))

=
(−1)m

β2m
N

P k2N+d(yN )
ykdN

(
Cd,k(2m+ 1− k(1− d))ζd,k(2m+ 1− k(1− d))

−
∫ ∞

0

t2m+1+kd dt

(τ2 + t2)hkd(t)
+O(|τ − βNyN |) +O(E∗N,2m+d)

)
, N →∞. (4.3.5)

(c) Let τ = 0. Then for Re s > 1− k(1− d) and s+ k(1− d)− 1 6= 2, 4, . . . , as N →∞,

y
s+k(1−d)−1
N − L2kN (yN , |y|s+k(1−d)−1, y−kd+1P k2N+d(y))

=
P k2N+d(yN )

β
s+k(1−d)−1
N ykdN

(
O(E∗N,Re s+(k−1)(1−d))

+


O((βNyN )Re s+k(1−d)−1), 1− k(1− d) < Re s < 3− k(1− d),
O((βNyN )2 log(1/(βNyN )), Re s = 3− k(1− d),
O((βNyN )2), Re s > 3− k(1− d)

 , (4.3.6)

and for a fixed m ∈ N, 1 ≤ m ≤ N , as N →∞,

y2m
N log yN − L2kN (yN , y2m log |y|, y−kd+1P k2N+d(y))

=
P k2N+d(yN )
β2m
N ykdN

(
O(E∗N,2m+d) +

{
O((βNyN )2 log(1/(βNyN )), m = 1,
O((βNyN )2), m = 2, 3, . . .

)
. (4.3.7)

Proof. Statements (a) and (b) follow immediately from Theorem 4.2.3. To prove state-
ment (c), we first note that by Proposition 4.2.1,

Cd,k(s)ζd,k(s)− 1
(βNyN )2

∫ ∞
0

ts+k dt

(1 + t2/(βNyN )2)hkd(t)

=
∫ ∞

0

ts+k−2 dt

(1 + t2/(βNyN )2)hkd(t)
. (4.3.8)

Denoting the right-hand side integral of (4.3.8) by IN , we obtain for 1−k(1−d) < Re s <
3− k(1− d),

|IN | ≤ (βNyN )Re s+k(1−d)−1

∫ ∞
0

tRe s+k(1−d)−2 dt

1 + t2
= C(βNyN )Re s+k(1−d)−1. (4.3.9)

Next, for Re s > 3− k(1− d),

|IN | ≤ (βNyN )2

∫ ∞
0

tRe s+k−4 dt

hkd(t)
= C(βNyN )2. (4.3.10)
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Further, for Re s = 3− k(1− d), and large enough N ,

|IN | ≤ (βNyN )2

∫ ∞
0

t1+kd dt

((βNyN )2 + t2)hkd(t)

= (βNyN )2

(∫ βNyN

0

+
∫ 1

βNyN

+
∫ ∞

1

)
≤ (βNyN )2

(∫ βNyN

0

t dt

(βNyN )2 + t2
+
∫ 1

βNyN

dt

t
+
∫ ∞

1

dt

t(t−dhd(t))k

)
= (βNyN )2((log 2)/2 + log(1/βNyN ) + C). (4.3.11)

Then (4.3.6) and (4.3.7) follow from statements (a) and (b), respectively, of Theorem
4.2.3 and from relations (4.3.8)–(4.3.11).

In particular, for a fixed y > 0, we can set yN = y, N = 1, 2, . . . . Since limN→∞ βNy =∞
and limN→∞ E∗N,Re s+(k−1)(1−d) = 0, by (4.0.3), from Corollary 4.3.1(a) we obtain

Corollary 4.3.2. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ) and let Re s > −1 − k(1 − d) and
s+ k(1− d)− 1 6= 0, 2, . . . . Then for y > 0,

lim
N→∞

β
s+k(1−d)−1
N (ys+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y)))

= (2/π) sin((s+ k(1− d)− 1)π/2)y−kdP k2N+d(y)Cd,k(s)ζd,k(s), N →∞. (4.3.12)

Remark 4.3.3. Special cases of Corollary 4.3.2 for a real s > 0, s+k(1−d)−1 6= 0, 2, . . . ,
have been discussed in several publications. Bernstein [5, p. 99] in a weaker form and more
recently the author [19] in the present form established (4.3.12) for d = 0, k = 1, and
P2N = (−1)NT2N . In the case of d = 1, k = 1, and P2N+1 = (−1)N (2N + 2)−1U2N+1,
relation (4.3.12) was proved in [19], while for d = 1, k = 1, and P2N+1 = (−1)N (2N
+ 1)−1T2N+1, it was recently established by Revers in [46]. For polynomials P2N+d with
equidistant zeros and d = 0, 1, k = 1, Theorem 2 in [20] can be derived from Corollary
4.3.2 by using asymptotic (3.3.26) and identity (4.2.20). Special cases of this result for
s − d = 1 and s − d = 3 were established earlier by Byrne et al. [10] and Revers [45],
respectively.

In the case of a complex s with Re s > 0, s 6= 0, 2, . . . , a weaker version of relation
(4.2.12) for d = 0, k = 1, P2N = (−1)NT2N , was obtained in [21]. A different asymptotic
for ζ(s) with ys+k(1−d)−1 replaced by a Lommel’s function was found in [23].

For some P2N+d and yN = y, N = 1, 2, . . . , we can simplify (4.3.1) and (4.3.3) by
finding the asymptotic value of P2N+d(y). This is discussed in the next corollary.

Corollary 4.3.4. (a) Let P2N+d(y) := Cλ2N+d(y)/(Cλ2N+d)
(d)(0) be the normalized Ge-

genbauer polynomial (see (3.2.2)) and let y ∈ (0, 1) be a number such that (arccos y)/π is
irrational. Then there exists a subsequence {Np}∞p=1 such that

lim
p→∞

(−1)kNp(2Np)s+k−1(ys+k(1−d)−1 − L2kNp(y, |y|s+k(1−d)−1, y−kd+1P k2Np+d(y)))

=
2 sin((s+ k(1− d)− 1)π/2)

πykd(1− y2)kλ/2
Cd,k(s)ζd,k(s), Re s > −1− k(1− d), (4.3.13)
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and for m = 1, 2, . . . ,

lim
p→∞

(−1)kNp(2Np)2m+kd(y2m log y − L2kNp(y, y2m log |y|, y−kd+1P k2N+d(y)))

=
(−1)m

ykd(1− y2)kλ/2
Cd,k(2m+ 1− k(1− d))ζd,k(2m+ 1− k(1− d)). (4.3.14)

(b) Let P2N (y) = T2N (y) be the Chebyshev polynomials of the first kind. Then for every
y ∈ (0, 1), there exists a subsequence {Np}∞p=1 such that (4.3.13) and (4.3.14) are valid
for d = λ = 0.

Proof. Let y ∈ (0, 1) be a fixed number and let y = cos θ. Then by the asymptotic formula
(3.3.18) for λ ≥ 0,

Cλ2N+d(y)
(Cλ2N+d)(d)(0)

= (−1)N (2N)−d
(

(1 + o(1)) cos((2N + d+ λ)θ − πλ/2)
sinλ θ

+
O(1)

N sinλ+1 θ

)
as N → ∞. If θ/π is irrational, then the sequence {2π(Nθ/π − bNθ/πc)}∞N=1 is dense
on [0, 2π), by the generalized Dirichlet theorem [11, Sect. 8.1]. Therefore there exists a
subsequence {Np}∞p=1 such that limp→∞ cos((2Np + d + λ)θ − πλ/2) = 1. Thus (4.3.13)
and (4.3.14) follow from (4.3.1) and (4.3.3), respectively, if we set yN = y and recall that
βN = 2N + λ+ d, N = 1, 2, . . . . This establishes statement (a).

If d = 0 and P2N (y) = T2N (y) = cos(2Nθ), where θ/π = r/l is a rational number, then
choosing Np = pl, we obtain T2Np(y) = 1, p = 1, 2, . . . . Taking into account statement
(a), we see that (4.3.13) and (4.3.14) are valid for d = λ = 0 and any y ∈ (0, 1).

4.4. Asymptotic summation formulae for zeta functions. Here, we discuss more
asymptotic relations, which follow from Corollary 4.3.1(a). In particular, a number of
explicit summation formulae for zeta functions are given in Corollary 4.4.4. We first
prove the following general result.

Theorem 4.4.1. Let {P2N+d}∞N=1 ∈ Pd(β, γ, δ) and let {zp,N,d}Np=1 be the set of all
positive zeros of P2N+d, N = 1, 2, . . . . Then the following statements hold:

(a) For k = 1, −2 + d < Re s < 2N − 2, s− d 6= 0, 2, . . . , and Cd,1(s) 6= 0,

ζd,1(s) = − π

sin((s− d)π/2)Cd,1(s)
βs−dN

N∑
p=1

zs−1
p,N,d

P ′2N+d(zp,N,d)
+O(E∗N,Re s), (4.4.1)

where the constant C3(s) in O(E∗N,Re s) satisfies the property

sup
ε≤Re s≤1−ε

C3(s) <∞ (4.4.2)

for any ε ∈ (0, 1/2).
(b) For k = 1 and m = 1, 2, . . . ,

ζd,1(2m+ d) =
2(−1)m+1

Cd,1(2m+ d)
β2m
N

N∑
p=1

z2m+d−1
p,N,d log zp,N,d
P ′2N+d(zp,N,d)

+O(E∗N,2m+d). (4.4.3)



4.4. Asymptotic summation formulae for zeta functions 77

(c) For k = 2, −3 + 2d < Re s < 2N − 3, s− 2d+ 1 6= 0, 2, . . . , and Cd,2(s) 6= 0,

ζd,2(s) = − π

sin((s− 2d+ 1)π/2)Cd,2(s)
βs−2d+1
N

×
N∑
p=1

zs−1
p,N,d

s− zp,N,dP ′′2N+d(zp,N,d)/P
′
2N+d(zp,N,d)

P ′22N+d(zp,N,d)
+O(E∗N,Re s−d+1), (4.4.4)

where the constant C4(s) in O(E∗N,Re s−d+1) satisfies the property

sup
ε≤Re s≤1−ε

C4(s) <∞ (4.4.5)

for any ε ∈ (0, 1/2).
(d) For k = 2 and m = 1, 2, . . . , m > 1− d,

ζd,2(2m+ 2d− 1) =
2(−1)m+1

Cd,2(2m+ 2d− 1)
β2m
N

N∑
p=1

z2m+2d−2
p,N,d

×
(2m+ 2d− 1− zp,N,dP ′′2N+d(zp,N,d)/P

′
2N+d(zp,N,d)) log zp,N,d + 1

P ′22N+d(zp,N,d)

+O(E∗N,2m+d). (4.4.6)

Proof. It follows from Corollary 4.3.1(a) that for −1 − k(1 − d) < Re s < 2N − k − 1,
s+ k(1− d)− 1 6= 0, 2, . . . , and for any sequence {yN}∞N=1 of positive numbers such that
limN→∞ βNyN =∞, the following asymptotic relation holds:

β
s+k(1−d)−1
N (ys+k(1−d)−1

N − L2kN (yN , |y|s+k(1−d)−1, y−kd+1P k2N+d(y)))

y−kdN P k2N+d(yN )

=
2 sin((s+ k(1− d)− 1)π/2)

π
(Cd,k(s)ζd,k(s) +O((βNyN )−2)

+O(E∗N,Re s+(k−1)(1−d))), (4.4.7)

where O(E∗N,Re s+(k−1)(1−d)) is independent of yN and the constants C1(s) and C2(s) in
O((βNyN )−2) and O(E∗N,Re s+(k−1)(1−d)), respectively, satisfy property (4.3.2). Next, for
each N we can find yN,1 > 0 such that

(βNy)s+k(1−d)−1/(y−kd|P k2N+d(y))| < E∗N,Re s+(k−1)(1−d), y ≥ yN,1. (4.4.8)

Further, let

β
s+k(1−d)−1
N L2kN (y) =

2kN∑
p=0

Ap,ky
p, y−kdP k2N+d(y) =

2kN∑
p=0

Bp,ky
p,

where B2kN,k 6= 0 because y−dP2N+d(y) has 2N zeros. Then for each N we can find
yN,2 > 0 such that∣∣∣∣βs+k(1−d)−1

N L2kN (y)
y−kdP k2N+d(y)

− A2kN,k

B2kN,k

∣∣∣∣ =
∣∣∣∣A2kN,k +

∑2kN
p=1 A2kN−p,ky

−p

B2kN,k +
∑2kN
p=1 B2kN−p,ky−p

− A2kN,k

B2kN,k

∣∣∣∣
< E∗N,Re s+(k−1)(1−d), y ≥ yN,2. (4.4.9)
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In addition, we choose yN,3 > 0 such that

(βNy)−2 < E∗N,Re s+(k−1)(1−d), y ≥ yN,3. (4.4.10)

Setting now yN := max{yN,1, yN,2, yN,3}, we see that (4.0.3) and (4.4.10) yield

lim
N→∞

βNyN =∞.

Therefore collecting relations (4.4.7) - (4.4.10), we obtain

ζd,k(s) = − π

2 sin((s+ k(1− d)− 1)π/2)Cd,k(s)
A2kN,k

B2kN,k

+O(E∗N,Re s+(k−1)(1−d)), (4.4.11)

where the constant C(s) in O(E∗N,Re s+(k−1)(1−d)) satisfies the property

sup
ε≤Re s≤1−ε

C(s) ≤ C sup
ε≤Re s≤1−ε

|sin((s+ k(1− d)− 1)π/2)Cd,k(s)|−1 <∞ (4.4.12)

for any ε ∈ (0, 1/2). Then properties (4.4.2) and (4.4.5) follow from (4.4.12). To prove
statements (a) and (b) of Theorem 4.4.1, it remains to find the ratio A2kN,k/B2kN,k.

If k = 1, then we use the Lagrange interpolation formula

L2N (y, f(y), yG2N (y)) =
N∑

p=−N, p6=0

f(zp,N,d)yG2N (y)
(y − zp,N,d)zp,N,dG′2N (zp,N,d)

, (4.4.13)

where G2N (y) := y−dP2N+d(y) and z−p,N,d = −zp,N,d, 1 ≤ p ≤ N , are negative zeros of
P2N+d. Note that (4.4.13) holds for f(y) = |y|s−d,−2+d < Re s < 2N−2, s−d 6= 0, 2, . . . ,
even in the case of −2 + d < Re s ≤ d when f is discontinuous at the origin (see the
corresponding agreement after formula (4.2.9)). It follows from (4.4.13) that the leading
coefficient of βs−dN L2N (y, f(y), yG2N (y)) is

A2N,1(f) = B2N,1β
s−d
N

N∑
p=−N, p6=0

f(zp,N,d)
z−d+1
p,N,dP

′
2N+d(zp,N,d)

, (4.4.14)

where B2N,1 is the leading coefficient of y−dP2N+d(y). Hence

A2N,1

B2N,1
= βs−dN

N∑
p=−N, p6=0

|zp,N,d|s−1(sgn zp,N,d)1−d

P ′2N+d(zp,N,d)

= 2βs−dN

N∑
p=1

zs−1
p,N,d

P ′2N+d(zp,N,d)
. (4.4.15)

Thus (4.4.1) follows from (4.4.11) and (4.4.15), and statement (a) is established.
If k = 2, then we use the Hermite interpolation formula (see [26])

L4N (y, f(y), yG2
2N (y)) =

N∑
p=−N, p6=0

yG2
2N (y)

(y − zp,N,d)2

×
(
f(zp,N,d)

(
1

zp,N,dG′22N (zp,N,d)
− y − zp,N,d
z2
p,N,dG

′2
2N (zp,N,d)

− G′′2N (zp,N,d)(y − zp,N,d)
zp,N,dG′32N (zp,N,d)

)
+
f ′(zp,N,d)(y − zp,N,d)
zp,N,dG′22N (zp,N,d)

)
, (4.4.16)
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where G2N (y) = y−dP2N+d(y). Note that (4.4.16) holds for f(y) = |y|s−2d+1, −3 + 2d <
Re s < 2N − 3, s − 2d + 1 6= 0, 2, . . . (see the corresponding agreement after (4.2.9)). It
follows from (4.4.16) that the leading coefficient of βs−2d+1

N L4N (y, f(y), yG2
2N (y)) is

A4N,2(f) = B4N,2β
s−2d+1
N

N∑
p=−N, p6=0

(
− f(zp,N,d)
z2
p,N,dG

′2
2N (zp,N,d)

− f(zp,N,d)G′′2N (zp,N,d)
zp,N,dG′32N (zp,N,d)

+
f ′(zp,N,d)

zp,N,dG′22N (zp,N,d)

)
, (4.4.17)

where B4N,2 = B2
2N,1 is the leading coefficient of y−2dP 2

2N+d(y). Then (4.4.17) yields

A4N,2

B4N,2
= 2βs−2d+1

N

N∑
p=1

zs−1
p,N,d

sP ′2N+d(zp,N,d)− zp,N,dP ′′2N+d(zp,N,d)
P ′32N+d(zp,N,d)

. (4.4.18)

Thus (4.4.4) follows from (4.4.11) and (4.4.18), and statement (c) is established.
The proof of statements (b) and (d) follows that of statements (a) and (c). Similarly to

the proof of asymptotic (4.4.11), we can prove the relation (m = 1, 2, . . . , m > k(1−d)/2)

ζd,k(2m+ 1− k(1− d)) =
(−1)m+1

Cd,k(2m+ 1− k(1− d))
A∗2kN,k
B2kN,k

+O(E∗N,2m+d), (4.4.19)

where A∗2kN,k is the leading coefficient of β2m
N L2kN (y, f(y), yGk2N (y)). Next we note that

formulae (4.4.13) and (4.4.16) hold for f(y) = y2m log |y|, m = 1, 2, . . . . Therefore, using
(4.4.14) for k = 1 and (4.4.17) for k = 2, we obtain

A∗2N,1
B2N,1

= 2β2m
N

N∑
p=1

z2m+d−1
p,N,d log zp,N,d
P ′2N+d(zp,N,d)

, (4.4.20)

A∗4N,2
B4N,2

= 2β2m
N

N∑
p=1

z2m+2d−2
p,N,d

×
((2m+2d−1) log zp,N,d+1)P ′2N+d(zp,N,d)−zp,N,d log zp,N,dP ′′2N+d(zp,N,d)

P ′32N+d(zp,N,d)
. (4.4.21)

Thus statements (b) and (d) follow from (4.4.19)–(4.4.21). This completes the proof of
Theorem 4.4.1.

Remark 4.4.2. One of the conditions on s in statements (a) and (c) of Theorem 4.4.1
is Cd,k(s) 6= 0. Note that if Re s > −1 − k(1 − d) and s + k(1 − d) − 1 6= 0, 2, . . . , then
C0,1(s) 6= 0 and C1,2(s) 6= 0, while the solution set for C1,1(s) = 0 is {(2πn/log 2)i}∞n=−∞
and the solution set for C0,2(s) = 0 is {1 + (2πn/log 2)i}∞n=−∞.

Remark 4.4.3. Note that for N = 1, 2, . . . , the following identities hold:
N∑
p=1

z2m+d−1
p,N,d

P ′2N+d(zp,N,d)
= 0, 1 ≤ m < N, (4.4.22)

N∑
p=1

z2m+2d−2
p,N,d

2m+ 2d− 1− zp,N,dP ′′2N+d(zp,N,d)/P
′
2N+d(zp,N,d)

P ′22N+d(zp,N,d)
= 0 (4.4.23)
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if 1 ≤ m < 2N . Indeed, y2m − L2kN (y, y2m, y−kd+1P k2N+d(y)) = 0 for all y ∈ R. Then
the leading coefficient of L2kN is 0, and combining this fact with (4.4.15) and (4.4.18),
we arrive at (4.4.22) and (4.4.23).

In particular, if P2N+d is the normalized polynomial with equidistant zeros, we de-
duce from (3.2.27), (3.2.28) (3.2.29), (4.4.22), and (4.4.23) the following combinatorial
identities:
N∑
p=1

(−1)p+1

(
2N + d− 1
N − p

)
(2p+ d− 1)2m+d−1 = 0, 1 ≤ m < N, (4.4.24)

N∑
p=1

(
2N + d− 1
N − p

)2

(2p+ d− 1)2m+2d−2

×
(

(2p+ d− 1)
N+p+d−1∑
n=N−p+1

1/n− (2m+ 2d− 1)
)

= 0, 1− d ≤ m < 2N. (4.4.25)

Note that for d = 1 identity (4.4.24) is known [44, Sect. 4.22, #34].

Below we obtain special asymptotic summation formulae for the zeta functions by
applying Theorem 4.4.1 to Chebyshev polynomials, polynomials with equidistant zeros,
and Williams–Apostol polynomials with explicit formulae for their zeros.

To find the convergence rate in these asymptotics, we need to estimate E∗n,τ by choos-
ing γN and δN , N = 1, 2, . . . . We begin with the Chebyshev polynomials. For any
ε ∈ (0, 2/3) we choose γN = Nε and δN = N−2+3ε, N = 1, 2, . . . . Since the Cheby-
shev polynomials {P2N+d}∞N=1 of the first and second kinds are special cases of Gegen-
bauer polynomials with λ = 0 and λ = 1, respectively, Proposition 3.2.1 shows that
{P2N+d}∞N=1 ∈ Pd(β,C(ε)γ, δ). Then

E∗N,τ = δN + γτNe
−γN ≤ C1(ε, τ)N−2+3ε. (4.4.26)

For the polynomials with equidistant zeros {P2N+d}∞N=1, we set γN = log(N + 1), δN =
N−1 log2(N + 1). Then {P2N+d}∞N=1 ∈ Pd(β, γ, δ), by Proposition 3.2.4, so

E∗N,τ = δN + γτNe
−γN ≤ C3(τ)N−1(logN)max{2,τ}. (4.4.27)

Finally, setting γN = Nε and δN = N−1+2ε, N = 1, 2, . . . , ε ∈ (0, 1/2), for Williams–
Apostol polynomials {P2N+d}∞N=1 of the first and second kinds, we see that

{P2N+d}∞N=1 ∈ Pd(β,C(ε)γ, δ),

by Proposition 3.2.7. Then
E∗N,τ ≤ C2(ε, τ)N−1+2ε. (4.4.28)

Therefore, using Theorem 4.4.1, estimates (4.4.26)–(4.4.28), identities (4.4.24), (4.4.25),
and the corresponding formulae for zp,N,d, P ′2N+d(zp,N,d), and

P ′′2N+d(zp,N,d)/P
′
2N+d(zp,N,d)

from Section 3.2, we obtain by straightforward calculation the following explicit asymp-
totic formulae for ζd,k(s). We recall that the constants Cd,k(s) are defined in (4.2.3).
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Corollary 4.4.4. Let Re s > −1 − k(1 − d), s + k(1 − d) − 1 6= 0, 2, . . . , Cd,k(s) 6= 0
and let m = 1, 2, . . . , m > (k − 1)(1 − d), where d = 0, 1 and k = 1, 2 are indices. Then
the following limit formulae for ζd,k(s) hold with the convergence rate of O(N−2+3ε), ε ∈
(0, 2/3), for Chebyshev polynomials, O(N−1(logN)sN ) for polynomials with equidistant
zeros, and O(N−1+2ε), ε ∈ (0, 1/2), for Williams–Apostol polynomials. Here, sN :=
max{2,Re s + (k − 1)(1 − d)}. In addition, the constants C(s) in the remainder term
satisfy the property

sup
ε1≤Re s≤1−ε1

C(s) <∞ (4.4.29)

for any ε1 ∈ (0, 1/2).

(a) Normalized Chebyshev polynomials of the first kind:

ζd,1(s) =
π

sin((s− d)π/2)Cd,1(s)
lim
N→∞

(−1)N+1(2N + d)s−1

×
N∑
p=1

(−1)p+1

(
cos

(2p− 1)π
4N + 2d

)s−1

sin
(2p− 1)π
4N + 2d

, (4.4.30)

ζd,1(2m+ d) =
2(−1)m

Cd,1(2m+ d)
lim
N→∞

(−1)N+1(2N + d)2m+d−1

×
N∑
p=1

(−1)p+1

(
cos

(2p− 1)π
4N + 2d

)2m+d−1

sin
(2p− 1)π
4N + 2d

log cos
(2p− 1)π
4N + 2d

, (4.4.31)

ζd,2(s) =
π

sin((s− 2d+ 1)π/2)Cd,2(s)
lim
N→∞

(2N + d)s−1

×
N∑
p=1

(
cos

(2p− 1)π
4N + 2d

)s−1(
(s+ 1) cos2 (2p− 1)π

4N + 2d
− s
)
, (4.4.32)

ζd,2(2m+ 2d− 1) =
2(−1)m

Cd,2(2m+ 2d− 1)
lim
N→∞

(2N + d)2m+2d−2

×
N∑
p=1

(
cos

(2p− 1)π
4N + 2d

)2m+2d−2((
(2m+ 2d) cos2 (2p− 1)π

4N + 2d
− (2m+ 2d− 1)

)
× log cos

(2p− 1)π
4N + 2d

− sin2 (2p− 1)π
4N + 2d

)
. (4.4.33)

(b) Normalized Chebyshev polynomials of the second kind:

ζd,1(s) =
π

sin((s− d)π/2)Cd,1(s)
lim
N→∞

(−1)N+1(2N + d+ 1)s−1

×
N∑
p=1

(−1)p+1

(
cos

pπ

2N + d+ 1

)s−1

sin2 pπ

2N + d+ 1
, (4.4.34)

ζd,1(2m+ d) =
2(−1)m

Cd,1(2m+ d)
lim
N→∞

(−1)N+1(2N + d+ 1)2m+d−1

×
N∑
p=1

(−1)p+1

(
cos

pπ

2N + d+ 1

)2m+d−1

sin2 pπ

2N + d+ 1
log cos

pπ

2N + d+ 1
, (4.4.35)



82 4. Pointwise asymptotic relations between the interpolation error and zeta functions

ζd,2(s) =
π

sin((s− 2d+ 1)π/2)Cd,2(s)
lim
N→∞

(2N + d+ 1)s−1

×
N∑
p=1

(
cos

pπ

2N + d+ 1

)s−1

sin2 pπ

2N + d+ 1

(
(s+ 3) cos2 pπ

2N + d+ 1
− s
)
, (4.4.36)

ζd,2(2m+ 2d− 1) =
2(−1)m

Cd,2(2m+ 2d− 1)
lim
N→∞

(2N + d+ 1)2m+2d−2

×
N∑
p=1

(
cos

pπ

2N + d+ 1

)2m+2d−2

× sin2 pπ

2N + d+ 1

((
(2m+ 2d+ 2) cos2 pπ

2N + d+ 1
− (2m+ 2d− 1)

)
× log cos

pπ

2N + d+ 1
− sin2 pπ

2N + d+ 1

)
. (4.4.37)

(c) Normalized polynomials with equidistant zeros:

ζd,1(s) =
πs+1/2

sin((s− d)π/2)Cd,1(s)2s+d−2

× lim
N→∞

√
N

22N

N∑
p=1

(−1)p+1

(
2N + d− 1
N − p

)
(2p+ d− 1)s−1, (4.4.38)

ζd,1(2m+ d) =
(−1)mπ2m+d−1/2

Cd,1(2m+ d)22m+2d−3
lim
N→∞

√
N

22N

×
N∑
p=1

(−1)p+1

(
2N + d− 1
N − p

)
(2p+ d− 1)2m+d−1 log(2p+ d− 1), (4.4.39)

ζd,2(s) =
πs+1

sin((s− 2d+ 1)π/2)Cd,2(s)2s+2d−3
lim
N→∞

N

24N

×
N∑
p=1

(
2N + d− 1
N − p

)2

(2p+ d− 1)s−1

(
(2p+ d− 1)

N+p+d−1∑
n=N−p+1

1
n
− s
)
, (4.4.40)

ζd,2(2m+ 2d− 1) =
(−1)mπ2m+2d−1

Cd,2(2m+ 2d− 1)22m+4d−5

× lim
N→∞

N

24N

N∑
p=1

(
2N + d− 1
N − p

)2

(2p+ d− 1)2m+2d−2

×
((

(2p+ d− 1)
N+p+d−1∑
n=N−p+1

1
n
− (2m+ 2d− 1)

)
log(2p+ d− 1) + 1

)
. (4.4.41)

Note that in these formulae we use the expression for the constant in (3.2.28) asymptot-
ically simplified by (3.2.31).
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(d) Normalized Williams–Apostol polynomials of the first kind:

ζd,1(s) =
π

sin((s− d)π/2)Cd,1(s)
lim
N→∞

(−1)N+1(2N + d)s−1

×
N∑
p=1

(−1)p+1

(
cos

(2p− 1)π
4N + 2d

)s−1(
sin

(2p− 1)π
4N + 2d

)2N+d−s−1

, (4.4.42)

ζd,1(2m+ d) =
2(−1)m

Cd,1(2m+ d)
lim
N→∞

(−1)N+1(2N + d)2m+d−1

×
N∑
p=1

(−1)p+1

(
cos

(2p− 1)π
4N + 2d

)2m+d−1(
sin

(2p− 1)π
4N + 2d

)2N−2m−1

× log cot
(2p− 1)π
4N + 2d

, (4.4.43)

ζd,2(s) =
π

sin((s− 2d+ 1)π/2)Cd,2(s)
lim
N→∞

(2N + d)s−1
N∑
p=1

(
cos

(2p− 1)π
4N + 2d

)s−1

×
(

sin
(2p− 1)π
4N + 2d

)4N+2d−s−3(
2(2N + d− 1) cos2 (2p− 1)π

4N + 2d
− s
)
, (4.4.44)

ζd,2(2m+ 2d− 1) =
2(−1)m

Cd,2(2m+ 2d− 1)
lim
N→∞

(2N + d)2m+2d−2

×
N∑
p=1

(
cos

(2p− 1)π
4N + 2d

)2m+2d−2(
sin

(2p− 1)π
4N + 2d

)4N−2m−2

×
((

2(2N + d− 1) cos2 (2p− 1)π
4N + 2d

− (2m+ 2d− 1)
)

log cot
(2p− 1)π
4N + 2d

+ 1
)
. (4.4.45)

(e) Normalized Williams–Apostol polynomials of the second kind:

ζd,1(s) =
π

sin((s− d)π/2)Cd,1(s)
lim
N→∞

(−1)N+1(2N + d+ 1)s−1

×
N∑
p=1

(−1)p+1

(
cos

pπ

2N + d+ 1

)s−1(
sin

pπ

2N + d+ 1

)2N+d−s

, (4.4.46)

ζd,1(2m+ d) =
2(−1)m

Cd,1(2m+ d)
lim
N→∞

(−1)N+1(2N + d+ 1)2m+d−1
N∑
p=1

(−1)p+1

×
(

cos
pπ

2N + d+ 1

)2m+d−1(
sin

pπ

2N + d+ 1

)2N−2m

log cot
pπ

2N + d+ 1
, (4.4.47)

ζd,2(s) =
π

sin((s− 2d+ 1)π/2)Cd,2(s)
lim
N→∞

(2N + d+ 1)s−1
N∑
p=1

(
cos

pπ

2N + d+ 1

)s−1

×
(

sin
pπ

2N + d+ 1

)4N+2d−s−1(
2(2N + d) cos2 pπ

2N + d+ 1
− s
)
, (4.4.48)
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ζd,2(2m+ 2d− 1) =
2(−1)m

Cd,2(2m+ 2d− 1)
lim
N→∞

(2N + d+ 1)2m+2d−2

×
N∑
p=1

(
cos

pπ

2N + d+ 1

)2m+2d−2(
sin

pπ

2N + d+ 1

)4N−2m

×
((

2(2N + d) cos2 pπ

2N + d+ 1
− (2m+ 2d− 1)

)
log cot

pπ

2N + d+ 1
+ 1
)
. (4.4.49)

Remark 4.4.5. Using the identity [44, Sect. 4.2.2, #25]

N∑
p=1

(−1)p+1(2p+ d− 1)s−1

(
2N + d− 1
N − p

)

=
22N+d−1Γ (s) sin((s− d)π/2)

π

∫ ∞
0

sin2N+d−1 t

ts
dt,

where the integral on the right-hand side is convergent for N ≥ 1 and Re s > d, we obtain
from (4.4.38) the following limit integral representation:

ζd,1(s) =
πs−1/2

2s(1−d)(2s − 1)
lim
N→∞

√
N

∫ ∞
0

sin2N+d−1 t

ts
dt, Re s > d.

Remark 4.4.6. Another limit formula:

ζ(n) = (π/2)n lim
N→∞

N−n
N∑
p=1

cotn(pπ/(2N + 1)), (4.4.50)

was established independently by Williams [56] and Apostol [2] for even positive inte-
gers n. Apostol [2] states that (4.4.50) is valid for odd n > 1 as well.

Remark 4.4.7. Setting d = 0 and m = 1 in formulae (4.4.31), (4.4.35), (4.4.39), (4.4.43),
and (4.4.47), we can obtain new limit representations for Catalan’s constant ζ0,1(2) =
β(2). In particular, it follows from (4.4.39) that

β(2) = −π3/2 lim
N→∞

√
N

22N

N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
(2p− 1) log(2p− 1).

In general, formulae (4.4.31), (4.4.33), (4.4.35), (4.4.37), (4.4.39), (4.4.41), (4.4.43),
(4.4.45), (4.4.47), and (4.4.49) give various limit representations for ζ(n) and β(n), where
n > 1 is an integer. In particular, these results imply new limit representations for the
Bernoulli numbers B2n and the Euler numbers E2n (see Section 6.3 for definitions).



5. Asymptotic relations between the
Lp-interpolation error and zeta functions

In this chapter we obtain asymptotic representations for the zeta functions in the Lp-
metric. We recall that d and k are indices that take the values of 0, 1 and 1, 2, respectively.

5.1. Lp-asymptotics for the integral term. The right-hand side of each asymptotic
in (4.2.10) and (4.2.13) contains the principal term with ζd,k(s), the integral term, and the
remainder term. In this section we find the Lp-asymptotic behavior of the integral term.
Note that if ζ(s) 6= 0, then this term is the second remainder term, while for ζ(s) = 0 it
becomes the principal term.

Let

I∗N,k(y) :=
P k2N+d(y)

β
s+k(1−d)−1
N (βNy)2ykd

∫ ∞
0

ts+k

(1 + t2/(βNy)2)hkd(t)
dt,

where hd is defined in (4.0.1), be the integral term from (4.2.10) or (4.2.13) without the
constant. Then:

Theorem 5.1.1. Let {P2N+d}∞N=1 ∈ P∗∗d (β, γ, δ,W, k) and let Re s > −1− k(1− d), and

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩ (p0(k), p1(k)),

where p0 = p0(k) and p1 = p1(k) are numbers from properties (C5.3) and (C5.4) of
Definition 3.1.8. Then

lim
N→∞

β
(Re s+k(1−d)−1)p+1
N

∫ a

−a
|I∗N,k(y)wk(y,N)|p dy = I∗, (5.1.1)

where

I∗ = I∗d,k,s,p :=
∫ ∞
−∞

∣∣∣∣cos(y − dπ/2)
yd

∣∣∣∣kp∣∣∣∣∫ ∞
0

ts+k dt

(y2 + t2)hkd(t)

∣∣∣∣p dy <∞. (5.1.2)

Here, a = 1 or a =∞ (cf. Definition 3.1.8).

Note that if p ∈ (0,∞), then (Re s + k(1 − d) − 1)p + 1 > 0 if and only if p <

(max{0,−Re s−k(1−d)+1})−1. To prove the theorem, we need some technical estimates.

Lemma 5.1.2. For Re s > −1−k(1−d) and F (y) :=
∫∞

0
ts+k dt

(y2+t2)hkd(t)
, the following state-

ments hold:

(a) For y ∈ (0, 1],

|F (y)| ≤ C + C1

{
yRe s+k(1−d)−1, Re s+ k(1− d)− 1 6= 0,
log(1/y), Re s+ k(1− d)− 1 = 0.

(5.1.3)

[85]
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(b) Let H(y) be continuous on (0,∞) and K ∈ (1,∞] be a fixed number or K =∞. Let
H and K satisfy the conditions

sup
y∈(0,1]

y−kd|H(y)| ≤ A, sup
y∈(1,K)

|H(y)| ≤ A (5.1.4)

for some A > 0. Then for (kd+ 2)−1 < p < (max{0,−Re s− k(1− d) + 1})−1,∫ K

0

y−kdp|H(y)F (y)|p dy ≤ CAp. (5.1.5)

Proof. (a) For y ∈ (0, 1] we obtain

|F (y)| ≤
∫ ∞

0

tRe s+k dt

(y2 + t2)hkd(t)
≤ 1
y2

∫ y

0

tRe s+k dt

hkd(t)
+
∫ 1

y

tRe s+k−2 dt

hkd(t)
+
∫ ∞

1

tRe s+k−2 dt

hkd(t)

≤ C2y
Re s+k(1−d)−1 + C3

{
yRe s+k(1−d)−1, Re s+ k(1− d)− 1 6= 0,
log 1/y, Re s+ k(1− d)− 1 = 0,

}
+ C4. (5.1.6)

Then (5.1.6) yields (5.1.3).
(b) Using (5.1.3) and (5.1.4), we obtain∫ K

0

y−kdp|H(y)F (y)|p dy =
∫ 1

0

+
∫ K

1

≤ Ap
∫ 1

0

|F (y)|p dy +Ap
∫ K

1

y−kdp−2p

∣∣∣∣∫ ∞
0

tRe s+k dt

(1 + (t/y)2)hkd(t)

∣∣∣∣p dy ≤ CAp.
Hence (5.1.5) follows.

Proof of Theorem 5.1.1. We first note that the double integral I∗ defined by (5.1.2) is
convergent. This fact follows from Lemma 5.1.2(b) for H(y) = cosk(y − dπ/2), A = 1,
and K =∞. Next, we consider two cases.

Case 1. Let p ∈ (0, 1]. Then for any fixed B ∈ [1,min{γN , aβN/2}], where N is large
enough, we obtain

I(N) := β
(Re s+k(1−d)−1)p+1
N

∫ a

0

|I∗N,k(y)wk(y,N)|p dy

= β
(Re s+k(1−d)−1)p
N

∫ aβN

0

|I∗N,k(y/βN )wk(y/βN , N)|p dy

≤
∫ B

0

∣∣∣∣cos(y − dπ/2)
yd

∣∣∣∣kp∣∣∣∣∫ ∞
0

ts+k dt

(y2 + t2)hkd(t)

∣∣∣∣pwkp(y/βN , N)dy

+
∫ aβN

B

|βkdN P k2N+d(y/βN )wk(y/βN , N)|p 1
y(2+kd)p

(∫ ∞
0

tRe s+k dt

(1 + (t/y)2)hkd(t)

)p
dy

+
∫ B

0

|βkdN P k2N+d(y/βN )− cosk(y − dπ/2)|pw
kp(y/βN , N)
y(2+kd)p

×
∣∣∣∣∫ ∞

0

ts+k dt

(1 + (t/y)2)hkd(t)

∣∣∣∣p dy
= IN,1(B) + IN,2(B) + IN,3(B). (5.1.7)
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To estimate the integrals in (5.1.7), we need, firstly, the relations (p > 0)

wkp(y/βN , N) = 1 + o(1), sup
y∈[0,B]

wkp(y/βN , N) = 1 + o(1), N →∞, (5.1.8)

where o(1) in the first relation is independent of y ∈ [0, B]. These follow from property
(C4) of Definition 3.1.8. Secondly, we need the inequality

βdN |P2N+d(y/βN )|w(y/βN , N) ≤ ψ(y/(aNβN )), y ∈ (−aβN , aβN ), (5.1.9)

from property (C5.2) of Definition 3.1.8, where ψ ≥ 0 is an even function on (−a, a)
independent of N that satisfies properties (C5.1)–(C5.3), N = 1, 2, . . . .

Then it follows from the first relation in (5.1.8) that, as N →∞,

IN,1(B) = (1 + o(1))
∫ B

0

∣∣∣∣cos(y − dπ/2)
yd

∣∣∣∣kp∣∣∣∣∫ ∞
0

ts+k dt

(y2 + t2)hkd(t)

∣∣∣∣pdy
= (1 + o(1))I∗ − (1 + o(1))

∫ ∞
B

|cos(y − dπ/2)|kp 1
y(2+kd)p

∣∣∣∣∫ ∞
0

ts+k dt

(1 + (t/y)2)hkd(t)

∣∣∣∣pdy,
(5.1.10)

where the last integral term does not exceed C1(1 + o(1))/B(2+kd)p−1. Therefore, as
N →∞,

(1 + o(1))I∗ − C1(1 + o(1))/B(2+kd)p−1 ≤ IN,1(B) ≤ (1 + o(1))I∗, (5.1.11)

where C1 is independent of B and N but o(1) depends on B.
Next, by property (C5.1) there exists µ ∈ (0, a/2) such that ψ is bounded on [0, 2µ].

Since aN ≥ 1, we conclude that ψ(y/(aNβN )) is bounded on [0, µβN ] by a constant
independent of N . Since B ∈ [1, aβN ], inequality (5.1.9) and the second relation in (5.1.8)
yield

IN,2(B) ≤ C2

∫ aβN

B

ψkp(y/(aNβN ))
y(2+kd)p

dy

= C2

(∫ µβN

B

+
∫ aβN

µβN

)
= C2(IN,2,1 + IN,2,2), (5.1.12)

where C2 is independent of N and B. Then

IN,2,1 ≤ sup
y∈[0,µβN ]

ψkp(y/(aNβN ))
∫ aβN

B

y−(2+kd)p dy ≤ C3/B
(2+kd)p−1, (5.1.13)

where C3 is independent of N and B, and for p0(k) < p < p1(k),

IN,2,2 ≤ (1/β(2+kd)p−1
N ) sup

N∈N

1

a
(2+kd)p−1
N

∫ a/aN

µ/aN

ψkp(y) dy
y(2+kd)p

≤ C4/β
(2+kd)p−1
N , (5.1.14)

where C4 is independent of N and B. Note that in the case a = aN = 1 the last
inequality in (5.1.14) follows from property (C5.3) of Definition 3.1.8, and in the case
a =∞ it follows from properties (C5.1), (C5.3), and L’Hospital’s rule. Indeed, if a =∞,
then (5.1.14) is trivial for supN∈N aN < ∞, since by property (C5.2), infN∈N aN ≥ 1. If
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limN→∞ aN =∞, then

sup
N∈N

1

a
(2+kd)p−1
N

∫ a/aN

µ/aN

ψkp(y) dy
y(2+kd)p

≤ sup
z≥1

1
z(2+kd)p−1

∫ a/z

µ/z

ψkp(y) dy
y(2+kd)p

≤ C4,

since for λ := (2 + kd)p− 1 > 0,

lim
z→∞

1
zλ

∫ a/z

µ/z

ψkp(y) dy
yλ

= λ−1ψkp(0)(µ−λ − a−λ).

Collecting relations (5.1.12)–(5.1.14), we obtain

IN,2(B) ≤ C5(1/B(2+kd)p−1 + 1/β(2+kd)p−1
N ), (5.1.15)

where C5 is independent of N and B.
Further, Property (C3) of Definition 3.1.1 yields the estimates

max
y∈[0,B]

|βdNP2N+d(y/βN )− cos(y − dπ/2)| ≤ C6(B) min{y2, 1}δN , (5.1.16)

max
y∈[0,B]

|βdNP2N+d(y/βN ) + cos(y − dπ/2)| ≤ C7(B), (5.1.17)

since B ∈ [1, γN ]. Then taking account of (5.1.17) and the second relation in (5.1.8), we
obtain, as N →∞,

IN,3(B) ≤ C8(B, k)(1 + o(1))

×
∫ B

0

∣∣∣∣βdNP2N+d(y/βN )− cos(y − dπ/2)
ykd

∣∣∣∣p∣∣∣∣∫ ∞
0

ts+k dt

(t2 + y2)hkd(t)

∣∣∣∣p dy, (5.1.18)

where C8(B, 1) = 1 and C8(B, 2) = Cp7 (B). Next, we apply again Lemma 5.1.2(b) to the
integral on the right-hand side of (5.1.18) for K = B and H(y) = βdNP2N+d(y/βN ) −
cos(y−dπ/2), where H satisfies condition (5.1.4) with A = C6(B)δN , by estimate (5.1.16).
Hence (5.1.5) yields

IN,3(B) ≤ (1 + o(1))C9(B)δpN ≤ C10(B)δpN . (5.1.19)

Then combining (5.1.7), (5.1.15) and (5.1.19) with the right inequality in (5.1.11), we
obtain

I(N) ≤ I∗ + o(1)I∗ + C5/B
(2+kd)p−1 + C5/β

(2+kd)p−1
N + C10(B)δpN .

Further, for any ε ∈ (0, 1) we choose B = ε1/(1−(2+kd)p) and then find N0 = N0(ε) such
that for all N ≥ N0,

max{o(1)I∗, (min{γN , aβN/2})1−(2+kd)p, β
1−(2+kd)p
N , C10(B)δpN} < ε/4. (5.1.20)

Hence B ∈ [1,min{γN , aβN/2}] and we arrive at the upper estimate

I(N) ≤ I∗ + ε, N ≥ N0(ε). (5.1.21)

A similar lower estimate

I(N) ≥ I∗ − ε, N ≥ N0(ε), (5.1.22)

follows from the inequality

I(N) ≥ IN,1(B)− IN,2(B)− IN,3(B),
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estimates (5.1.15), (5.1.19), (5.1.20), and the left inequality in (5.1.11). Since ε is an
arbitrary number from (0, 1), inequalities (5.1.21) and (5.1.22) yield (5.1.1) for 0 < p ≤ 1.

Case 2. Let p ∈ (1,∞). The proof in this case follows that of Case 1 if we use Minkowski’s
inequality instead of the integral triangle inequality for 0 < p ≤ 1. To prove (5.1.1) in
this case, we use the inequalities

I
1/p
N,1(B)− I1/p

N,2(B)− I1/p
N,3(B) ≤ I1/p(N) ≤ I1/p

N,1(B) + I
1/p
N,2(B) + I

1/p
N,3(B), (5.1.23)

and an analogue of (5.1.11):

(1 + o(1))I∗1/p − (1 + o(1))/B2+kd−1/p ≤ I1/p
N,1(B) ≤ (1 + o(1))I∗1/p, (5.1.24)

which follows from (5.1.10). Analogues of (5.1.15) and (5.1.19) are also valid in the fol-
lowing form:

I
1/p
N,2(B) ≤ C5(1/B2+kd−1/p + 1/β2+kd−1/p

N ), (5.1.25)

I
1/p
N,3(B) ≤ C9(B)(1 + o(1))δN . (5.1.26)

Then the estimates

I∗1/p − ε1/p ≤ I1/p(N) ≤ I∗1/p + ε1/p, N ≥ N0(ε),

follow from (5.1.23) - (5.1.26), and (5.1.20). This completes the proof of Theorem 5.1.1.

The following corollary is an immediate consequence of the theorem:

Corollary 5.1.3. Let s, p, and {P2N+d}∞N=1 be as in Theorem 5.1.1. Then(∫ a

−a
|I∗N,k(y)wk(y,N)|p dy

)1/p

≤ Cβ−(Re s+k(1−d)−1+1/p)
N , (5.1.27)

where Re s+ k(1− d)− 1 + 1/p > 0.

Remark 5.1.4. The constant I∗ = I∗d,k,s,p defined by (5.1.2) can be evaluated explicitly
in some cases of p = 1 and s ∈ R. In particular,

I∗0,1,s,1 =
∫ ∞
−∞

∣∣∣∣cos y
∣∣∣∣ ∫ ∞

0

ts+1

(y2 + t2) cosh t
dt dy

= 4Γ (s+ 1)β(s+ 2), s > −1, (5.1.28)

I∗0,2,s,1 =
∫ ∞
−∞

cos2 y

∫ ∞
0

ts+2

(y2 + t2) cosh2 t
dt dy

= π2−s−1(1− 2−s−1)Γ (s+ 2)ζ(s+ 2), s > −2, (5.1.29)

I∗1,2,s,1 =
∫ ∞
−∞

(
sin y
y

)2 ∫ ∞
0

ts+2

(y2 + t2) sinh2 t
dt dy

= π2−s+1(s− 1)Γ (s)ζ(s), s > 0. (5.1.30)

Indeed, taking into account the integrals (t > 0)∫ ∞
−∞

cos2 y

y2 + t2
dy =

π(1 + e−2t)
2t

,

∫ ∞
−∞

sin2 y

y2(y2 + t2)
dy =

π

t2

(
1− 1− e−2t

2t

)
,
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we arrive at (5.1.29) and (5.1.30). To prove (5.1.28), we first evaluate∫ ∞
−∞

|cos y|
y2 + t2

dy =
∫ π/2

−π/2
cos y

∞∑
k=−∞

1
y2 + (t+ kπ)2

dy =
sinh 2t
t

∫ π/2

−π/2

cos y
cosh 2t− cos 2y

dy

=
sinh 2t arctan(((cosh 2t− 1)/2)−1/2)

t((cosh 2t− 1)/2)1/2
=

2 cosh t arctan(1/sinh t)
t

.

Hence

I∗0,1,s,1 = 2
∫ ∞

0

ts arctan(1/sinh t) dt =
2

s+ 1

∫ ∞
0

ts+1

cosh t
dt.

Thus (5.1.28) is established.
In addition, we remark that the constant I∗0,1,s,1 for s > −1, s 6= 0, 2, . . . , was intro-

duced by Nikol’skĭı [42] who proved the asymptotic

lim
n→∞

ns+1En(|a− x|s)L1[−1,1] = 2(|sin sπ/2|/π)I∗0,1,s,1(1− a2)(s+1)/2, a ∈ (−1, 1),

where En(f)L1[−1,1] is the error of best approximation to f by polynomials of degree n
in the integral metric on [−1, 1]. He also proved (5.1.28) for odd positive s. Bernstein
[7] extended (5.1.28) to all s > 0. Using Bernstein’s idea from [7], we showed above that
(5.1.28) holds for all s > −1.

5.2. Lp-asymptotic representations for zeta functions. In this section we discuss
asymptotic representations for |ζ(s)| and |β(s)| through the interpolation errors in the
weighted Lp-metrics.

5.2.1. General theorem

Theorem 5.2.1. Let {P2N+d}∞N=1 ∈ P∗∗d (β, γ, δ,W, k). Then the following statements
hold:

(a) Let Re s > −1− k(1− d), s+ k(1− d)− 1 6= 0, 2, . . . , Cd.k(s) 6= 0, and let

p ∈ ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ (p0(k), p1(k)) (5.2.1)

as in Theorem 5.1.1. In addition, let

lim
N→∞

β
1/p
N

(∫ a

−a
|y−kdP k2N+d(y)wk(y,N)|p dy

)1/p

=∞. (5.2.2)

If ζd,k(s) 6= 0, then

|ζd,k(s)| = π

2|sin((s+ k(1− d)− 1)π/2)||Cd,k(s)|
lim
N→∞

β
Re s+k(1−d)−1
N

×
(∫ a
−a ||y|

s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))|pwkp(y,N) dy
)1/p(∫ a

−a |y−kdP
k
2N+d(y)wk(y,N)|p dy

)1/p .

(5.2.3)

(b) Let 0 < Re s < 1 and let p satisfy condition (5.2.1). In addition, let

lim
N→iy

β
1/p
N E

∗
N,Re s+(k−1)(1−d)

(∫ a

−a
|y−kdP k2N+d(y)wk(y,N)|p dy

)1/p

= 0. (5.2.4)
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If ζd,k(s) = 0, then

π

2|sin((s+ k(1− d)− 1)π/2)|
lim
N→∞

β
Re s+k(1−d)−1+1/p
N

×
(∫ a

−a

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pwkp(y,N) dy

)1/p

= I
∗1/p
d,k,s,p, (5.2.5)

where I∗d,k,s,p is defined in (5.1.2).

(c) Let m = 1, 2, . . . , m > (k − 1)(1− d), and let p ∈ ((kd+ 2)−1,∞) ∩ (p0(k), p1(k)). If
condition (5.2.2) is satisfied, then

ζd,k(2m+ 1− k(1− d)) =
1

Cd,k(2m+ 1− k(1− d))
lim
N→∞

β2m
N

×
(∫ a
−a |y

2m log |y| − L2kN (y, y2m log |y|, y−kd+1P k2N+d(y))|pwkp(y,N) dy
)1/p(∫ a

−a |y−kdP
k
2N+d(y)wk(y,N)|p dy

)1/p . (5.2.6)

Proof. We first note that
∫ a
−a |y

−kdP k2N+d(y)wk(y,N)|p dy < ∞ by property (C5.4) of
Definition 3.1.8. Next, Theorem 5.2.1 follows from Theorems 4.2.3 and 5.1.1 and Corollary
5.1.3. Indeed, relation (5.2.3) is an immediate consequence of relations (4.2.10), (4.2.11),
(5.1.27), and (5.2.2); in turn, (5.2.5) follows from (4.2.10), (4.2.11), (5.1.1), (5.1.2), and
(5.2.4); finally, (5.2.6) is a corollary of (4.2.13), (4.2.14), (5.1.27), and (5.2.2).

Note that the condition m > (k−1)(1−d) in Theorem 5.2.1(c) and subsequent corollaries
(see also Theorem 4.4.1(d) and Corollary 4.4.4) rules out the case of m = 1, d = 0, k = 2
for the representation of ζ(1).

Further, we discuss special cases of Theorem 5.2.1 for polynomials P2N+d studied in
Sections 3.2 and 3.3.

5.2.2. Examples

Example 5.2.2 (Normalized Gegenbauer polynomials on [−1, 1]). We have

P2N+d(y) = Cλ2N+d(y)/(Cλ2N+d)
(d)(0), βN = 2N + λ+ d, w(y,N) = (1− y2)λ/2−1/4,

N = 1, 2, . . . , λ ≥ 0, a = 1, p0(k) = 0, p1(k) = 4/k.

For N = 1, 2, . . . , we choose

γN := Nε, ε ∈ (0, 2/3), (5.2.7)

δN := γ3
N/N

2 = N−2+3ε, ε ∈ (0, 2/3). (5.2.8)

Then (5.2.7) and (5.2.8) show that conditions (3.2.5) and (3.2.6) are satisfied and by
Proposition 3.2.1, {P2N+d}∞N=1 ∈ P∗∗d (β,C(ε)γ, δ,W, k). In addition, (5.2.7) and (5.2.8)
yield

N−2+3ε ≤ E∗N,τ = δN + γτNe
−γN ≤ C1(ε)N−2+3ε. (5.2.9)

Further, it follows from Theorem 3.3.4 that condition (5.2.2) is satisfied if and only if

lim
N→∞

N1/p/τN,d,kp =∞, p ∈ (p0(k), p1(k)). (5.2.10)
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In addition, combining Theorem 3.3.4 with (5.2.9), we conclude that condition (5.2.4) is
satisfied if and only if there exists ε = ε(p) ∈ (0, 2/3) small enough such that

lim
N→∞

N1/p−2+3ε(p)/τN,d,kp = 0, p ∈ (p0(k), p1(k)). (5.2.11)

We recall that τN,d,q in (5.2.10) and (5.2.11) is defined by (3.3.15) for q ∈ (0, 4).
Next, it is easy to see that (5.2.10) holds if

p ∈ I∗d,k :=


(0, 4), d = 0, k = 1,
(0, 1], d = 1, k = 1,
(0, 2), d = 0, 1, k = 2,

(5.2.12)

and (5.2.11) holds if

p ∈ I∗∗d,k :=


(1/2, 4), d = 0, k = 1,
(1/3, 4) d = 1, k = 1,
(1/2, 2), d = 0, k = 2,
(1/3, 2), d = 1, k = 2.

(5.2.13)

Therefore taking account of Theorem 3.3.4 again, we obtain the following special case of
Theorem 5.2.1 for the Gegenbauer polynomials.

Corollary 5.2.3. (a) Let Re s > −1−k(1−d), s+k(1−d)−1 6= 0, 2, . . . , Cd,k(s) 6= 0,
and let

p ∈ ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ I∗d,k, (5.2.14)

where the interval I∗d,k is defined in (5.2.12). If ζd,k(s) 6= 0, then

|ζd,k(s)| = π

2|sin((s+ k(1− d)− 1)π/2)||Cd,k(s)|Gd,kp
× lim
N→∞

(2N + λ+ d)Re s+k(1−d)−1τN,d,kp

×
(∫ 1

−1

| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1

× (Cλ2N+d(y)/(Cλ2N+d)
(d)(0))k)|p(1− y2)(λ/2−1/4)kpdy

)1/p

, (5.2.15)

where Gd,q is defined in (3.3.16) for q ∈ (0, 4).
(b) Let 0 < Re s < 1 and let

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩ I∗∗d,k,

where the interval I∗∗d,k is defined in (5.2.13). If ζd,k(s) = 0, then

π

2|sin((s+ k(1− d)− 1)π/2)|
lim
N→∞

(2N + λ+ d)Re s+k(1−d)−1+1/p

×
(∫ 1

−1

| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1

× (Cλ2N+d(y)/(Cλ2N+d)
(d)(0))k)|p(1− y2)(λ/2−1/4)kp dy

)1/p

= I
∗1/p
d,k,s,p, (5.2.16)

where I∗d,k,s,p is defined in (5.1.2).
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(c) Let m = 1, 2, . . . , m > (k − 1)(1− d), and let p ∈ ((kd+ 2)−1,∞) ∩ I∗d,k. Then

ζd,k(2m+ 1− k(1− d)) =
1

Cd,k(2m+ 1− k(1− d))Gd,kp
lim
N→∞

(2N + λ+ d)2mτN,d,kp

×
(∫ 1

−1

|y2m log |y| − L2kN (y, y2m log |y|, y−kd+1

× (Cλ2N+d(y)/(Cλ2N+d)
(d)(0))k)|p(1− y2)(λ/2−1/4)kpdy

)1/p

. (5.2.17)

Example 5.2.4 (Normalized even Chebyshev polynomials of the first kind on [−1, 1]).
The corresponding asymptotics for the weight (1 − y2)−1/4 follow from Corollary 5.2.3.
Here, we consider the case of w(y,N) = 1 and d = 0, that is,

P2N (y) = T2N (y), βN = 2N, w(y,N) = 1, N = 1, 2, . . . , a = 1, p0(k) = 0, p1(k) =∞.

Choosing γN and δN as in (5.2.7) and (5.2.8), we see that

{T2N}∞N=1 ∈ P∗∗d (β,C(ε)γ, δ,W, k),

by Remark 3.2.2. Next, Theorem 3.3.6 shows that condition (5.2.2) holds for all p ∈
(0,∞). In addition, Theorem 3.3.6 and estimates (5.2.9) show that condition (5.2.4)
holds for all p ∈ (1/2,∞).Therefore, the following corollary follows from Theorems 5.2.1
and 3.3.6:

Corollary 5.2.5. (a) Let Re s > −1 − k, s + k − 1 6= 0, 2, . . . , C0,k(s) 6= 0, and let
p ∈ (1/2, (max{0,−Re s− k + 1})−1). If ζ0,k(s) 6= 0, then

|ζ0,k(s)| = π

2|sin((s+ k − 1)π/2)| |C0,k(s)|G∗kp

× lim
N→∞

(2N)Re s+k−1

(∫ 1

−1

| |y|s+k−1 − L2kN (y, |y|s+k−1, yT k2N (y))|p dy
)1/p

, (5.2.18)

where G∗p is the constant on the right-hand side of (3.3.39).

(b) Let 0 < Re s < 1 and let p ∈ (1/2, (max{0,−Re s− k + 1})−1). If ζd,k(s) = 0, then

π

2|sin((s+ k − 1)π/2)|
lim
N→∞

(2N)Re s+k−1+1/p

×
(∫ 1

−1

| |y|s+k−1 − L2kN (y, |y|s+k−1, yT k2N (y))|p dy
)1/p

= I
∗1/p
0,k,s,p. (5.2.19)

(c) Let m = 1, 2, . . . , m > (k − 1)(1− d), and let p ∈ (1/2,∞). Then

ζ0,k(2m+ 1− k) =
1

C0,k(2m+ 1− k)G∗kp

× lim
N→∞

(2N)2m

(∫ 1

−1

|y2m log |y| − L2kN (y, y2m log |y|, yT k2N (y))|pdy
)1/p

. (5.2.20)

Example 5.2.6 (Normalized polynomials with equidistant zeros on [−1, 1]). We have

P2N+d(y) = yd
N∏
p=1

(
1−

(
2N + d− 1
2p+ d− 1

)2

y2

)
, βN = (2N + d− 1)π/2,
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w(y,N) =
(√

(1− y2)((1 + y)1+y(1− y)1−y)(2N+d−1)/2
)−1

,

N = 1, 2, . . . , a = 1, p0(k) = 0, p1(k) =∞.

Setting τ := Re s+ (k − 1)(1− d), we choose for N > N2,

γN := log(N + 1) + (τ − 2) log log(N + 1), (5.2.21)

CN−1 log2(N + 1) ≤ δN := γ2
N/N ≤ C1N

−1 log2(N + 1). (5.2.22)

Since γ = {γN}∞N=N2
is an increasing sequence and δ = {δN}∞N=N2

is a decreasing
sequence for large enough N2, we can choose γN and δN for 1 ≤ N ≤ N2 such that γ and
δ are increasing to ∞ and decreasing to 0, respectively. Next, (5.2.21) and (5.2.22) show
that conditions (3.2.33) and (3.2.34) are satisfied and by Proposition 3.2.4, {P2N+d}∞N=1 ∈
P∗∗d (β, γ, δ,W, k). In addition, (5.2.21) and (5.2.22) yield

CN−1 log2(N + 1) ≤ E∗N,τ = δN + γτNe
−γN ≤ C1N

−1 log2(N + 1). (5.2.23)

Further, similarly to the proof of Corollary 5.2.3, we note that it follows from Theorem
3.3.7 that condition (5.2.2) is satisfied if and only if

lim
N→∞

N1/p/τ∗N,d,kp =∞, p ∈ (0,∞). (5.2.24)

and it follows from Theorem 3.3.7 and (5.2.23) that condition (5.2.4) is satisfied if and
only if

lim
N→∞

N1/p−1 log2(N + 1)/τ∗N,d,kp = 0, p ∈ (0,∞). (5.2.25)

We recall that τ∗N,d,q in (5.2.24) and (5.2.25) is defined by (3.3.40) for q ∈ (0,∞).
Next, it is easy to see that (5.2.24) holds if

p ∈ J∗d,k :=
{

(0,∞), d = 0, k = 1 or d = 0, 1, k = 2,
(0, 1], d = 1, k = 1,

(5.2.26)

and (5.2.25) holds if

p ∈ J∗∗d,k :=
{

(1,∞), d = 0, k = 1, 2,
(1/2,∞), d = 1, k = 1, 2.

(5.2.27)

Therefore, the following corollary for polynomials with equidistant zeros follows from
Theorems 5.2.1 and 3.3.7.

Corollary 5.2.7. (a) Let Re s > −1−k(1−d), s+k(1−d)−1 6= 0, 2, . . . , Cd,k(s) 6= 0,
and let

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩ J∗d,k, (5.2.28)

where the interval J∗d,k is defined in (5.2.26). If ζd,k(s) 6= 0, then

|ζd,k(s)| = π

2|sin((s+ k(1− d)− 1)π/2)||Cd,k(s)|Ed,kp
× lim
N→∞

((2N + d− 1)π/2)Re s+k(1−d)−1τ∗N,d,kp

×
(∫ 1

−1

| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d)|p

× wkp(y,N) dy
)1/p

, (5.2.29)

where Ed,q is defined in (3.3.41) for q ∈ (0,∞).
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(b) Let 0 < Re s < 1 and let

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩ J∗∗d,k,

where the interval J∗∗d,k is defined in (5.2.27). If ζd,k(s) = 0, then

π

2|sin((s+ k(1− d)− 1)π/2)|
lim
N→∞

((2N + d− 1)π/2)Re s+k(1−d)−1+1/p

×
(∫ 1

−1

| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d)|pwkp(y,N) dy
)1/p

= I
∗1/p
d,k,s,p, (5.2.30)

where I∗d,k,s,p is defined in (5.1.2).

(c) Let m = 1, 2, . . . , m > (k − 1)(1− d), and let p ∈ ((kd+ 2)−1,∞) ∩ J∗d,k. Then

ζd,k(2m+ 1− k(1− d)) =
1

Cd,k(2m+ 1− k(1− d))Ed,kp
lim
N→∞

((2N + d− 1)π/2)2mτ∗N,d,kp

×
(∫ 1

−1

|y2m log |y| − L2kN (y, y2m log |y|, y−kd+1P k2N+d)|pwkp(y,N) dy
)1/p

. (5.2.31)

Example 5.2.8 (Normalized Hermite polynomials on (−∞,∞)). We have

P2N+d(y) = H2N+d(y)/H(d)
2N+d(0), βN =

√
4N + 2d+ 1, w(y,N) = e−y

2/2,

aN =
√

4N + 2d, N = 1, 2, . . . , a =∞, p0(k) = (2 + kd+ k/2)−1, p1(k) = 4/k.

We recall that {aN}∞N=1 is a sequence of the Mhaskar–Rakhmanov–Saff numbers for the
exponential weight e−y

2/2. Next, we choose for N = 1, 2, . . . ,

γN := Nε, ε ∈ (0, 1/2), (5.2.32)

δN := γ2
N/N = N−1+2ε, ε ∈ (0, 1/2). (5.2.33)

Then (5.2.32) shows that conditions (3.2.47) and (3.2.48) are satisfied and by Proposition
3.2.6, {P2N+d}∞N=1 ∈ P∗∗d (β,C(ε)γ, δ,W, k). In addition, (5.2.32) and (5.2.33) yield

N−1+2ε ≤ E∗N,τ = δN + γτNe
−γN ≤ C1(ε)N−1+2ε. (5.2.34)

Further, it follows from Theorem 3.3.8 that condition (5.2.2) is satisfied if and only if

lim
N→∞

N1/(2p)/τ∗∗N,d,kp =∞, p ∈ (p0(k), p1(k)). (5.2.35)

In addition, combining Theorem 3.3.8 with (5.2.34), we conclude that condition (5.2.4)
is satisfied if and only if there exists ε = ε(p) ∈ (0, 1/2) small enough such that

lim
N→∞

N1/(2p)−1+2ε(p)/τ∗∗N,d,kp = 0, p ∈ (p0(k), p1(k)). (5.2.36)

We recall that τ∗∗N,d,q, q ∈ (0, 8/3) in (5.2.35) and (5.2.36) is defined by (3.3.48).
Next, it is easy to see that (5.2.35) holds if

p ∈ K∗d,k :=


(2/5, 8/3), d = 0, k = 1,
(2/7, 1], d = 1, k = 1,
(1/3, 4/3), d = 0, k = 2,
(1/5, 4/3), d = 1, k = 2,

(5.2.37)
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and (5.2.36) holds if

p ∈ K∗∗d,k :=


(1, 8/3), d = 0, k = 1,
(1/2, 8/3), d = 1, k = 1,
(3/4, 4/3), d = 0, k = 2,
(3/8, 4/3), d = 1, k = 2.

(5.2.38)

Therefore, taking account of Theorem 3.3.8 again, we obtain the following special case of
Theorem 5.2.1 for the Hermite polynomials.

Corollary 5.2.9. (a) Let Re s > −1−k(1−d), s+k(1−d)−1 6= 0, 2, . . . , Cd,k(s) 6= 0,
and let

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩K∗d,k, (5.2.39)

where the interval K∗d,k is defined in (5.2.37). If ζd,k(s) 6= 0, then

|ζd,k(s)| = π

2|sin((s+ k(1− d)− 1)π/2)| |Cd,k(s)|Hd,kp

× lim
N→∞

(4N + 2d+ 1)(Re s+k(1−d)−1)/2τ∗∗N,d,kp

(∫
R
||y|s+k(1−d)−1 − L2kN

× (y, |y|s+k(1−d)−1, y−kd+1(H2N+d(y)/H(d)
2N+d(0))k)|pe−py

2/2dy

)1/p

, (5.2.40)

where Hd,q is defined in (3.3.49).

(b) Let 0 < Re s < 1 and let

p ∈
(
(kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1

)
∩K∗∗d,k,

where the interval K∗∗d,k is defined in (5.2.38). If ζd,k(s) = 0, then

π

2|sin((s+ k(1− d)− 1)π/2)|
lim
N→∞

(4N + 2d+ 1)(Re s+k(1−d)−1+1/p)/2

×
(∫

R
| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1(H2N+d(y)/H(d)

2N+d(0))k)|p

× e−py
2/2dy

)1/p

= I
∗1/p
d,k,s,p, (5.2.41)

where I∗d,k,s,p is defined in (5.1.2).

(c) Let m = 1, 2, . . . , m > (k − 1)(1− d), and let p ∈ ((kd+ 2)−1,∞) ∩K∗d,k. Then

ζd,k(2m+ 1− k(1− d)) =
1

Cd,k(2m+ 1− k(1− d))Hd,kp

× lim
N→∞

(4N + 2d+ 1)mτ∗∗N,d,kp

(∫
R
|y2m log |y| − L2kN

× (y, y2m log |y|, y−kd+1(H2N+d(y)/H(d)
2N+d(0))k)|pe−py

2/2dy

)1/p

. (5.2.42)

Example 5.2.10 (Normalized Williams–Apostol polynomials on (−∞,∞)). Polynomials
of the first kind:
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P2N+d(y) = A2N+d(y)/A(d)
2N+d(0), βN = 2N + d,

w(y,N) = (1 + y2)−N−d/2−α, α ≥ 0, aN = 1, N = 1, 2, . . . , a =∞,
p0(k) = max{(2αk + kd)−1, (kd+ 2)−1}, p1(k) =∞.

Polynomials of the second kind:

P2N+d(y) = W2N+d(y)/W (d)
2N+d(0), βN = 2N + d+ 1,

w(y,N) = (1 + y2)−N−d/2−α−1/2, α ≥ 0, aN = 1, N = 1, 2, . . . , a =∞,
p0(k) = max{(2αk + kd)−1, (kd+ 2)−1}, p1(k) =∞.

The proof of the following corollary for the Williams–Apostol polynomials P2N+d of
the first and second kinds follows that of Corollary 5.2.7 if we use Proposition 3.2.7 and
Theorems 5.2.1 and 3.3.13.

Corollary 5.2.11. (a) Let Re s > −1−k(1−d), s+k(1−d)−1 6= 0, 2, . . . , Cd,k(s) 6= 0,
α ≥ 0, and let

p ∈ ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ J∗d,k ∩ ((2αk + kd)−1,∞),

where J∗d,k is defined in (5.2.26). If ζd,k(s) 6= 0, then

|ζd,k(s)| = π

2|sin((s+ k(1− d)− 1)π/2)||Cd,k(s)|Dd,kp,α
lim
N→∞

β
Re s+k(1−d)−1
N

× τ∗N,d,kp
(∫

R
| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d)|p

× wkp(y,N) dy
)1/p

, (5.2.43)

where τ∗N,d,q, q ∈ (0,∞), and Dd,q,α are defined in (3.3.40) and (3.3.86), respectively.

(b) Let 0 < Re s < 1, α ≥ 0 and let

p ∈ ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ J∗∗d,k ∩ ((2αk + kd)−1,∞),

where the interval J∗∗d,k is defined in (5.2.27). If ζd,k(s) = 0, then

π

2|sin((s+ k(1− d)− 1)π/2)|
lim
N→∞

β
Re s+k(1−d)−1+1/p
N

×
(∫ 1

−1

| |y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d)|pwkp(y,N) dy
)1/p

= I
∗1/p
d,k,s,p, (5.2.44)

where I∗d,k,s,p is defined in (5.1.2).

(c) Let m = 1, 2, . . . , m > (k − 1)(1 − d), α ≥ 0 and let p ∈ (max{(2αk + kd)−1, (kd
+ 2)−1},∞) ∩ J∗d,k. Then

ζd,k(2m+ 1− k(1− d)) =
1

Cd,k(2m+ 1− k(1− d))Dd,kp,α
lim
N→∞

β2m
N τ∗N,d,kp

×
(∫ 1

−1

|y2m log |y| − L2kN (y, y2m log |y|, y−kd+1P k2N+d)|pwkp(y,N) dy
)1/p

. (5.2.45)
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5.3. Interpolation L∞-error criteria for ζ0,k(s) 6= 0 and ζ0,k(s) = 0. New criteria
for zeros of ζ(s) and β(s) to be in the critical strip are discussed in this section.

5.3.1. General L∞-error criterion. Let Π0 = {P2N}∞N=1 ∈ P0(β, γ, δ) and let W =
{w(y,N)}∞N=1 be a sequence of even continuous weights on [−1, 1] or (∞,∞). We consider
the following conditions on Π0 and W :

(i) w(0, N) = 1, N = 1, 2, . . . , and the sequence {w(y,N)}∞N=1 converges uniformly
to 1 in a neighborhood of zero.

(ii) sup|y|<a |P2N (y)|w(y,N) < C1(w).
(iii) The following estimate for the error of best polynomial approximation in the weight-

ed uniform metric holds:

E2kN (|y|s+k−1, (−a, a))wk := inf
Q2kN∈P2kN

sup
|y|<a

||y|s+k−1 −Q2kN (y)|wk(y,N)

≥ C2(w, k)β−(Re s+k−1)
N .

Here, a = 1 or a = ∞ and the constants C1 and C2 are independent of N . Then the
following theorem holds:

Theorem 5.3.1. Let 0 < Re s < 1 and let Π0 and W satisfy conditions (i)–(iii). Then
ζ0,k(s) 6= 0 if and only if there exist a constant C3 = C3(s,Π0,W, k) ∈ (0, 1] and a
sequence of points yN ∈ (0, a), N = 1, 2, . . . , satisfying the properties:

(A) limN→∞ βNyN =∞.
(B) We have

|ys+k−1
N − L2kN (yN , |y|s+k−1, yP k2N (y))|wk(yN , N)

≥ C3 sup
|y|<a

||y|s+k−1 − L2kN (y, |y|s+k−1, yP k2N (y))|wk(y,N).

The following criterion for ζ0,k(s) = 0 is obviously equivalent to Theorem 5.3.1:

Theorem 5.3.2. Let 0 < Re s < 1 and let Π0 and {w(y,N)}∞N=1 satisfy conditions (i)–
(iii). Then ζ0,k(s) = 0 if and only if for any constant C4 ∈ (0, 1] there exists a constant
C5 such that the set

SN,C4 := {y ∈ [0, a) : |ys+k−1 − L2kN (y, |y|s+k−1, yP2N (y))|w(y,N)

≥ C4 sup
y∈[0,a)

|ys+k−1 − L2kN (y, |y|s+k−1, yP2N (y))|w(y,N)}

satisfies the property SN,C4 ⊆ [0, C5/βN ].

Proof of Theorem 5.3.1. Necessity. Let Π0 and W satisfy conditions (i) and (ii) and
let ζ0,k(s) 6= 0. We first show that condition (i) implies the existence of a sequence
yN ∈ (0, a), N = 1, 2, . . . , such that

lim
N→∞

βNyN =∞, lim
N→∞

yN = 0, (5.3.1)

and, in addition, there exists N0 ∈ N such that

inf
N≥N0

|P2N (yN )|w(yN , N) > 1/4. (5.3.2)
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Indeed, setting
vN := min{β1/2

N , γN , (1/2) log(1/δN )}, N = 1, 2, . . . ,

we see that by (3.1.1), the sequence

yN :=
{

1/2, 1 ≤ N ≤ N1,

2πbvN/(2π)c/βN , N > N1,

satisfies property (5.3.1). Here, N1 is chosen so that yN ∈ [0, 1/2] ⊆ (0, a), N = 1, 2, . . . .
Moreover, by (3.1.3), there exists N2 > N1 such that

|P2N (yN )| ≥ 1− CδN exp(βNyN ) ≥ 1− Cδ1/2
N > 1/2, N ≥ N2. (5.3.3)

Next, by condition (i) and (5.3.1), there exists a positive integer N3 such that

w(yN , N) ≥ 1/2, N ≥ N3. (5.3.4)

Then (5.3.2) follows from (5.3.3) and (5.3.4) for N0 = max{N2, N3}. Therefore, there
exists a sequence {yN}∞N=1 with the required properties.

Next, using Corollary 4.3.1(a) and inequality (5.3.2), we obtain, as N →∞,

βRe s+k−1
N |ys+k−1

N − L2kN (yN , |y|s+k−1, yP k2N (y))|wk(yN , N)

≥ C(s)|P k2N (yN )|wk(yN , N)|C0,k(s)ζ0,k(s) + o(1)| ≥ C(s, k)|ζ0,k(s)| > 0. (5.3.5)

Further, we use statement (a) of Theorem 4.2.3 and condition (ii) to show that

βRe s+k−1
N sup

|y|<a
||y|s+k−1 − L2kN (y, |y|s+k−1, yP k2N (y))|wk(y,N)

≤ C(s) sup
|y|<a

|P k2N (y)|wk(y,N) sup
|y|<a

(βNy)−2

∫ ∞
0

tRe s+k dt

(1 + t2/(βNy)2)hkd(t)

≤ C
∫ ∞

0

tRe s+k−2 dt

hkd(t)
<∞. (5.3.6)

Finally, property (B) follows from (5.3.5) and (5.3.6), while property (A) follows from
(5.3.1).

Sufficiency. Let Π0 and W satisfy conditions (ii) and (iii). If a sequence {yN}∞N=1 has
properties (A) and (B), then by Corollary 4.3.1(a) and by (ii),

|ζ0,k(s)| ≥ C(s, k) lim
N→∞

βRe s+k−1
N |ys+k−1

N − L2kN (yN , |y|s+k−1, yP k2N (y))|/|P k2N (yN )|

≥ C(s, k) lim inf
N→∞

βRe s+k−1
N |ys+k−1

N − L2kN (yN , |y|s+k−1, yP k2N (y))|wk(yN , N). (5.3.7)

Using now property (B) and condition (iii), from (5.3.7) we obtain

|ζ0,k(s)| ≥ C lim inf
N→∞

βRe s+k−1
N |ys+k−1

N − L2kN (yN , |y|s+k−1, yP k2N (y))|wk(yN , N)

≥ C lim inf
N→∞

βRe s+k−1
N E2kN (|y|s+k−1, (−a, a))wk > C2(w, k) > 0.

Thus ζ0,k(s) 6= 0. This completes the proof of Theorem 5.3.1.

Remark 5.3.3. The above proof shows that the additional condition
lim
N→∞

yN = 0

can be included into property (A) of Theorem 5.3.1.
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5.3.2. Special L∞-error criteria. To apply this theorem to special polynomials and
weights, we consider the following simple condition that can replace condition (iii) in
Theorem 5.3.1:

(iv) βN ≥ CN , N = 1, 2, . . . .

Proposition 5.3.4. Condition (iii) follows from (i) and (iv).

Proof. It follows from (i) that there exists δ ∈ (0, a), independent of N , such that
infy∈(−δ,δ) w(y,N) ≥ 1/2. Then

E2kN (|y|s+k−1, (−a, a))wk ≥ 2−kE2kN (|y|s+k−1, (−δ, δ))1

= 2−kδRe s+k−1E2kN (|y|s+k−1, (−1, 1))1. (5.3.8)

If we use an estimate

E2kN (|y|s+k−1, (−1, 1))1 ≥ CN−(Re s+k−1) (5.3.9)

(see [21, Lemma 2]), then (iii) follows from (5.3.8), (5.3.9), and condition (iv).

Example 5.3.5 (Normalized Gegenbauer polynomials on [−1, 1]).

P2N (y)=Cλ2N (y)/Cλ2N (0), βN =2N + λ, w(y,N)=(1− y2)λ/2, N=1, 2, . . . , λ≥0.

Conditions (i) and (iv) are satisfied. Condition (ii) is satisfied as well, by (3.2.7). There-
fore, by Proposition 5.3.4, the criteria of Theorems 5.3.1 and 5.3.2 are valid for these
polynomials.

Example 5.3.6 (Normalized Chebyshev polynomials of the first kind on [−1, 1]).

P2N = T2N (y), βN = 2N, w(y,N) = 1, N = 1, 2, . . . .

Conditions (i), (ii), and (iv) are satisfied and the criteria of Theorems 5.3.1 and 5.3.2 are
valid for these polynomials.

Example 5.3.7 (Normalized Hermite polynomials on (−∞,−∞)).

P2N = H2N (y)/H2N (0), βN =
√

4N + 1, w(y,N) = e−y
2/2|1−y2/4N |, N = 1, 2, . . . .

Conditions (i) and (ii) are satisfied; the latter follows from (3.2.54). To prove that condi-
tion (iii) is also satisfied, we use a special case of Theorem 8.1.1(a) from [22]:

2(3/2)(Re s+k−1) lim
N→∞

N (Re s+k−1)/2E2N (|t|s+k−1, (−∞,∞))exp(−t2)

= inf
g1∈B1

sup
t∈R

∣∣|t|s+k−1 − g1(t)
∣∣ > 0,

where B1 is the class of all entire functions of exponential type ≤ 1. Hence by the
substitution t =

√
k/2 y, we arrive at the inequality

E2kN (|y|s+k−1, (−∞,∞))exp(−ky2/2) ≥ CN−(Re s+k−1)/2 = C1β
−(Re s+k−1)
N .

Thus property (iii) is satisfied. Therefore, the criteria of Theorems 5.3.1 and 5.3.2 are
valid for the Hermite polynomials.

Remark 5.3.8. Note that the weights w(y,N) for the Gegenbauer and Hermite polyno-
mials in those examples are different from (3.2.4) and (3.2.46).
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5.4. Interpolation Lp-error criteria for ζd,k(s) 6= 0 and ζd,k(s) = 0. In this section
we discuss Lp-versions of the interpolation error criteria for zeros of the zeta functions to
be in the critical strip.

5.4.1. General Lp-error criterion

Theorem 5.4.1. Let {P2N+d}∞N=1 ∈ P∗∗d (β, γ, δ,W, k) and 0 < Re s < 1. In addition, let
p satisfy condition (5.2.1) and let both conditions (5.2.2) and (5.2.4) be satisfied. Then
the following statements hold:

(a) ζd,k(s) 6= 0 if and only if

C1β
−(Re s+k(1−d)−1)
N

≤
(∫ a
−a

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pwkp(y,N) dy

)1/p(∫ a
−a |y−kdP

k
2N+d(y)wk(y,N)|p dy

)1/p
≤ C2β

−(Re s+k(1−d)−1)
N . (5.4.1)

(b) ζd,k(s) = 0 if and only if

C3β
−(Re s+k(1−d)−1+1/p)
N

≤
(∫ a
−a

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pwkp(y,N) dy

)1/p(∫ a
−a |y−kdP

k
2N+d(y)wk(y,N)|p dy

)1/p
≤ C4β

−(Re s+k(1−d)−1+1/p)
N . (5.4.2)

Proof. Theorem 5.4.1 follows immediately from Theorem 5.2.1. Indeed, if ζd,k(s) 6= 0,
then (5.4.1) follows from Theorem 5.2.1(a). If inequalities (5.4.1) hold, then assuming that
ζd,k(s) = 0 and using Theorem 5.2.1(b), we see that relation (5.2.5) contradicts (5.4.1)
because of condition (5.2.2). This proves (a). Statement (b) can be proved similarly.

5.4.2. Special Lp-error criteria. Special cases of Theorem 5.2.1 are discussed below.

Example 5.4.2 (Normalized Gegenbauer polynomials on [−1, 1]). Let 0 < Re s < 1 and

P2N+d(y) = Cλ2N+d(y)/(Cλ2N+d)
(d)(0), βN = 2N + λ+ d, w(y,N) = (1− y2)λ/2−1/4,

N = 1, 2, . . . , λ ≥ 0, a = 1, p0(k) = 0, p1(k) = 4/k.

It is established in Section 5.2 that for the Gegenbauer polynomials, all three conditions
(5.2.1), (5.2.2), and (5.2.4) are satisfied for

p ∈ Id,k,s := ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ I∗d,k ∩ I∗∗d,k,

where the intervals I∗d,k and I∗∗d,k are defined in (5.2.12) and (5.2.13), respectively. It is
easy to see that

Id,k,s =


(1/2, 4), d = 0, k = 1,
(1/3, 1], d = 1, k = 1,
(1/2, 2), d = 0, k = 2,
(1/3,min{2, (1− Re s)−1}), d = 1, k = 2.

(5.4.3)

Then the following special case of Theorem 5.4.1 holds for the Gegenbauer polynomials:
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Corollary 5.4.3. Let 0 < Re s < 1 and p ∈ Id,k,s, where Id,k,s is defined by (5.4.3),
and let τN,d,kp is defined by (3.3.15). Then:

(a) ζd,k(s) 6= 0 if and only if

C1N
−(Re s+k(1−d)−1)τ−1

N,d,kp

≤
(∫ 1

−1

∣∣|y|s+k(1−d)−1−L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣p(1−y2)(λ/2−1/4)kp dy

)1/p
≤ C2N

−(Re s+k(1−d)−1)τ−1
N,d,kp.

(b) ζd,k(s) = 0 if and only if

C3N
−(Re s+k(1−d)−1+1/p)

≤
(∫ 1

−1

∣∣|y|s+k(1−d)−1−L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣p(1−y2)(λ/2−1/4)kp dy

)1/p
≤ C4N

−(Re s+k(1−d)−1+1/p).

Example 5.4.4 (Normalized even Chebyshev polynomials of the first kind on [−1, 1]).
Let 0 < Re s < 1 and

P2N (y) = T2N (y), βN = 2N, w(y,N) = 1,

N = 1, 2, . . . , a = 1, p0(k) = 0, p1(k) =∞.

It is established in Section 5.2 that for these polynomials, all three conditions (5.2.1),
(5.2.2), and (5.2.4) are satisfied for p ∈ (1/2,∞).

Corollary 5.4.5. Let 0 < Re s < 1 and p ∈ (1/2,∞). Then:

(a) ζd,k(s) 6= 0 if and only if

C1N
−(Re s+k−1) ≤

(∫ 1

−1

∣∣|y|s+k−1 − L2kN (y, |y|s+k−1, yT k2N (y))
∣∣p dy)1/p

≤ C2N
−(Re s+k−1).

(b) ζd,k(s) = 0 if and only if

C3N
−(Re s+k−1+1/p) ≤

(∫ 1

−1

∣∣|y|s+k−1 − L2kN (y, |y|s+k−1, yT k2N (y))
∣∣p dy)1/p

≤ C4N
−(Re s+k−1+1/p).

Example 5.4.6 (Normalized polynomials with equidistant zeros on [−1, 1]). Let 0 <

Re s < 1 and

P2N+d(y) = yd
N∏
p=1

(
1−

(
2N + d− 1
2p+ d− 1

)2

y2

)
, βN = (2N + d− 1)π/2,

w(y,N) =
(√

(1− y2)((1 + y)1+y(1− y)1−y)(2N+d−1)/2
)−1

, N = 1, 2, . . . ,

a = 1, p0(k) = 0, p1(k) =∞.
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It is established in Section 5.2 that for these polynomials, all three conditions (5.2.1),
(5.2.2), and (5.2.4) are satisfied for

p ∈ Jd,k,s := ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩ J∗d,k ∩ J∗∗d,k,

where the intervals J∗d,k and J∗∗d,k are defined in (5.2.26) and (5.2.27), respectively. It is
easy to see that

Jd,k,s =


(1,∞), d = 0, k = 1,
(1/2, 1], d = 1, k = 1,
(1,∞), d = 0, k = 2,
(1/2, (1− Re s)−1), d = 1, k = 2.

(5.4.4)

Then the following special case of Theorem 5.4.1 holds for the polynomials with equidis-
tant zeros:

Corollary 5.4.7. Let 0 < Re s < 1 and p ∈ Jd,k,s, where Jd,k,s is defined by (5.4.4),
and let τ∗N,d,kp be defined by (3.3.40). Then:

(a) ζd,k(s) 6= 0 if and only if

C1N
−(Re s+k(1−d)−1)(τ∗N,d,kp)

−1

≤
(∫ 1

−1

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pwkp(y,N) dy

)1/p

≤ C2N
−(Re s+k(1−d)−1)(τ∗N,d,kp)

−1.

(b) ζd,k(s) = 0 if and only if

C3N
−(Re s+k(1−d)−1+1/p)

≤
(∫ 1

−1

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pwkp(y,N) dy

)1/p

≤ C4N
−(Re s+k(1−d)−1+1/p).

Example 5.4.8 (Normalized Hermite polynomials on (−∞,∞)). Let 0 < Re s < 1 and

P2N+d(y) = H2N+d(y)/H2N+d)(d)(0), βN =
√

2N + 2d+ 1, w(y,N) = e−y
2/2,

N = 1, 2, . . . , a =∞, p0(k) = 1/2, p1(1) = 4, p1(2) = 2.

It is established in Section 5.2 that for the Hermite polynomials, all three conditions
(5.2.1), (5.2.2), and (5.2.4) are satisfied for

p ∈ Kd,k,s := ((kd+ 2)−1, (max{0,−Re s− k(1− d) + 1})−1) ∩K∗d,k ∩K∗∗d,k,

where the intervals K∗d,k and K∗∗d,k are defined in (5.2.37) and (5.2.38), respectively. It is
easy to see that

Kd,k,s =


(1, 8/3), d = 0, k = 1,
(1/2, 1], d = 1, k = 1,
(3/4, 4/3), d = 0, k = 2,
(3/4,min{4/3, (1− Re s)−1}), d = 1, k = 2.

(5.4.5)

Then the following special case of Theorem 5.4.1 holds for the Hermite polynomials:
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Corollary 5.4.9. Let 0 < Re s < 1 and p ∈ Kd,k,s, where Kd,k,s is defined by (5.4.5),
and let τ∗∗N,d,kp is defined by (3.3.48). Then:

(a) ζd,k(s) 6= 0 if and only if

C1N
−(Re s+k(1−d)−1)/2(τ∗∗N,d,kp)

−1

≤
(∫

R

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pe−kpy2/2 dy

)1/p

≤ C2N
−(Re s+k(1−d)−1)/2(τ∗∗N,d,kp)

−1.

(b) ζd,k(s) = 0 if and only if

C3N
−(Re s+k(1−d)−1+1/p)/2

≤
(∫

R

∣∣|y|s+k(1−d)−1 − L2kN (y, |y|s+k(1−d)−1, y−kd+1P k2N+d(y))
∣∣pe−kpy2/2dy

)1/p

≤ C4N
−(Re s+k(1−d)−1+1/p)/2.

Example 5.4.10 (Normalized Williams–Apostol polynomials on (−∞,∞)). Polynomials
of the first kind:

P2N+d(y) = A2N+d(y)/A2N+d)(d)(0), βN = 2N + 2d,

w(y,N) = (1 + y2)−N−d/2−α, α ≥ 0, aN = 1, N = 1, 2, . . . ,

a =∞, p0(k) = max{(2αk + kd)−1, (kd+ 2)−1}, p1(k) =∞.
Polynomials of the second kind:

P2N+d(y) = W2N+d(y)/W2N+d)(d)(0), βN = 2N + 2d+ 1,

w(y,N) = (1 + y2)−N−d/2−α−1/2, α ≥ 0, aN = 1, N = 1, 2, . . . ,

a =∞, p0(k) = max{(2αk + kd)−1, (kd+ 2)−1}, p1(k) =∞.
It is established in Section 5.2 that for the Williams–Apostol polynomials, all three con-
ditions (5.2.1), (5.2.2), and (5.2.4) are satisfied for p ∈ Jd,k,s ∩ ((2α + d)−1,∞), where
Jd,k,s is defined in (5.4.4).

Corollary 5.4.11. Let 0 < Re s < 1 and p ∈ Jd,k,s ∩ ((2α+ d)−1,∞). Then statements
(a) and (b) of Corollary 5.4.7 with

∫ 1

−1
replaced by

∫
R hold for the polynomials of Example

5.4.10.
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In this chapter we present three more applications of asymptotic relations for the zeta
functions.

6.1. Universal exponential sums. A number of universal functions and sequences
(mostly in the form of divergent power series) that allow approximation of functions
from a variety of classes have been introduced in analysis for the last 100 years (see the
survey [25]). However, all these universal objects have not been given in the explicit form,
with one exception. In 1975 Voronin [53] discovered the following remarkable result on
universal translates of ζd,k(s) along the imaginary axis:

Theorem 6.1.1. Let 0<r<1/4 and let g(s) be continuous on the disk D̄r(3/4) := {s∈C :
|s − 3/4| ≤ r} and analytic in the interior of D̄r(3/4). If g(s) 6= 0 in the interior of
D̄r(3/4), then for any ε > 0 there exists a real T = T (ε, g, r) such that

max
s∈D̄r(3/4)

|g(s)− ζd,k(s+ iT )| < ε. (6.1.1)

Theorem 6.1.1 for ζd,k(s) = ζ(s) was proved in [53]. Voronin mentions in [53] that the
analogue of this result holds for any Dirichlet L-function (in particular, for ζd,k(s) = β(s)).
The proof of this extension of Voronin’s theorem can be found in [4]. Further extensions
and improvements of Voronin’s theorem can be found in [4, 28, 32, 39, 47, 33, 41]. In
particular, Theorem 6.1.1 is valid if D̄r(3/4) is replaced with a compact K ⊂ {s ∈ C :
Re s ∈ [3/4− r, 3/4 + r]} [4, 39, 47].

The following real version of this result easily follows from Theorem 6.1.1.

Corollary 6.1.2. Let 0 < r < 1/4 and let f : R → R be a continuous, nontrivial, and
2π-periodic function on R. If f does not have sign changes (that is, f(t) ≥ 0 or f(t) ≤ 0
on R), then for any ε > 0 there exists a real T = T (ε, f, r) such that

max
t∈[0,2π)

|f(t)− Re ζd,k(3/4 + reit + iT )| < ε. (6.1.2)

Proof. We first assume that f(t) = a0/2 +
∑n
k=1(ak cos kt + bk sin kt) is a nontrivial

trigonometric polynomial of degree at most n with real coefficients. Then the function

g(s) := a0/2 +
n∑
k=1

(ak − ibk)(s− 3/4)kr−k, s = 3/4 + ρeit, 0 ≤ ρ ≤ r,

is continuous on D̄r(3/4) and analytic in the interior of D̄r(3/4). In addition,

f(t) = Re g(3/4 + reit). (6.1.3)

[105]
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Next, g(s) 6= 0 in the interior of D̄r(3/4) since Re g(s) 6= 0 due to (6.1.3) and the integral
representation for the harmonic function Re g(s). Therefore, g satisfies all conditions of
Theorem 6.1.1, so (6.1.2) follows from (6.1.1) and (6.1.3).

To prove the corollary for any continuous, nontrivial, and 2π-periodic function f that
does not have sign changes on [0, 2π), it is sufficient to approximate f by a trigonometric
polynomial that does not have sign changes on [0, 2π). For example if f(t) ≥ 0 on [0, 2π),
then for any ε > 0 there exist n = n(ε, f) and a trigonometric polynomial Q of degree at
most n such that Q(t) ≥ f(t) and maxt∈[0,2π) |f(t)−Q(t)| < ε/2 (see [36, p. 96]).

Combining Theorem 6.1.1 with asymptotic representations for ζd,k(s), it is possible to
find several families of universal sequences of exponential sums whose shifts along the
imaginary axis can approximate a continuous function on D̄r(3/4) that is analytic and
nonvanishing in the interior of the disk. Real versions of these results follow from Corollary
6.1.2. In particular, two of these universal sequences, generated by

ζd,1(s) =
{
β(s), d = 0,
ζ(s), d = 1,

are presented below.

Corollary 6.1.3. Let us set (N = 1, 2, . . . , d = 0, 1)

RN,d(s) :=
πs+1/2

√
N

sin((s− d)π/2)(1− 2−s)dΓ (s)22N+s+d−1

×
N∑
p=1

(−1)p+1

(
2N + d− 1
N − p

)
(2p+ d− 1)s−1.

If 0 < r < 1/4 and g(s) is a continuous function on D̄r(3/4) that is analytic and
nonvanishing in the interior of the disk, then for any ε > 0 there exist T = T (ε, g, r) ∈ R
and N0 = N0(ε, g, r) such that for any N ≥ N0,

max
s∈D̄r(3/4)

|g(s)−RN,d(s+ iT )| < ε. (6.1.4)

Proof. Using formula (4.4.38) from Corollary 4.4.4(c), we obtain

ζd,1(s) = RN,d(s) +O(N−1 log2N), 3/4− r ≤ Re s ≤ 3/4 + r, (6.1.5)

where the constant C(s) in O(N−1 log2N) is independent of N and satisfies the property
sup3/4−r≤Re s≤3/4+r C(s) < ∞, by (4.4.29). In other words, asymptotic (6.1.5) holds
uniformly on the strip {s ∈ C : Re s ∈ [3/4− r, 3/4 + r]}. Then choosing T (ε/2, g, r) from
Theorem 6.1.1 such that (6.1.1) holds with ε replaced by ε/2, we can find N0(ε/2, g, r)
from (6.1.5) such that

|ζd,1(s+ iT )−RN,d(s+ iT )| < ε/2, N ≥ N0.

Hence (6.1.4) follows from (6.1.1).

Using Corollary 6.1.2 instead of Theorem 6.1.1, we can similarly prove the following real
result:

Corollary 6.1.4. Let 0 < r < 1/4 and let f : R → R be a continuous, nontrivial, and
2π-periodic function on R. If f does not have sign changes on R, then for any ε > 0 there
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exist T = T (ε, f, r) and N0 = N0(ε, f, r) such that for any N ≥ N0,

max
0≤t<2π

|f(t)− Re(RN (3/4 + reit + iT ))| < ε.

Making the substitution x = cos t and using Corollary 6.1.4, we immediately obtain
the following result:

Corollary 6.1.5. Let 0 < r < 1/4 and let h : [−1, 1] → R be a nontrivial continuous
function on [−1, 1]. If h does not have sign changes on [−1, 1], then for any ε > 0 there
exist T = T (ε, h, r) and N0 = N0(ε, h, r) such that for any N ≥ N0,

max
|x|≤1

|h(x)− Re(RN (3/4 + rx+ ir
√

1− x2 + iT ))| < ε.

Remark 6.1.6. Using other formulae for ζd,k(s), 0 < Re s < 1, from Corollary 4.4.4, it is
possible to find other special universal sums, while the general ones can be obtained from
statements (a) and (b) of Theorem 4.4.1. One more source for universal sums is asymptotic
(4.2.10), which generates the universal exponential sums for each fixed y ∈ R \ {0} and
{P2N+d}∞N=1 ∈ Pd(β, γ, δ). An important role in all these processes is played by the
uniform estimates (4.2.12), (4.4.2), and (4.4.30) for the constant C(s) in the corresponding
remainder term.

In addition, we note that Corollary 6.1.3 is valid in the more general case of the disk
D̄r(3/4) being replaced with a compact K ⊂ {s ∈ C : Re s ∈ [3/4− r, 3/4 + r]}.

6.2. Functional equations for zeta functions. Here, we show that functional equa-
tions for zeta functions ζ(s) and β(s) follow from asymptotic representations for these
functions.

Theorem 6.2.1. (a) For s ∈ C \ {0, 1}, the following Riemann’s equation holds:

ζ(1− s) = 21−sπ−sΓ (s) cos(sπ/2)ζ(s). (6.2.1)

(b) For s ∈ C, the following functional equation holds:

β(1− s) = (2/π)sΓ (s) sin(sπ/2)β(s). (6.2.2)

Proof. We first need some technical estimates. For a > b > 0 and α > 0, β ∈ R, the
following inequality is valid:

|aα+iβ − bα+iβ | ≤ aα(a/b− 1)(|β|+ α). (6.2.3)

Indeed,

|aα+iβ − bα+iβ | ≤ aα|aiβ − biβ |+ (aα − bα) ≤ aα|β|log(a/b) + αaα(a/b− 1). (6.2.4)

Then (6.2.3) follows from (6.2.4). Next setting a = x, b = sinx, x ∈ (0, π/2], we obtain
from (6.2.3), for α > 0, β ∈ R,

|xα+iβ − (sinx)α+iβ | ≤ Cxα(x/sinx− 1) ≤ C1x
2+α, (6.2.5)

where C and C1 are independent of x. Next, (6.2.5) immediately implies the estimate

|x−(α+iβ) − (sinx)−(α+iβ)| ≤ Cx2−α, x ∈ (0, π/2], α > 0, β ∈ R, (6.2.6)

where C is independent of x. Further, setting

α+ iβ = 1− s, Re s < 1, x = (2p− 1)π/(4N), p = 1, . . . , N,
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from (6.2.6) we obtain∣∣∣∣ 1

(2N)1−s
(
sin (2p−1)π

4N

)1−s − (2/π)1−s

(2p− 1)1−s

∣∣∣∣ ≤ C (2p− 1)1+Re s

N2
, (6.2.7)

where C is independent of p and N .
To prove statement (a), we use relation (4.4.32) for d = 0:

ζ(s) =
π2s−1

cos(sπ/2)(1− 21−s)Γ (s+ 1)
lim
N→∞

(2N)s−1HN (s), −1 < Re s < 0, (6.2.8)

where

HN (s) :=
N∑
p=1

(
cos

(2p− 1)π
4N

)s−1(
(s+ 1) cos2 (2p− 1)π

4N
− s
)

= −
N∑
p=1

(
cos

(2p− 1)π
4N

)s−1(
(s+ 1) sin2 (2p− 1)π

4N
− 1
)

= −
N∑
p=1

(
sin

(2p− 1)π
4N

)s−1(
(s+ 1) cos2 (2p− 1)π

4N
− 1
)
. (6.2.9)

Next, we approximate (2N)s−1HN (s) by the sum

IN (s) := −(2/π)1−ss

N∑
p=1

(2p− 1)s−1, −1 < Re s < 0. (6.2.10)

Then using (6.2.7), we obtain∣∣∣∣ (s+ 1) cos2 (2p−1)π
4N − 1

(2N)1−s
(
sin (2p−1)π

4N

)1−s − s(2/π)1−s

(2p− 1)1−s

∣∣∣∣
≤ |s|

∣∣∣∣ 1 +O
(( (2p−1)π

4N

)2)
(2N)1−s

(
sin (2p−1)π

4N

)1−s − (2/π)1−s

(2p− 1)1−s

∣∣∣∣+NRe s−1

(
sin

(2p− 1)π
4N

)1+Re s

≤ C (2p− 1)1+Re s

N2
, (6.2.11)

where C is independent of p and N . It follows from (6.2.9)–(6.2.11) that for −1<Re s<0,

|(2N)s−1HN (s)− IN (s)| ≤ C
N∑
p=1

(2p− 1)1+Re s/N2 ≤ CNRe s. (6.2.12)

Therefore combining (6.2.8) with (6.2.12), for −1 < Re s < 0 we obtain

ζ(s) =
−π2s−1(2/π)1−ss

cos(sπ/2)(1− 21−s)Γ (s+ 1)
lim
N→∞

N∑
p=1

(2p− 1)s−1

= − πs

cos(sπ/2)(1− 21−s)Γ (s)

∞∑
p=1

1
(2p− 1)1−s =

πs

cos(sπ/2)21−sΓ (s)
ζ(1− s).

Thus equation (6.2.1) is valid for −1 < Re s < 0. To complete the proof of statement (a),
it is sufficient to use analyticity of ζ(s) for s ∈ C \ {1}.
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The proof of statement (b) is similar, if we use relation (4.4.30) for d = 0. We have

β(s) =
π

2 sin(sπ/2)Γ (s)
lim
N→∞

(2N)s−1H∗N (s), −1 < Re s < 0,

where

H∗N (s) := (−1)N+1
N∑
p=1

(−1)p+1

(
cos

(2p− 1)π
4N

)s−1

sin
(2p− 1)π

4N

=
N∑
p=1

(−1)p+1

(
sin

(2p− 1)π
4N

)s−1

cos
(2p− 1)π

4N
.

Next, we approximate (2N)s−1H∗N (s) by the sum

I∗N (s) := (2/π)1−s
N∑
p=1

(−1)p+1(2p− 1)s−1, −1 < Re s < 0.

Then using (6.2.7), we obtain∣∣∣∣ cos (2p−1)π
4N

(2N)1−s
(
sin (2p−1)π

4N

)1−s − (2/π)1−s

(2p− 1)1−s

∣∣∣∣ ≤ C (2p− 1)1+Re s

N2
.

Hence
|(2N)s−1H∗N (s)− I∗N (s)| ≤ CNRe s, −1 < Re s < 0,

and

β(s) =
π(2/π)1−s

2 sin(sπ/2)Γ (s)
lim
N→∞

N∑
p=1

(−1)p+1(2p− 1)s−1 =
(π/2)s

sin(sπ/2)Γ (s)
β(1− s).

Therefore, (6.2.2) is valid for −1 < Re s < 0, and due to analyticity of β(s) on C,
statement (b) is established.

6.3. Combinatorial representations for Bernoulli and Euler numbers. Asymp-
totic formulae for ζ(2n) and β(2n+ 1) lead to new combinatorial representations for the
Bernoulli numbers

B2n := 2(−1)n+1(2n)!(2π)−2nζ(2n), n = 0, 1, . . . , (6.3.1)

and the Euler numbers

E2n := 2(−1)n(2n)!(2/π)2n+1β(2n+ 1), n = 0, 1, . . . . (6.3.2)

Theorem 6.3.1. For n = 0, 1, . . . , the following formulae hold:

B2n =
(−1)n+1

(1− 21−2n)(2n+ 1)24n
∏n
j=0(2j + 1)

×
n∑

m=0

(−1)m
(

2n+ 1
n−m

)
(2m+ 1)

∑
Pn
r=0 αr,m=n

n∏
r=0

(2r + 1)2αr,m+1

(2αr,m + 1)!
, (6.3.3)

E2n =
(−1)n

(2n+ 1)22n

n∑
m=0

(−1)m
(

2n+ 1
n−m

) ∑
Pn
r=0 αr,m=n

n∏
r=0

(2r + 1)2αr,m

(2αr,m)!
, (6.3.4)
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where the second summation in (6.3.3) and (6.3.4) is taken over all nonnegative integral
solutions α0,m, . . . , αn,m to the equation

∑n
r=0 αr,m=n, provided that αm,m :=0, 0≤m≤n.

Proof. To prove (6.3.3), we use (6.3.1) and the limit relation (4.4.32) for d = 0:

B2n =
π1−2n

1− 21−2n
lim
N→∞

(2N)2n−1SN,n, (6.3.5)

where

SN,n := 2n
N∑
p=1

cos2n−1 (2p− 1)π
4N

− (2n+ 1)
N∑
p=1

cos2n+1 (2p− 1)π
4N

.

Using the Fourier expansion for (cos y)2q−1, q∈N, we obtain by straightforward calculation

SN,n =
n

22n−3

N∑
p=1

n∑
m=1

(
2n− 1
n−m

)
cos

(2m− 1)(2p− 1)π
4N

−2n+ 1
22n

N∑
p=1

n+1∑
m=1

(
2n+ 1

n−m+ 1

)
cos

(2m− 1)(2p− 1)π
4N

=
n

22n−2

n∑
m=1

(−1)m+1

(
2n− 1
n−m

)
1

sin (2m−1)π
4N

−2n+ 1
22n+1

n+1∑
m=1

(−1)m+1

(
2n+ 1

n−m+ 1

)
1

sin (2m−1)π
4N

=
1

(2n+ 1)22n+1

n∑
m=0

(−1)m+1

(
2n+ 1
n−m

)
(2m+ 1)2

sin (2m+1)π
4N

. (6.3.6)

Then it follows from (6.3.5) and (6.3.6) that

(1− 21−2n)(2n+ 1)24nB2n = lim
y→0

y1−2n
n∑

m=0

(−1)m+1

(
2n+ 1
n−m

)
(2m+ 1)2

sin(2m+ 1)y

=
( n∏
j=0

(2j + 1)
)−1

lim
y→0

y−3n
n∑

m=0

(−1)m+1

(
2n+ 1
n−m

)
(2m+ 1)2

×
∏

0≤p≤n, p 6=m

sin(2p+ 1)y =
(

(3n)!
n∏
j=0

(2j + 1)
)−1

×
n∑

m=0

(−1)m+1

(
2n+ 1
n−m

)
(2m+ 1)2

( ∏
0≤p≤n, p 6=m

sin(2p+ 1)y
)(3n)

y=0
. (6.3.7)

It remains to use the generalized Leibniz theorem( ∏
0≤p≤n, p 6=m

sin(2p+ 1)y
)(3n)

y=0

=
1

2m+ 1

∑
Pn
r=0(2αr,m+1)=3n

(3n)!∏n
r=0(2αr,m + 1)!

n∏
p=0

(sin(2p+ 1)y)(2αr,m+1)
y=0

=
(−1)n(3n)!

2m+ 1

∑
Pn
r=0 αr,m=n

n∏
r=0

(2r + 1)2αr,m+1

(2αr,m + 1)!
, (6.3.8)

where αm,m := 0, 0 ≤ m ≤ n. Thus (6.3.3) follows from (6.3.7) and (6.3.8).
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We prove (6.3.4) similarly. Indeed, using (6.3.2) and (4.4.30) for d = 0, we obtain

E2n = π(2/π)2n+1 lim
N→∞

(−1)N+1(2N)2nS∗N,n, (6.3.9)

where

S∗N,n :=
N∑
p=1

(−1)p+1 cos2n (2p− 1)π
4N

sin
(2p− 1)π

4N

= 2−2n
N∑
p=1

(−1)p+1

((
2n
n

)
+ 2

n∑
m=1

(
2n

n−m

)
cos

2m(2p− 1)π
4N

)
sin

(2p− 1)π
4N

= 2−2n

((
2n
n

) N∑
p=1

(−1)p+1 sin
(2p− 1)π

4N

+
n∑

m=1

(
2n

n−m

) N∑
p=1

(−1)p+1 sin
(2m+ 1)(2p− 1)π

4N

−
n∑

m=1

(
2n

n−m

) N∑
p=1

(−1)p+1 sin
(2m− 1)(2p− 1)π

4N

)

=
(−1)N+1

22n+1

n∑
m=0

(−1)m
(

2n
n−m

)
(2m+ 1)

(n+m+ 1) cos (2m+1)π
4N

.

Then using this relation and (6.3.9), we obtain

E2n = 2−2n lim
y→0

y−2n
n∑

m=0

(−1)m
(

2n
n−m

)
(2m+ 1)

(n+m+ 1) cos(2m+ 1)y

=
1

(2n+ 1)22n
lim
y→0

y−2n
n∑

m=0

(−1)m
(

2n+ 1
n−m

)
(2m+ 1)

∏
0≤p≤n, p 6=m

cos(2p+ 1)y

=
1

(2n+ 1)22n(2n)!

n∑
m=0

(−1)m
(

2n+ 1
n−m

)
(2m+ 1)

×
( ∏

0≤p≤n, p 6=m

cos(2p+ 1)y
)(2n)

y=0
. (6.3.10)

It remains to note that by the generalized Leibniz theorem,( ∏
0≤p≤n, p 6=m

cos(2p+ 1)y
)(2n)

y=0
= (−1)n(2n)!

∑
Pn
r=0 αr,m=n

n∏
r=0

(2r + 1)2αr,m

(2αr,m)!
, (6.3.11)

where αm,m := 0, 0 ≤ m ≤ n. Thus (6.3.4) follows from (6.3.10) and (6.3.11). This
completes the proof of Theorem 6.3.1.

Remark 6.3.2. Note that the following well-known relations between the Bernoulli and
the Euler numbers:

B2n =
2n

42n − 22n

n−1∑
j=0

(
2n− 1

2j

)
E2j , n = 1, 2, . . . , (6.3.12)
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E2n = 1−
n∑
j=1

(
2n

2j − 1

)
42j − 22j

2j
B2j , n = 1, 2, . . . , (6.3.13)

can be proved by representation (4.4.38). Indeed, it follows from (6.3.1), (6.3.2), and
(4.4.38) for d = 1 and d = 0 that

B2n =
√
π n

24n−2(1− 2−2n)
lim
N→∞

√
N

22N

N∑
p=1

(−1)p+1

(
2N
N − p

)
(2p)2n−1, (6.3.14)

E2n = 4
√
π lim
N→∞

√
N

22N

N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
(2p− 1)2n. (6.3.15)

Next,

n−1∑
j=1

(
2n− 1

2j

) N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
(2p− 1)2j

=
N∑
p=1

(−1)p+1

(
2N − 1
N − p

) n−1∑
j=1

(
2n− 1

2j

)
(2p− 1)2j

=
1
2

N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
((2p)2n−1 − (2p− 2)2n−1)

=
1
2

( N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
(2p)2n−1 +

1
2

N−1∑
p=1

(−1)p+1

(
2N − 1
N − p− 1

)
(2p)2n−1

)

=
1
2

N∑
p=1

(−1)p+1

(
2N
N − p

)
(2p)2n−1. (6.3.16)

Further, combining (6.3.14) and (6.3.15) with (6.3.16), we obtain

2n
42n − 22n

n−1∑
j=0

(
2n− 1

2j

)
E2j

=
8
√
π n

42n − 22n
lim
N→∞

√
N

22N

n−1∑
j=1

(
2n− 1

2j

) N∑
p=1

(−1)p+1

(
2N − 1
N − p

)
(2p− 1)2j

=
4
√
π n

42n − 22n
lim
N→∞

√
N

22N

N∑
p=1

(−1)p+1

(
2N
N − p

)
(2p)2n−1 = B2n.

This proves (6.3.12). Relation (6.3.13) can be proved similarly.
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