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Abstract

Let P be a poset on the set [m]× [n], which is given as the disjoint sum of posets on ‘columns’
of [m] × [n], and let P̌ be the dual poset of P. Then P is called a generalized Niederreiter–
Rosenbloom–Tsfasman poset (gNRTp) if all further posets on columns are weak order posets of
the ‘same type’. Let G (resp. Ǧ) be the group of all linear automorphisms of the space Fm×n

q

preserving the P-weight (resp. P̌-weight). We define two partitions of Fm×n
q , one consisting of

‘P-orbits’ and the other of ‘P̌-orbits’. If P is a gNRTp, then they are respectively the orbits
under the action of G on Fm×n

q and of Ǧ on Fm×n
q . Then, under the assumption that P is not an

antichain, we show that (1) P is a gNRTp iff (2) the P-orbit distribution of C uniquely determines
the P̌-orbit distribution of C⊥ for every linear code C in Fm×n

q iff (3) G acts transitively on
each P-orbit iff (4) Fm×n

q together with the classes given by ‘(u, v) belongs to a class iff u − v
belongs to a P-orbit’ is a symmetric association scheme. Furthermore, a general method of
constructing symmetric association schemes is introduced. When P is a gNRTp, using this, four
association schemes are constructed. Some of their parameters are computed and MacWilliams-
type identities for linear codes are derived. Also, we report on the recent developments in the
theory of poset codes in the Appendix.
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1. Introduction

The poset codes were introduced in [4] by Brualdi et al. in connection with Niederreiter’s

problem in [27] and have received considerable attention in recent years (cf. [10], [12],

[16–18], [20], [21]). The reader is referred to the Appendix for the recent developments

in the theory of poset codes. The Niederreiter–Rosenbloom–Tsfasman weight (metric),

introduced in [29], [31] and further developed, for example in [8], [28], [32], is a good

example of a poset weight which corresponds to the poset consisting of finite disjoint

sums of chains of equal finite lengths.

Let Fq be the finite field with q elements, and let n,m1, . . . ,mt be positive integers

with m = m1 + · · ·+mt. Assume that P = P1u · · ·uPn is the poset given by the disjoint

sum of posets Pj whose underlying set and order relation are given by

[m]× {j} = m11
(j) ∪ · · · ∪mt1

(j),

mr1
(j) = {(m1 + · · ·+mr−1 + 1, j), . . . , (m1 + · · ·+mr−1 +mr, j)},

a <Pj b ⇔ a ∈ mr1
(j), b ∈ ms1

(j) for some r, s with 1 ≤ r < s ≤ t

(cf. (2.4)). Such a P will be called a generalized Niederreiter–Rosenbloom–Tsfasman poset

for the reason to be explained below.

Let wP be the corresponding P-weight. Namely, for u in the space Fm×nq of all m×n
matrices over Fq, wP(u) is defined to be the cardinality of the smallest ideal containing the

support of u (cf. (2.1)). Then wP is nothing but the Niederreiter–Rosenbloom–Tsfasman

weight for m1 = · · · = mt = 1 (cf. [8], [23], [31], [32]), while it is the P-weight corre-

sponding to the weak order poset for n = 1 (cf. [16–18], [20], [21]).

Assume for the moment that P is any poset on [m]. Then it has been shown that

(1) P is a weak order poset on [m] ⇔ (2) (P, P̌) is a weak dual MacWilliams pair

(wdMp) ⇔ (3) the group Aut(Fmq , wP) acts transitively on each P-sphere SP(i) =

{x ∈ Fmq | wP(x) = i} (0 ≤ i ≤ m) ⇔ (4) X = (Fmq ,R = {Ri}mi=0), with

(x, y) ∈ Ri ⇔ x − y ∈ SP(i), is a symmetric association scheme. Here P̌ is the dual

poset of P; (P, P̌) is called a wdMp if the P-weight distribution (enumerator) of C

uniquely determines the P̌-weight distribution (enumerator) of C⊥, for every linear

code C in Fmq ; Aut(Fmq , wP) is the group of all linear automorphisms of Fmq preserv-

ing wP; and here SP(i)’s are defined for any P, but they are the orbits under the ac-

tion of Aut(Fmq , wP) on Fmq if P is the weak order poset. (1)⇒(2) is shown indepen-

dently in [16] and [21], (2)⇒(1) in [21], (1)⇒(3) in [16], (3)⇒(1) in [17], and (1)⇔(4)

in [22].
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The main purpose of this paper is to generalize the above results to the case of

generalized Niederreiter–Rosenbloom–Tsfasman posets. Our main result is the following

theorem.

Theorem. Let P = P1 u · · ·uPn be the poset given by the disjoint sum of posets Pj on

the underlying set [m]×{j}, for j = 1, . . . , n. Assume further that P is not an antichain.

Then the following are equivalent:

(1) P is a generalized Niederreiter–Rosenbloom–Tsfasman poset.

(2) (P, P̌) is a weak dual orbit pair.

(3) The group G = Aut(Fm×nq , wP) acts transitively on each set OP(β) ⊆ Fm×nq

(β ∈ Im,n/Sn).

(4) XP = (Fm×nq ,RP = {RP,β}β∈Im,n/Sn), with (x, y) ∈ RP,β ⇔ x − y ∈ OP(β)

(β ∈ Im,n/Sn), is a symmetric association scheme.

Here P̌ is the dual poset of P just as before, (P, P̌) is a weak dual orbit pair if

the P-orbit distribution {|OP(β) ∩ C|}β∈Im,n/Sn of C uniquely determines the P̌-orbit

distribution {|OP̌(β) ∩ C⊥|}β∈Im,n/Sn of C⊥ for any linear code C ⊆ Fm×nq , and

{OP(β)}β∈Im,n/Sn , {OP̌(β)}β∈Im,n/Sn are certain partitions of Fm×nq ; they are respec-

tively the orbits under the action of G and Ǧ = Aut(Fm×nq , wP̌) on Fm×nq , if P is a

generalized Niederreiter–Rosenbloom–Tsfasman poset.

The proofs of (1)⇔(3), (1)⇔(4), (2)⇒(1), (1)⇒(2) will each occupy one chapter. The

proofs for (2)⇒(1), (3)⇒(1), and (4)⇒(1) are very similar to one another in spirit, while

(1)⇒(3) is trivial. (1)⇒(4) is a special case of Theorem 3.1, which says that, for any poset

P on [N ] and a subgroup H of Aut(FNq , wP) containing the involution ι ∈ Aut(FNq ) given

by u 7→ −u, and the orbits {OH,i}di=0 under the action of H on FNq , with OH,0 = {0},
XH = (FNq ,RH = {RH,i}di=0), with (x, y) ∈ RH,i ⇔ x − y ∈ OH,i, is a symmetric

association scheme. This gives a general method of constructing association schemes,

even though its proof is easy.

The proof (1)⇒(2) requires a longer explanation. We will show thatG=Aut(Fm×nq , wP)

= QPn oψ Sn (cf. (4.17)) when P = P1 u · · · u Pn is the generalized Niederreiter–

Rosenbloom–Tsfasman poset with t > 1 (i.e., P is not an antichain). From the three

naturally arising subgroups H,K,L (cf. (4.18)) of G, and G itself, we will construct

the corresponding association schemes XH , XK , XL and XP. To show (1)⇒(2), we

only need to consider XP, which coincides with the ordered Hamming scheme [25] for

m1 = · · · = mt = 1. Borrowing some idea from [25], we compute the usual parameters

of the association schemes such as the adjacency matrices, the irreducible idempotents,

q-numbers, and p-numbers. Further, we will show that (Fm×nq ,RP̌ = {RP̌,β}β∈Im,n/Sn)

is isomorphic to X ∗P, where the former is the scheme corresponding to Ǧ and the lat-

ter is the dual scheme to XP. Similar results also hold for the subgroups H,K,L of G.

These results rest on Theorem 3.3, which gives some equivalent conditions for such an

isomorphism to exist. Delsarte’s well-known result (cf. (3.12), (3.13)) can now be in-

voked in order to get MacWilliams-type identities for linear codes in the association

schemes XP, XH , XK , and XL, and thus, in particular, the proof for (1)⇒(2) will be

completed.
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2. Preliminaries

Let Fq be the finite field with q elements, and let P = ([N ],≤) be a poset on the underlying

set

[N ] = {1, . . . , N}

of coordinate positions of vectors in FNq . For any such poset P, the P-weight wP(u) of

u ∈ FNq is defined in [4] to be

wP(u) = |〈Supp(u)〉|,

where

〈Supp(u)〉 = {j ∈ [N ] | j ≤ i for some i ∈ Supp(u)} (2.1)

is the smallest ideal (a subset I of [N ] is an ideal if a ∈ I, b ≤ a ⇒ b ∈ I) containing

Supp(u), with

Supp(u) = {i ∈ [N ] | ui 6= 0}.

Then one shows that wP(u) ≥ 0 with equality if and only if u = 0, wP(u) = wP(−u),

and wP(u+ v) ≤ wP(u) +wP(v), for all u, v ∈ FNq , i.e., dP(u, v) = wP(u− v) is a metric,

called the P-metric.

A linear code C of length N over Fq equipped with wP is called a linear P-code (or

a linear code on P) of length N over Fq. In particular, the space FNq equipped with wP,

denoted by (FNq , wP), is called a P-weight space. If P is an antichain, then wP = w is the

Hamming weight and (FNq , w) is the Hamming space. By a linear automorphism of FNq
preserving wP we mean a nonsingular linear map φ of FNq satisfying wP(φu) = wP(u),

for all u ∈ FNq . The group of all such automorphisms will be denoted by Aut(FNq , wP).

Let n,m1, . . . ,mt (t ≥ 1) be positive integers with m = m1 + · · · + mt. For each j

(j ∈ [n]), let Pj be the poset whose underlying set and order relation are given by

[m]× {j} = m11
(j) ∪ · · · ∪mt1

(j),

mr1
(j) = {(m1 + · · ·+mr−1 + 1, j), . . . , (m1 + · · ·+mr−1 +mr, j)}, (2.2)

a <pj b ⇔ a ∈ mr1
(j), b ∈ ms1

(j) for some r, s with 1 ≤ r < s ≤ t.

Also, let P0 be the poset whose underlying set and order relation are given by

[m] = m11 ∪ · · · ∪mt1,

mr1 = {m1 + · · ·+mr−1 + 1, . . . ,m1 + · · ·+mr−1 +mr},
(2.3)

a <P0
b ⇔ a ∈ mr1, b ∈ ms1 for some r, s with 1 ≤ r < s ≤ t.

Then P0,P1, . . . ,Pn are all isomorphic to one another under the obvious maps.

Unless otherwise stated, for the rest of this paper, P = P1 u · · ·u Pn will denote the

poset given by the disjoint sum of the posets P1, . . . ,Pn defined in (2.2). In more detail,

P is the poset on the underlying set [m] × [n] of indices of matrices in Fm×nq , with the

order relation given by

a <P b ⇔ a ∈ mr1
(j), b ∈ ms1

(j) for some r, s, j (2.4)

with 1 ≤ r < s ≤ t and j ∈ [n].
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In accordance with the poset structure of P0, we write

Fmq = Fm1
q ⊕ · · · ⊕ Fmtq , x = (x1, . . . , xt), xr ∈ Fmrq , for x ∈ Fmq , (2.5)

so that xr is the rth block of coordinates of x. If, for x = (x1, . . . , xt) ∈ Fmq , s is the

largest integer with xs 6= 0, then

wP0
(x) = w(xs) +

s−1∑
r=1

mr, (2.6)

where w(xs) is the Hamming weight of xs (cf. (2.1), (2.3)). The map

τj : (Fmq , wP0)→ (F[m]×{j}
q , wPj ) (2.7)

given by (x1, . . . , xm) 7→ t[x1 · · · xm] = t[x1j · · · xmj ] is an isomorphism of weight

spaces, i.e., τj is an isomorphism of vector spaces and wP0
(x) = wPj (τjx) for all x ∈ Fmq

(cf. (2.2), (2.3)).

For u = [u1 · · · un] ∈ Fm×nq , with uj the jth column of u,

wP(u) =

n∑
j=1

wPj (u
j), (2.8)

and we set
wj(u) = wPj (u

j) (j = 1, . . . , n), (2.9)

so that

wP(u) =

n∑
j=1

wj(u). (2.10)

wP will be called the generalized Niederreiter–Rosenbloom–Tsfasman weight.

Whenever it is convenient, we will view Fm×nq as

Fm×nq =

n∏
j=1

Fm×1
q . (2.11)

So, for u1, . . . , un ∈ Fm×1
q , [u1 · · · un] = u ∈ Fm×nq , and we may still write wP(u) =∑n

j=1 wj(u) with wj(u) = wPj (u
j).

Remark 2.1. (1) If m1 = · · · = mt = 1, wP is the well-known Niederreiter–Rosenbloom–

Tsfasman weight (cf. [8], [31], [32]).

(2) If n = 1, wP is the P-weight corresponding to the weak order poset P (cf. [16–18],

[20], [21]).

tA indicates the transpose of the matrix A, and S(Y ) denotes the group of all permu-

tations of the set Y . Also, we denote by P̌ the dual poset of P having the same underlying

set as P but with the reversed order relation.

3. Construction of association schemes

Here we will first briefly go over some basic facts about association schemes (cf. [2], [3],

[6] for details) and then prove Theorem 3.1 about how to construct association schemes

associated with subgroups of the full automorphism group. Finally, we will show Theo-
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rem 3.3 giving some equivalent conditions for the existence of an isomorphism between

the scheme associated with the automorphism group for the dual poset P̌ and the dual

scheme to that for the poset P.

A pair (X,R = {Ri}di=0) consisting of a finite set X and d + 1 subsets of X ×X is

called a d-class (symmetric) association scheme if

(i) R = {R0, R1, . . . , Rd} is a partition of X ×X,
(ii) R0 = ∆X = {(x, x) | x ∈ X},

(iii) Ri = tRi for i = 0, 1, . . . , d, where tRi = {(x, y) | (y, x) ∈ Ri},
(iv) for any i, j, k (0 ≤ i, j, k ≤ d), there are numbers pkij such that,

for any (x, y) ∈ Rk, the number of z ∈ X with (x, z) ∈ Ri
and (z, y) ∈ Rj equals pkij .

(3.1)

Let Ai be the adjacency matrix of Ri, for i = 0, 1, . . . , d. Then A0, A1, . . . , Ad generate

a (d+ 1)-dimensional commutative algebra over the reals under the usual multiplication

of matrices, which is called the Bose–Mesner algebra of X = (X,R) and denoted by A.

The algebra A has a basis of irreducible idempotent matrices E0, E1, . . . , Ed, uniquely

determined (up to ordering) by the conditions:

(i) EkEl = δklEk for 0 ≤ k, l ≤ d,

(ii)
∑d
i=0Ei = I,

(iii) E0, E1, . . . , Ed are linearly independent over the reals.

(3.2)

These two bases are related by

Aj =

d∑
i=0

pijEi, Ej =
1

|X|

d∑
i=0

qijAi.

pij ’s and qij ’s are respectively called the p-numbers and q-numbers of X = (X,R), and

(pij) and (qij) the first and second eigenmatrices of X . Further, they satisfy (pij)(qij) =

(qij)(pij) = |X|I.

Now, let X = (X,R = {Ri}di=0) be a translation association scheme, i.e., X is a d-

class association scheme, (X,+) is an abelian group, and (x, y) ∈ Ri ⇒ (x+z, y+z) ∈ Ri
for all z ∈ X and i (0 ≤ i ≤ d). Then

Xi = {x ∈ X | (0, x) ∈ Ri} (0 ≤ i ≤ d) (3.3)

gives a partition of X, and

(x, y) ∈ Ri ⇔ y − x ∈ Xi (0 ≤ i ≤ d).

The dual association scheme X ∗ = (X∗,R∗ = {R∗i }di=0) of X = (X,R = {Ri}di=0)

consists of the group X∗ of characters on X, together with the d+1 classes R∗i determined

by
(χ, ψ) ∈ R∗i ⇔ ψχ−1 ∈ X∗i . (3.4)

Here

X∗i = {χ ∈ X∗ | Eiχ = χ}, (3.5)

where χ is viewed as a column vector with the xth entry given by χ(x) (x ∈ X).
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Then the idempotents, p-numbers and q-numbers can be expressed in terms of char-

acters:

Ej =
1

|X|
∑
χ∈X∗j

χtχ̄, (3.6)

pij =
∑
x∈Xj

χ(x) for χ ∈ X∗i , (3.7)

qij =
∑
χ∈X∗j

χ(x) for x ∈ Xi (3.8)

(cf. (3.3), (3.5)).

Let Y be an additive code of the translation association scheme (X,R). This means

Y is just a subgroup of (X,+). The dual Y 0 of Y is the additive code of (X∗,R∗) given

by

Y 0 = {χ ∈ X∗ | χ(x) = 1 for all x ∈ Y }. (3.9)

The weight distributions of Y and of Y 0 are respectively defined by

(ai(Y ) = |Y ∩Xi|)di=0, (3.10)

(ai(Y
0) = |Y 0 ∩X∗i |)di=0. (3.11)

Then the generalized MacWilliams identities of Delsarte say that

(aj(Y
0))dj=0 =

1

|Y |
(ai(Y ))di=0(qij), (3.12)

(aj(Y ))dj=0 =
1

|Y 0|
(ai(Y

0))di=0(pij). (3.13)

Let P be any poset on [N ], and let H be a subgroup of G = Aut(FNq , wP) containing

the involution ι ∈ Aut(FNq ) given by

ι(u1, . . . , uN ) = (−u1, . . . ,−uN ). (3.14)

Let {OH,i}di=0 be the orbits under the action of H on FNq , with OH,0 = {0}.
The following theorem provides us with a general method of constructing symmetric

association schemes.

Theorem 3.1. XH = (FNq , {RH,i}di=0) is a symmetric translation association scheme.

Here the classes RH,i are given by

(x, y) ∈ RH,i ⇔ x− y ∈ OH,i (i = 0, 1, . . . , d). (3.15)

Proof. (i), (ii) of (3.1) are clear. As ι ∈ H (cf. (3.14)), u ∈ OH,i ⇒ −u ∈ OH,i, and hence

we have (iii) of (3.1). So we only need to show that given any k, i, j (0 ≤ k, i, j ≤ d) and

x, y, x′, y′ ∈ FNq with x− y ∈ OH,k, x′ − y′ ∈ OH,k, we have

|{z ∈ FNq | x− z ∈ OH,i, z − y ∈ OH,j}| = |{z ∈ FNq | x′ − z ∈ OH,i, z − y′ ∈ OH,j}|.

Put u = x− y, v = x′ − y′. Observe that the map

{z | x− z ∈ OH,i, z − y ∈ OH,j} → {z | u− z ∈ OH,i, z ∈ OH,j} (3.16)
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given by z 7→ z − y is a bijection. As this holds with x, y, u respectively replaced by

x′, y′, v, we only need to show that

|{z | u− z ∈ OH,i, z ∈ OH,j}| = |{z | v − z ∈ OH,i, z ∈ OH,j}|.

As the action of H on each orbit OH,i is transitive and u, v ∈ OH,k, there is σ ∈ H such

that σu = v. Now, the map

{z | u− z ∈ OH,i, z ∈ OH,j} → {z | v − z ∈ OH,i, z ∈ OH,j}

given by z 7→ σz is a bijection.

Remark 3.2. (1) Let H be a subgroup of G = Aut(FNq , wP). Then we will index by H

everything related to H, such as the orbits under the action of H on FNq , the association

scheme related to H, and parameters of the association scheme like adjacency matrices,

irreducible idempotents, p-numbers and q-numbers, etc., but objects related to G itself

will be indexed by P.

(2) One could construct, in the same manner as above, association schemes for any

subgroups of Aut(FNq ), not just those of Aut(FNq , wP). However, it seems that the asso-

ciation schemes constructed from subgroups of G are more interesting.

Two d-class association schemes (X, {RX,i}di=0) and (Y, {RY,i}di=0) are isomorphic if

there exists a bijection τ : X → Y such that

(x, y) ∈ RX,i ⇔ (τ(x), τ(y)) ∈ RY,i

for i = 0, 1, . . . , d (after renumbering RY,1, . . . , RY,d). In particular, two d-class transla-

tion association schemes (X, {RX,i}di=0) and (Y, {RY,i}di=0) are isomorphic if there is an

isomorphism τ : X → Y of groups such that

x ∈ Xi ⇔ τ(x) ∈ Yi (3.17)

for i = 0, 1, . . . , d. Here Xi = {x ∈ X | (0, x) ∈ RX,i} and Yi = {y ∈ Y | (0, y) ∈ RY,i},
for i = 0, 1, . . . , d. In case two d-class association schemes are isomorphic, we may assume

that all the parameters of the schemes are the same.

Recall from [16] that the orbits under the action of Aut(Fmq , wP0) on Fmq are the

P0-spheres

SP0
(i) = {u ∈ Fmq | wP0

(u) = i} (i = 0, 1, . . . ,m).

Let XP0
= (Fmq ,RP0

= {RP0,i}mi=0) be the association scheme constructed as in The-

orem 3.1, i.e., (x, y) ∈ RP0,i ⇔ x − y ∈ SP0(i) ⇔ wP0(x − y) = i. Let XPj =

(F[m]×{j}
q , {RPj ,i}mi=0) (j ∈ [n]) be the analogously constructed association schemes. Then

XP0 = (Fmq ,RP0)→ XPj = (F[m]×{j}
q ,RPj ) given by τj in (2.7) on the underlying sets is

an isomorphism of schemes. So we may assume that all the parameters for the schemes

XP0
,XP1

, . . . ,XPn are the same.

Let λ be a fixed nontrivial additive character of Fq. Then the group of characters of

FNq is given by {λx | x ∈ FNq }, where λx(y) = λ(x · y), with x · y the usual inner product

of x and y in FNq .
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Theorem 3.3. Let P be any poset on [N ], H a subgroup of G = Aut(FNq , wP) containing

the involution ι ∈ Aut(FNq ) (cf. (3.14)), and let {OH,i}di=0 be the orbits under the action

of H on FNq , with OH,0 = {0}. Also, let Ȟ be a subgroup of Ǧ = Aut(FNq , wP̌) containing

the involution ι, and let {OȞ,i}di=0 be the orbits under the action of Ȟ on FNq , with

OȞ,0 = {0}. Then the following are equivalent:

(1) (X = FNq ,RȞ = {RȞ,i}di=0) → (X∗,R∗H = {R∗H,i}di=0) given by x 7→ λx is an

isomorphism of translation association schemes.

(2) We have

x ∈ OȞ,j ⇔ λx ∈ X∗H,j (cf. (3.15)) for j = 0, 1, . . . , d. (3.18)

(3) The elements

EH,j =
1

|X|
∑

x∈OȞ,j

λx
tλ̄x (j = 0, 1, . . . , d)

are the irreducible idempotents for the association scheme XH = (X = FNq ,RH =

{RH,i}di=0).

(4) fj : X → C given by

fj(a) =
∑

x∈OȞ,j

λ(a · x)

is constant on each OH,i (i = 0, 1, . . . , d) for all j = 0, 1, . . . , d.

Proof. (1)⇒(4). As (1)⇔(2) by definition, (3.18) is satisfied. Then, from (3.8),

qH,ij =
∑

x∈OȞ,j

λ(a · x) for a ∈ OH,i

is the q-number of XH , and hence is constant on each OH,i.
(4)⇒(3). Let

∑
x∈OȞ,j

λ(a · x) = q̄H,ij for a ∈ OH,i. Then

1

|X|
∑

x∈OȞ,j

λx
tλ̄x =

1

|X|

d∑
j=0

q̄H,ijAH,i, (3.19)

and hence (3.19) belongs to the Bose–Mesner algebra of the association scheme XH . Set

ĒH,j =
1

|X|
∑

x∈OȞ,j

λx
tλ̄x, j = 0, 1, . . . , d.

We need to show conditions (i)–(iii) of (3.2). One can see that

(ĒH,iĒH,j)ab =
1

|X|2
∑

x∈OȞ,i
y∈OȞ,j

λx(a)λ̄y(b)tλ̄xλy. (3.20)

Note here that

tλ̄xλy =
∑
z∈FNq

λ(z · (y − x)) =

{
0, x 6= y,

|X| = qN , x = y.
(3.21)
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Thus (3.20) equals 
0, if i 6= j,

1

|X|
∑

x∈OȞ,i

λ(x · (a− b)) = (ĒH,i)ab, if i = j.

This shows condition (i) of (3.2). Next, (ii) is easy to see. Finally, assume that
∑d
i=0 αiĒH,i

= 0 (αi ∈ R). Then αiĒi = 0 for all i, by (i). So it is enough to see that ĒH,i 6= 0 for

all i. In view of (3.21),

ĒH,jλx =

{
λx, x ∈ OȞ,j ,
0, x /∈ OȞ,j ,

(3.22)

and hence, in particular, ĒH,j 6= 0.

(3)⇒(2). By (3.22) above,

x ∈ OȞ,j ⇔ ĒH,jλx = λx ⇔ λx ∈ X∗H,j .

(2)⇒(1). This follows from the definition, as noted above.

4. Automorphism group and orbits

Let eij ∈ Fm×nq be the matrix with 1 at position (i, j) and 0 elsewhere, so that {eij |
i ∈ [m], j ∈ [n]} is a basis for Fm×nq .

Remark 4.1. (1) For i ∈ [m1 + · · ·+ml] \ [m1 + · · ·+ml−1], j ∈ [n], we have wj(eij) =

m1 + · · ·+ml−1 + 1, and wj′(eij) = 0 for j′ 6= j. So wP(eij) = m1 + · · ·+ml−1 + 1.

(2) Let u ∈ Fm×nq , j ∈ [n]. Then wj(u) ≤ m1 + · · · + ml ⇔ Supp(u) ∩ ([m] × {j}) ⊆
[m1 + · · ·+ml]× {j}. In particular, wj(u) = 0⇔ Supp(u) ∩ ([m]× {j}) = ∅.

(3) For l ∈ [t], put

Hl = 〈eij | i ∈ [m1 + · · ·+ml], j ∈ [n]〉. (4.1)

Then, in view of (2) above, we have

u ∈ Hl ⇔ wj(u) ≤ m1 + · · ·+ml for all j. (4.2)

Lemma 4.2. Let φ ∈ Aut(Fm×nq , wP). Then φ(Hl) ⊆ Hl (cf. (4.1)), and φ|Hl : Hl → Hl

is a linear automorphism of Hl (l ∈ [t]).

Proof. Assume, on the contrary, that φ(Hl) * Hl for some l. Then there are i ∈
[m1+· · ·+ml], j ∈ [n] such that φ(eij) /∈ Hl. Then, by (4.2), wj(φ(eij)) ≥ m1+· · ·+ml+1

for some j, so that wP(φ(eij)) ≥ m1 + · · · + ml + 1. However, by Remark 4.1(1),

wP(eij) ≤ m1 + · · ·+ml−1 + 1. This is a contradiction.

Lemma 4.3. Let i ∈ [m1 + · · ·+ml]\ [m1 + · · ·+ml−1], j ∈ [n], and φ ∈ Aut(Fm×nq , wP).

Then

wk(φ(eij)) = m1 + · · ·+ml−1 + 1 for some k ∈ [n],

wk′(φ(eij)) = 0 for all k′ ∈ [n] with k′ 6= k.
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Proof. By Remark 4.1, wk(φ(eij)) ≤ m1 + · · · + ml−1 + 1 for all k. Suppose that

wk(φ(eij)) ≤ m1 + · · ·+ml−1 for all k. Then, by (4.2), φ(eij) ∈ Hl−1. So, by Lemma 4.2,

there is u ∈ Hl−1 such that φ(u) = φ(eij). Now, φ(u − eij) = 0, but wP(u − eij) ≥
m1 + · · ·+ml−1 + 1, which is a contradiction.

Corollary 4.4. Let φ ∈ Aut(Fm×nq , wP), i ∈ [m1 + · · ·+ml]\ [m1 + · · ·+ml−1], j ∈ [n].

Then there exist i′ ∈ [m1 + · · ·+ml] \ [m1 + · · ·+ml−1] and j′ ∈ [n] such that

φ(eij) = ajiei′j′ +

m1+···+ml−1∑
k=1

(τ̃j)kiekj′ (4.3)

for some aji ∈ F×q , (τ̃j)ki ∈ Fq.

Unless otherwise stated, from now on we will assume that t > 1. This means that P

is not an antichain.

Lemma 4.5. Let φ ∈ Aut(Fm×nq , wP). Then there exist ρ̃jl ∈ S([m1 + · · · + ml] \
[m1 + · · · + ml−1]) (l ∈ [t], j ∈ [n]) and σ ∈ Sn such that, for all i ∈ [m1 + · · ·
+ml] \ [m1 + · · ·+ml−1] and j ∈ [n],

φ(eij) = ajieρ̃jl (i)σ(j) +

m1+···+ml−1∑
k=1

(τ̃j)kiekσ(j) (4.4)

for some aji ∈ F×q and (τ̃j)ki ∈ Fq.

Proof. We first show the assertion for l = 1. By Corollary 4.4, φ(e1j) = aj1e1′j′ for some

1′ ∈ [m1], j′ ∈ [n], and aj1 ∈ F×q . We claim that, for all i ∈ [m1], φ(eij) = ajiei′j′ for some

aji ∈ F×q , i′ ∈ [m1]. The point here is that j′ depends only on j and not on i. Suppose

that, for some i ∈ [m1], φ(eij) = ajiei′j′′ with some j′′ ∈ [n], j′′ 6= j′. Then we consider

u = e1j +eij +em1+1,j . Note here that the assumption t > 1 is used and wP(u) = m1 +1.

By (4.3), we have

φ(u) = aj1a1′j′ + ajiei′j′′ + ajm1+1e(m1+1)′ j̃ +

m1∑
k=1

(τ̃j)k,(m1+1)ekj̃

for some (m1 + 1)′ ∈ [m1 +m2] \ [m1] and j̃ ∈ [n]. If j̃ 6= j′ and j̃ 6= j′′, then wP(φ(u)) =

m1 + 3. On the other hand, if j̃ = j′ or j̃ = j′′, then wP(φ(u)) = m1 + 2. In any event,

this is impossible.

So far we have shown that, for i ∈ [m1], j ∈ [n], there are i′ ∈ [m1] and σ(j) ∈ [n]

such that φ(eij) = ajiei′σ(j). Now, we will show that σ ∈ Sn and the assignment i 7→ i′,

denoted by ρ̃j1, is a permutation in S([m1]) = Sm1
. Assume that

φ(e1j) = aj1e1′(j)σ(j), φ(e1k) = ak1e1′(k)σ(k)

with j 6= k and σ(j) = σ(k). Here 1′(j), 1′(k) ∈ [m1] depend respectively on j and k.

Then

φ−1(aj1e1′(j)σ(j)) = e1j , φ−1(ak1e1′(k)σ(k)) = e1k.

Certainly, 1′(j) 6= 1′(k), and, to derive a contradiction, one can consider the vector

u = aj1e1′(j)σ(j) + ak1e1′(k)σ(k) + em1+1,σ(j), just as at the beginning of this proof. Thus
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σ ∈ Sn. Let j be fixed, and assume that

φ(eij) = ajieρ̃j1(i)σ(j), φ(ekj) = ajkeρ̃j1(k)σ(j)

with i 6= k and ρ̃j1(i) = ρ̃j1(k). Then wP(ajkeij − ajiekj) = 2, but φ(ajkeij − ajiekj) =

ajkφ(eij)− ajiφ(ekj) = 0, a contradiction.

Next, we assume that l > 1. By Corollary 4.4, there exist i′ ∈ [m1 + · · · + ml] \
[m1 + · · ·+ml−1] and j′ ∈ [n] such that

φ(eij) = ajiei′j′ +

m1+···+ml−1∑
k=1

(τ̃j)kiekj′

for some aji ∈ F×q and (τ̃j)ki ∈ Fq. Then j′ = σ(j) for the σ ∈ Sn appearing in the

l = 1 case. Assume, on the contrary, that j′ 6= σ(j). Then we consider e1j + eij . We have

wP(e1j + eij) = m1 + · · ·+ml−1 + 1, but

φ(e1j + eij) = aj1eρ̃j1(1)σ(j) + ajiei′j′ +

m1+···+ml−1∑
k=1

(τ̃j)kiekj′

has P-weight m1 + · · ·+ml−1 + 2 , a contradiction. So

φ(eij) = ajiei′σ(j) +

m1+···+ml−1∑
k=1

(τ̃j)kiekσ(j).

It only remains to see that i 7→ i′, depending on j and denoted by ρ̃jl , is a permutation

in S([m1 + · · · + ml] \ [m1 + · · · + ml−1]). This can be proved in the same manner that

we used to show ρ̃j1 is a permutation.

For any m×m matrix X over a field, let ρX (resp. Xρ) denote the matrix obtained

fromX by permuting the rows (resp. columns) ofX according to ρ ∈ Sm. So ifX1, . . . , Xm

(resp. X1, . . . , Xm) are the rows (resp. columns) of X, then

ρX =

Xρ−1(1)

...

Xρ−1(m)

 , Xρ = [Xρ−1(1) · · · Xρ−1(m)].

Then we have the following lemma whose proof is elementary.

Lemma 4.6. Let X,Y be m × m matrices over a field, and let ρ, µ ∈ Sm. Then, with

1 = 1m, we have the following.

(1) ρX = ρ1X, Xρ = X1ρ.

(2) µ(ρX) = µρX, (Xρ)µ = Xµρ.

(3) ρ11ρ = 1, (ρ1)−1 = 1ρ = ρ−1

1, (1ρ)−1 = ρ1 = 1ρ
−1

.

(4) ρXµY = ρµ(XµY ), XρY µ = (XYρ)
µρ.

Here Xµ = µ−1

1X1µ
−1

. In addition, for X = diag{x1, . . . , xm}, we have Xµ =

diag{xµ(1), . . . , xµ(m)} and (Xµ)ρ = Xµρ.

We write, for b = (b1, . . . , bm) ∈ (F×q )m,

diag b = diag{b1, . . . , bm}.
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For ρ1 ∈ Sm1 , . . . , ρt ∈ Smt , a1 ∈ (F×q )m1 , . . . , at ∈ (F×q )mt , let l(ρ1,a1),...,(ρt,at) be the

block diagonal matrix given by

l(ρ1,a1),...,(ρt,at) =


ρ1(diag a1) · · · 0

...
. . .

...

0 · · · ρt(diag at)

 , (4.5)

and let M be the group of all such matrices so that

M = Mm1,...,mt =

{
l(ρ1,a1),...,(ρt,at)

∣∣∣∣ a1 ∈ (F×q )m1 , . . . , at ∈ (F×q )mt

ρ1 ∈ Sm1 , . . . , ρt ∈ Smt

}
. (4.6)

One can show that

π : (Sm1 θ1n (F×q )m1)× · · · × (Smt θ1n (F×q )mt)→M (4.7)

given by

((ρ1, a1), . . . , (ρt, at)) 7→ l(ρ1,a1),...,(ρt,at)

is an isomorphism. Here θj : Smj → Aut((F×q )mj ) is given by

ρ 7→ (a 7→ θj(ρ)a = aρ),

where aρ = (aρ(1), . . . , aρ(mj)) for a = (a1, . . . , amj ). Also, let U be the unipotent radical

of a maximal parabolic subgroup of GL(m, q) given by

U = Um1,m2,...,mt =





1m1 ∗ ∗ · · · ∗
0 1m2

∗ · · · ∗

0 0
. . .

. . .
...

...
...

. . . 1mt−1 ∗
0 0 · · · 0 1mt




. (4.8)

Put

QP = QPm1,...,mt = M n U, (4.9)

Q̌P = Q̌Pm1,...,mt = M n Ǔ , (4.10)

where M,U are as in (4.6), (4.8), and Ǔ = Ǔm1,m2,...,mt is the opposite unipotent radical

obtained by transposing all the elements in U . Then, transposing everywhere, we have

shown in [16] that

Aut(Fmq , wP0
) ∼= QP. (4.11)

Here we view the elements in Fmq as column vectors.

The group QPn given by the n-fold direct product of QP acts on Fm×nq as

τu = [τ1u
1 · · · τnun],

where τ = (τ1, . . . , τn) ∈ QPn and u = [u1 · · · un] ∈ Fm×nq . The map u 7→ τu is in

Aut(Fm×nq , wP). In fact, for all j,

wj(τu) = wPj (τju
j) = wPj (u

j) = wj(u) (4.12)

(cf. (4.10)). Also, note that the map

QPn → Aut(Fm×nq , wP) (τ 7→ (u 7→ τu))
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is injective; the map u 7→ τu will simply be denoted by τ , and QPn will be identified

with its image.

The group Sn acts on Fm×nq as

σu = [uσ
−1(1) · · · uσ

−1(n)],

where σ ∈ Sn, u = [u1 · · · un] ∈ Fm×nq . The map u 7→ σu is in Aut(Fm×nq , wP). Again,

Sn → Aut(Fm×nq , wP) (σ 7→ (u 7→ σu))

is injective, the map u 7→ σu will be denoted by σ, and Sn will be identified with its

image.

Let φ ∈ Aut(Fm×nq , wP), and assume that the images φ(eij) are as in (4.4). For each

j ∈ [n], define τ̃j ∈ Fm×mq as follows. It is given by (τ̃j)ki for l ∈ [t], i ∈ [m1 + · · ·+ml] \
[m1 + · · ·+ml−1], k ∈ [m1 + · · ·+ml−1], and 0 elsewhere. So τ̃j is a block strictly upper

triangular matrix. Also, for each j ∈ [n], we put

bj1 = (aj1, . . . , a
j
m1

) ∈ Fm1
q ,

bj2 = (ajm1+1, . . . , a
j
m1+m2

) ∈ Fm2
q ,

...

bjt = (ajm1+···+mt−1+1, . . . , a
j
m1+···+mt−1+mt) ∈ Fmtq ,

lj = l(bj1,ρ
j
1),...,(bjt ,ρ

j
t)

(cf. (4.5)), (4.13)

where ρjl is the permutation in Sml uniquely determined by

ρjl (i) +m1 + · · ·+ml−1 = ρ̃jl (i+m1 + · · ·+ml−1) for i ∈ [ml].

Finally, for j ∈ [n] we let

τj = lj + τ̃j ∈ QP. (4.14)

Now, for u =
∑
i,j uijeij ∈ Fm×nq ,

φ(u) =
∑
i,j

uijφ(eij)

=

n∑
j=1

t∑
l=1

m1+···+ml−1+ml∑
i=m1+···+ml−1+1

aj
(ρ̃jl )

−1(i)
u(ρ̃jl )

−1(i)jeiσ(j) +

n∑
j=1

m∑
k=1

( m∑
i=1

(τ̃j)kiuij

)
ekσ(j)

=

n∑
j=1

m∑
k=1

(lju
j)kekσ(j) +

n∑
j=1

m∑
k=1

(τ̃ju
j)kekσ(j)

=

n∑
j=1

m∑
k=1

(τju
j)kekσ(j) (cf. (4.14)),

where lj is as in (4.13), and (∗)k denotes the kth component of (∗). Let

τ = (τσ−1(1), . . . , τσ−1(n)) ∈ QPn. (4.15)
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Then

τσ(u) = [τσ−1(1)u
σ−1(1) · · · τσ−1(n)u

σ−1(n)]

=

n∑
j=1

m∑
k=1

(τσ−1(j)u
σ−1(j))kekj =

n∑
j=1

m∑
k=1

(τju
j)kekσ(j).

Thus φ = τσ for τ = (τσ−1(1), . . . , τσ−1(n)) ∈ QPn (cf. (4.14–15)) and σ ∈ Sn (cf. (4.4)).

So

Aut(Fm×nq , wP) = QPn · Sn.

Also, for σ ∈ Sn, (τ1, . . . , τn) ∈ QPn,

σ(τ1, . . . , τn)σ−1 = (τσ−1(1), . . . , τσ−1(n)),

and hence

QPn /Aut(Fm×nq , wP).

Finally, for example, by using (4.12), it can be shown that

QPn ∩ Sn = {id}.

Thus we have shown that, for t > 1,

QPn oψ Sn → Aut(Fm×nq , wP) ((τ, σ) 7→ τσ)

is an isomorphism, with

ψ : Sn → Aut(QPn) (σ 7→ (τ = (τ1, . . . , τn) 7→ (τσ−1(1), . . . , τσ−1(n)))). (4.16)

If t = 1, P is just an antichain. Our results so far are summarized in the following

theorem.

Theorem 4.7. Let P be the generalized Niederreiter–Rosenbloom–Tsfasman poset

(cf. (2.4)). Then

Aut(Fm×nq , wP) ∼=

{
QPn oψ Sn if t > 1,

(F×q )mn oθ Smn if t = 1.
(4.17)

Here QP is as in (4.9) (cf. (4.5–6), (4.8)), ψ is as in (4.16), and θ : Smn → Aut((F×q )mn)

is given by

ρ 7→ (a = (a1, . . . , amn) 7→ θ(ρ)a = aρ = (aρ(1), . . . , aρ(mn))).

Remark 4.8. (1) The above theorem for n = 1 was proved in [16], while that for

m1 = · · · = mt = 1 was shown in [23].

(2) The two groups QPn oψ Sn with t = 1 and (F×q )mn oθ Smn are not isomorphic

unless m = 1 or n = 1.

Let H,K,L be the subgroups of G = Aut(Fm×nq , wP) given as the respective images

of
(π((F×q )m1 × · · · × (F×q )mt) n U)n,

QPn,

(π((F×q )m1 × · · · × (F×q )mt) n U)n oψ Sn

(4.18)
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(cf. (4.7), (4.9)) under the isomorphism

QPn oψ Sn → Aut(Fm×nq , wP).

Also, we let Ȟ, Ǩ, Ľ be the subgroups of Ǧ = Aut(Fm×nq , wP̌) corresponding to H,K,L

respectively. In more detail, for t > 1 one shows that

(Q̌P )n oψ̌ Sn → Aut(Fm×nq , wP̌) ((τ, σ) 7→ τσ) (4.19)

is an isomorphism, where ψ̌ : Sn → Aut(Q̌P
n
) is the map defined similarly to (4.16)

(cf. (4.10)). Then Ȟ, Ǩ, Ľ are respectively the images of

(π((F×q )m1 × · · · × (F×q )mt) n Ǔ)n,

Q̌P
n
,

(π((F×q )m1 × · · · × (F×q )mt) n Ǔ)n oψ Sn

(4.20)

(cf. (4.7), (4.10)) under the isomorphism (4.19). Note here that the involution ι ∈
Aut(Fm×nq ) given by ι(uij) = (−uij) belongs to H,K,L,G, Ȟ, Ǩ, Ľ, Ǧ.

Let

I = Im,n = {β = (β1, . . . , βn) ∈ Zn | 0 ≤ βj ≤ m, j ∈ [n]}. (4.21)

Sn acts on I as

σβ = (βσ1, . . . , βσn) (4.22)

for σ ∈ Sn, β = (β1, . . . , βn) ∈ I. The set Im,n/Sn of orbits can be identified with

{β = (β1, . . . , βn) | 0 ≤ β1 ≤ · · · ≤ βn ≤ m}.

For β ∈ Im,n/Sn, the stabilizer S
(β)
n of β is

S(β)
n = {σ ∈ Sn | σβ = β} ∼= Sn0

× Sn1
× · · · × Snm ,

where nk = nk(β) = |{i ∈ [n] | βi = k}| (0 ≤ k ≤ m).

For convenience, we put

{0, 1}mlP =

{
{0, 1}m1 if l = 1,

{0, 1}ml \ {0(l)} if 1 < l ≤ t,
(4.23)

where 0(l) is the all-zero vector in {0, 1}ml ; and

{0, 1}ml
P̌

=

{
{0, 1}mt if l = t,

{0, 1}ml \ {0(l)} if 1 ≤ l < t.
(4.24)

Then we put

J = Jm1,...,mt,n = {λ = (λ(l1), . . . , λ(ln)) | λ(lj) ∈ {0, 1}
mlj
P , lj ∈ [t], j ∈ [n]}, (4.25)

J̌ = J̌m1,...,mt,n = {µ = (µ(l1), . . . , µ(ln)) | µ(lj) ∈ {0, 1}
mlj

P̌
, lj ∈ [t], j ∈ [n]}. (4.26)

Sn acts also on J and J̌ as

σλ = (λ(lσ1), . . . , λ(lσn)), σµ = (µ(lσ1), . . . , µ(lσn)) (4.27)

for σ ∈ Sn, λ = (λ(l1), . . . , λ(ln)) ∈ J , µ = (µ(l1), . . . , µ(ln)) ∈ J̌ . The respective sets

of orbits are denoted by J/Sn and J̌/Sn. The stabilizers of λ ∈ J and of µ ∈ J̌ are

respectively denoted by S
(λ)
n and S

(µ)
n .
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For l ∈ [t], λ(l), µ(l) ∈ {0, 1}ml , the fragments F (λ(l)) and F̌ (µ(l)) are defined by

F (λ(l)) = {t[x1 · · · xt] ∈ Fm×1
q | xl+1 = · · · = xt = 0, Supp(xl) = Supp(λ(l))}, (4.28)

F̌ (µ(l)) = {t[x1 · · · xt] ∈ Fm×1
q | x1 = · · · = xl−1 = 0, Supp(xl) = Supp(µ(l))} (4.29)

(cf. (2.5)). Viewing Fm×nq as Fm×nq =
∏n
j=1 Fm×1

q , for λ = (λ(l1), . . . , λ(ln)) ∈ J and

µ = (µ(l1), . . . , µ(ln)) ∈ J̌ we introduce the sets

OH(λ) =

n∏
j=1

F (λ(lj)), OȞ(µ) =

n∏
j=1

F̌ (µ(lj)) (4.30)

(cf. (4.28–29)). Also, for λ ∈ J/Sn and µ ∈ J̌/Sn, we define

OL(λ) =
⋃

σ∈Sn/S(λ)
n

OH(σλ), OĽ(µ) =
⋃

µ∈Sn/S(µ)
n

OȞ(σµ) (4.31)

(cf. (4.27)).

For j ∈ [n] and 0 ≤ r ≤ m, we put

SPj (r) = {u ∈ Fm×1
q | wPj (u) = r}, (4.32)

SP̌j
(r) = {u ∈ Fm×1

q | wP̌j
(u) = r}. (4.33)

Then, for β = (β1, . . . , βn) ∈ I (cf. (4.21)), we let

OK(β) =

n∏
j=1

SPj (βj) = {u = [u1 · · · un] ∈ Fm×nq | wj(u) = wPj (u
j) = βj , j ∈ [n]},

(4.34)

OǨ(β) =

n∏
j=1

SP̌j
(βj) = {u = [u1 · · · un] ∈ Fm×nq | w̌j(u) := wP̌j

(uj) = βj , j ∈ [n]}

(4.35)

(cf. (4.32–33)). So they are products of spheres. Also, for β ∈ Im,n/Sn, we put

OP(β) =
⋃

σ∈Sn/S(β)
n

OK(σβ), OP̌(β) =
⋃

σ∈Sn/S(β)
n

OǨ(σβ) (4.36)

(cf. (4.22)).

Proposition 4.9. Let P be the generalized Niederreiter–Rosenbloom–Tsfasman poset

(cf. (2.4)) with t > 1 (i.e., P is not an antichain). Let H,K,L be the subgroups of

G = Aut(Fm×nq , wP) in (4.18), and let Ȟ, Ǩ, Ľ be those of Ǧ = Aut(Fm×nq , wP̌) in (4.20).

Then the following hold:

(1) The orbits under the action of H on Fm×nq are the OH(λ)’s, where λ ∈ J (cf. (4.30),

(4.28), (4.25)). Those of Ȟ on Fm×nq are the OȞ(µ)’s, where µ ∈ J̌ (cf. (4.30), (4.29),

(4.26)).

(2) The orbits under the action of L on Fm×nq are the OL(λ)’s, where λ ∈ J/Sn (cf. (4.31),

(4.27)). Those of Ľ on Fm×nq are the OĽ(µ)’s, where µ ∈ J̌/Sn (cf. (4.31), (4.27)).

(3) The orbits under the action of K on Fm×nq are the OK(β)’s, where β ∈ I (cf. (4.34),

(4.32), (4.21)). Those of Ǩ on Fm×nq are the OǨ(β)’s, where β ∈ I (cf. (4.35),

(4.33), (4.21)).
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(4) The orbits under the action of G on Fm×nq are the OP(β)’s, where β ∈ I/Sn
(cf. (4.36), (4.22)). Those of Ǧ on Fm×nq are the OP̌(β)’s, where β ∈ I/Sn (cf.

(4.36), (4.22)).

5. Equivalent condition I (transitivity of actions)

Here the title of the chapter refers to the equivalence (1)⇔(3) in Theorem 8.7.

Let Pj be any poset on the underlying set [m] × {j}, for j ∈ [n], and let P =

P1 u · · ·u Pn. For each j ∈ [n] and u = [u1 · · · un] ∈ Fm×nq , just as we did when P is a

generalized Niederreiter–Rosenbloom–Tsfasman poset, we define

wj(u) = wPj (u
j), w̌j(u) = wP̌j

(uj), (5.1)

so that wP = w1 + · · ·+ wn, wP̌ = w̌1 + · · ·+ w̌n.

Let I = Im,n be as in (4.21), and let Sn act on I as in (4.22). Then, for β =

(β1, . . . , βn) ∈ I, we define

SP(β) = {u = [u1 · · · un] ∈ Fm×nq | wj(u) = βj , j ∈ [n]}, (5.2)

SP̌(β) = {u = [u1 · · · un] ∈ Fm×nq | w̌j(u) = βj , j ∈ [n]}. (5.3)

For each β ∈ I, SP(β) and SP̌(β) are not empty (see Remark 5.1(3)), and {SP(β)}β∈I ,
{SP̌(β)}β∈I are partitions of Fm×nq . Also, for each β ∈ I/Sn, we put

OP(β) =
⋃

σ∈Sn/S(β)
n

SP(σβ), OP̌(β) =
⋃

σ∈Sn/S(β)
n

SP̌(σβ). (5.4)

Then obviously {OP(β)}β∈I/Sn , {OP̌(β)}β∈I/Sn also form partitions of Fm×nq . Note here

that, when P is a generalized Niederreiter–Rosenbloom–Tsfasman poset, SP(β)’s, SP̌(β)’s

(β ∈ I), OP(β)’s, OP̌(β)’s (β ∈ I/Sn) are respectively the orbits under the action of

K, Ǩ,G = Aut(Fm×nq , wP), Ǧ = Aut(Fm×nq , wP̌) (cf. (4.34–36)). However, (5.2), (5.3),

and (5.4) are now defined for any poset P described at the beginning of this chapter.

Even so, we will call OP(β)’s the P-orbits and OP̌(β)’s the P̌-orbits.

Remark 5.1. (1) If Supp(u) ⊆ Pj for some j, then wP(u) = wj(u) and wk(u) = 0 for

all k 6= j. Note that wk(u) = 0⇔ Supp(u) ∩Pk = ∅. So, if wk(u) = 0 for all k 6= j, then

Supp(u) ⊆ Pj , and wP(u) = wj(u).

(2) Let us denote, by abuse of notation, the underlying set of the poset Q also by Q.

Define P(i), i = 0, 1, . . . , inductively as follows:

P(0) = P, P(i) = P(i−1)\min P(i−1) for i ≥ 1.

Here min P(j) denotes the set of minimal elements in P(j). Then

P(0) ⊇ P(1) ⊇ P(2) ⊇ · · · , P(i) = min P(i) ∪̇P(i+1) (i ≥ 0),

P(i) =

n⋃̇
j=1

Pj,(i) (i ≥ 0), min P(i) =

n⋃̇
j=1

min Pj,(i) (i ≥ 0).

(3) Let Q be a poset on [N ]. Then

SQ(r) = {u ∈ FNq | wQ(u) = r} 6= ∅
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for all r (0 ≤ r ≤ N). Indeed, Q =
⋃̇d
i=1 minQ(i), with all minQ(i) 6= ∅, for some d ≥ 0.

If we choose u ∈ FNq with Supp(u) =
⋃e−1
i=0 minQ(i) ∪ S = I for a subset S ⊆ minQ(e),

then I is an ideal of [N ], and hence

wQ(u) =

e−1∑
i=0

|minQ(i)|+ |S| = |Supp(u)|.

Theorem 5.2. Let P = P1 u · · · u Pn be the poset described at the beginning of this

chapter with P 6= min P. Then P is a generalized Niederreiter–Rosenbloom–Tsfasman

poset (cf. (2.4)) if and only if G = Aut(Fm×nq , wP) acts transitively on each OP(β)

(β ∈ Im,n/Sn) (cf. (5.2), (5.4)).

Proof. When P is a generalized Niederreiter–Rosenbloom–Tsfasman poset, OP(β)’s

(β ∈ Im,n/Sn) are the orbits under the action of G on Fm×nq , and so one direction is

clear. The other direction requires a lengthy proof.

Step 1. Here we show that [Supp(u) ⊆ min Pj , φ ∈ G] ⇒ Supp(φu) ⊆ min Pk for

some k. Note that wP(u) = 1 ⇔ [Supp(u) ⊆ min P, |Supp(u)| = 1]. So [Supp(u) ⊆
min Pj , |Supp(u)| = 1, φ ∈ G]⇒ Supp(φu) ⊆ min P (cf. Remark 5.1(2)). Next, we show

that [Supp(u) ⊆ min Pj , φ ∈ G] ⇒ Supp(φu) ⊆ min P. For this, we may assume that

u 6= 0. Let Supp(u) = {(i1, j), . . . , (is, j)} ⊆ min Pj . Then we may write u uniquely as

u = v1 + · · ·+vs, vk ∈ Fm×nq , Supp(vk) = {(ik, j)}. Now, φu = φv1 + · · ·+φvs, Supp(φvk)

⊆ min P. Thus Supp(φu) ⊆ min P. Assume now Supp(u) ⊆ min Pj with |Supp(u)| = b

and φ ∈ G. Then u ∈ SP(0, . . . , 0, b, 0, . . . , 0) (with b at the jth place), and so u ∈ OP(β)

= SP((b, 0, . . . , 0)) ∪ SP((0, b, 0, . . . , 0)) ∪ · · · ∪ SP((0, . . . , 0, b)) with β = (0, . . . , 0, b). As

G acts transitively on OP(β) we have φu∈OP(β), and so φu∈SP((0, . . . , 0, b, 0, . . . , 0)),

with b at the kth place for some k. By Remark 5.1(1), Supp(φu) ⊆ Pk. Then Supp(φu) ⊆
min P ∩Pk = min Pk.

Step 2. Here we claim that |min P1| = · · · = |min Pn| = m1. For this, we may assume

that
|min P1| ≤ · · · ≤ |min Pn|.

Choose u ∈ Fm×nq with Supp(u) = min Pn. Let |Supp(u)| = b (≥ 1). Then u ∈
SP((0, . . . , 0, b)). Choose any v ∈ SP((b, 0, . . . , 0)). This is possible by Remark 5.1(3).

As G acts transitively on OP(β) (β = (0, . . . , b)), and u, v ∈ OP(β), there is φ ∈ G

such that φu = v. By Step 1, we know that Supp(φu) = Supp(v) ⊆ min Pk for some k.

As Supp(v) ⊆ P1 by Remark 5.1(1), we must have Supp(φu) ⊆ min P1. So |min Pn| =

wP(u) = wP(φu) = |Supp(φu)| ≤ |min P1|. This shows our claim.

Step 3. Here we show that, for each j ∈ [n], [(i1, j) ∈ min Pj,(1), (i2, j) ∈ min Pj ] ⇒
(i1, j) ≥Pj (i2, j). It is enough to show that |〈(i1, j)〉Pj | = m1+1. Assume, on the contrary,

that |〈(i1, j)〉Pj | ≤ m1. Then choose u1, u2 ∈ Fm×nq such that Supp(u1) = {(i1, j)},
Supp(u2) ⊆ min Pj , |〈Supp(u1)〉Pj | = |〈Supp(u2)〉Pj | = b. Then u1, u2 ∈ OP(β) with

β = (0, . . . , 0, b). So there exists φ ∈ G such that u1 = φu2. Then {(i1, j)} = Supp(u1) =

Supp(φu2) ⊆ min Pk for some k, by Step 1. This is a contradiction, since this implies

that (i1, j) ∈ min P(1) ∩min P ⊆ P(1) ∩min P = ∅.
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These steps can be continued. In Step 4, one shows that [Supp(u) ⊆ min Pj,(1), φ ∈ G]

⇒ Supp(φu) ⊆ min Pk,(1) ∪ min Pk for some k. In Step 5, by using Step 4 one shows

that |min P1,(1)| = · · · = |min Pn,(1)|. Again, by exploiting Step 4, in Step 6 one shows

that, for each j ∈ [n], [(i1, j) ∈ min Pj,(2) and (i2, j) ∈ min Pj,(1)] ⇒ (i1, j) ≥Pj (i2, j).

The details are left to the reader. By continuing in this fashion, we can show that P is a

generalized Niederreiter–Rosenbloom–Tsfasman poset.

6. Equivalent condition II (association scheme)

Here the title of the chapter refers to the equivalence (1)⇔(4) in Theorem 8.7.

Theorem 6.1. Let P = P1 u · · · u Pn be the poset described at the beginning of Chap-

ter 5 with P 6= min P. Then P is a generalized Niederreiter–Rosenbloom–Tsfasman poset

(cf. (2.4)) if and only if XP = (Fm×nq , {RP,β}β∈Im,n/Sn) is a symmetric association

scheme. Here

(u, v) ∈ RP,β ⇔ u− v ∈ OP(β)

(cf. (5.2), (5.4)).

Proof. Assume that P is a generalized Niederreiter–Rosenbloom–Tsfasman poset. Then

the result follows from Proposition 4.9 and Theorem 3.1. The other direction needs a

lengthy proof.

Step 1. Here we show that |min P1| = · · · = |min Pn| = m1. Let |min P1| = l1, . . . ,

|min Pn| = ln. Let 1 ≤ i < j ≤ n. Choose u1, u2 ∈ Fm×nq such that Supp(u1) ⊆ Pi,

Supp(u2) ⊆ Pj , |〈Supp(u1)〉Pi | = |〈Supp(u2)〉Pj | = m (cf. Remark 5.1(3)). Then u1 =

u1 − 0, u2 = u2 − 0 ∈ OP(β) with β = (0, . . . , 0,m). So we must have

|{v ∈ Fm×nq | u1 − v ∈ OP((0, . . . , 0, 1)), v ∈ OP((0, . . . , 0, 1,m))}| (6.1)

= |{v ∈ Fm×nq | u2 − v ∈ OP((0, . . . , 0, 1)), v ∈ OP((0, . . . , 0, 1,m))}|. (6.2)

Observe that u − v ∈ OP((0, . . . , 0, 1)) ⇔ v = u − w with Supp(w) ⊆ min P, |Supp(w)|
= 1. Let v = u1 − w1 with Supp(w1) ⊆ min P, |Supp(w1)| = 1, so that u1 − v ∈
OP((0, . . . , 0, 1)). Now, v = u1 − w1 ∈ OP((0, . . . , 0, 1,m)) =

⋃
σ∈Sn/S(β)

n
SP(σβ) with

β = (0, . . . , 0, 1,m)⇔ Supp(w1) ⊆ min P\min Pi and |Supp(w1)| = 1. So the cardinality

in (6.1) equals (q − 1)(l1 + · · ·+ li−1 + li+1 + · · ·+ ln). Similarly, the cardinality in (6.2)

equals (q − 1)(l1 + · · · + lj−1 + lj+1 + · · · + ln). This implies li = lj . So we have shown

what we wanted.

Step 2. Here we claim that, for each j, [(i1, j)∈min Pj,(1), (i2, j)∈min Pj ]⇒ (i1, j) ≥Pj

(i2, j). It is enough to show |〈(i1, j)〉Pj | = m1 + 1. Suppose, on the contrary, that b =

|〈(i1, j)〉Pj | ≤ m1. Then 2 ≤ b ≤ m1. Choose u1, u2 ∈ Fm×nq such that Supp(u1) =

{(i1, j)}, Supp(u2) ⊆ min Pj , |〈Supp(u1)〉Pj | = |〈Supp(u2)〉Pj |. Then u1 = u1 − 0, u2 =

u2 − 0 ∈ OP(β) with β = (0, . . . , 0, b). So we must have

|{v ∈ Fm×nq | u1 − v ∈ OP((0, . . . , 0, 1)), v ∈ OP((0, . . . , 0, b+ 1))}| (6.3)

= |{v ∈ Fm×nq | u2 − v ∈ OP((0, . . . , 0, 1)), v ∈ OP((0, . . . , 0, b+ 1))}|. (6.4)



24 D. S. Kim and H. K. Kim

Let v = u1−w1 with Supp(w1) ⊆ min P, |Supp(w1)| = 1. So u1−v ∈ OP((0, . . . , 0, 1)). Let

〈(i1, j)〉Pj = {(i1, j), (i2, j), . . . , (ib, j)} with (i2, j), . . . , (ib, j) ∈ min Pj . Then v = u1−w1

∈ OP((0, . . . , 0, b+ 1))⇔ Supp(w1) ⊆ min Pj and Supp(w1) ⊆ ([m1] \ {i2, . . . , ib})×{j}.
Here we assumed that min Pj = [m1] × {j}. Thus the cardinality in (6.3) equals

(m1−b+1)(q−1). Let v = u2−w2 with Supp(w2) ⊆ min P, |Supp(w2)| = 1, so that u2−v
∈ OP((0, . . . , 0, 1)). Then v = u2 −w2 ∈ OP((0, . . . , 0, b+ 1))⇔ Supp(w2) ⊆ min Pj and

Supp(w2) ⊆ [m1]×{j}\Supp(u2). So the cardinality in (6.4) equals (m1−b)(q−1). This

is a contradiction. These steps can be continued. We will briefly sketch the next two steps.

Step 3. Let |min P1,(1)| = l1, . . . , |min Pn,(1)| = ln. Let 1 ≤ i < j ≤ n, and choose

u1, u2 ∈ Fm×nq with Supp(u1) ⊆ Pi, Supp(u2) ⊆ Pj , |〈Supp(u1)〉Pi | = |〈Supp(u2)〉Pj | =
m. Then u1 = u1 − 0, u2 = u2 − 0 ∈ OP(β) with β = (0, . . . , 0,m). Then we must have

|{v ∈ Fm×nq | u1 − v ∈ OP((0, . . . , 0,m1 + 1)), v ∈ OP((0, . . . , 0,m1 + 1,m))}| (6.5)

= |{v ∈Fm×nq | u2 − v ∈OP((0, . . . , 0,m1 +1)), v ∈OP((0, . . . , 0,m1 +1,m))}|. (6.6)

Proceeding as in Step 1, one shows the cardinality in (6.5) is (q − 1)(l1 + · · · + li−1 +

li+1 + · · ·+ ln)qm1 , and that in (6.6) is (q− 1)(l1 + · · ·+ lj−1 + lj+1 + · · ·+ ln)qm1 . Thus

li = lj , and hence |min P1,(1)| = · · · = |min Pn,(1)| = m2.

Step 4. Here we show that, for each j, [(i1, j) ∈ min Pj,(2), (i2, j) ∈ min Pj,(1)] ⇒
(i1, j) ≥Pj (i2, j). It is enough to show that |〈i1, j〉Pj | = m1 + m2 + 1. Assume, on the

contrary, that |〈i1, j〉Pj | ≤ m1 +m2. Then |〈i1, j〉Pj | = m1 + b with 2 ≤ b ≤ m2. Choose

u1, u2 ∈ Fm×nq such that Supp(u1) = {(i1, j)}, Supp(u2) ⊆ min Pj,(1), |Supp(u2)| = b.

Then |〈Supp(u1)〉Pj | = m1 + b = |〈Supp(u2)〉Pj |, and hence u1 = u1 − 0, u2 = u2 − 0 ∈
OP(β) with β = (0, . . . , 0,m1 + b). So we must have

|{v ∈ Fm×nq | u1 − v ∈ OP((0, . . . , 0,m1 + 1)), v ∈ OP((0, . . . , 0,m1 + b+ 1))}| (6.7)

= |{v ∈Fm×nq | u2−v ∈ OP((0, . . . , 0,m1 +1)), v ∈OP((0, . . . , 0,m1 +b+1))}|. (6.8)

Then one shows that the cardinality in (6.7) is (m2 − b+ 1)(q − 1)qm1 , and that in (6.8)

is (m2 − b)(q − 1)qm1 . This is a contradiction.

7. A half of equivalent condition III (wdop)

Here the title of the chapter refers to the implication (2)⇒(1) in Theorem 8.7.

Let P = P1 u · · · u Pn be the poset described at the beginning of Chapter 5. Then

we put, for any linear code C ⊆ Fm×nq , and all β ∈ Im,n/Sn,

aP,β(C) = |OP(β) ∩ C|, aP̌,β(C⊥) = |OP̌(β) ∩ C⊥|

(cf. (5.2), (5.4)). Here C⊥ is with respect to the usual inner product u · v =
∑
uijvij

for u = (uij), v = (vij) ∈ Fm×nq . The pair (P, P̌) is called a weak dual orbit pair (wdop)

if the P-orbit distribution {aP,β(C)}β∈Im,n/Sn of C uniquely determines the P̌-orbit

distribution {aP̌,β(C⊥)}β∈Im,n/Sn of C⊥, for every linear code C ⊆ Fm×nq . For the poset

P as above with P 6= min P, in this chapter and the next we will show that P is a

generalized Niederreiter–Rosenbloom–Tsfasman poset if and only if (P, P̌) is a wdop.
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Remark 7.1. For u ∈ Fm×nq ,

u ∈ OP̌((m, . . . ,m)) ⇔ Supp(u) ⊇ min P. (7.1)

Indeed,

u∈OP̌((m, . . . ,m)) =SP̌((m, . . . ,m)) ⇔ wP̌1
(u1) = m, . . . , wP̌n

(un) = m

⇔ Supp(u1)⊇ max P̌1, . . . ,Supp(un)⊇ max P̌n

⇔ Supp(u1)⊇ min P1, . . . ,Supp(un)⊇ min Pn

⇔ Supp(u)⊇ min P.

Here max P̌j denotes the set of maximal elements in P̌j (cf. Remark 5.1(2)). The idea of

the proof of Theorem 7.2 originates from [21].

Theorem 7.2. Let P = P1u · · ·uPn be the poset described at the beginning of Chapter 5

with P 6= min P. If (P, P̌) is a wdop, then P is a generalized Niederreiter–Rosenbloom–

Tsfasman poset (cf. (2.4)).

Proof. We argue in several steps.

Step 1. Here we show that, for each j ∈ [n], [(i1, j) ∈ min Pj,(1), (i2, j) ∈ min Pj ] ⇒
(i1, j) ≥Pj (i2, j). Assume that |min P1| = l1, . . . , |min Pn| = ln. We claim that, for

u ∈ Fm×nq with Supp(u) ⊆ min Pj ,

qmn−|minP| divides |{v ∈ Fm×nq | u · v = 0, v ∈ OP̌((m, . . . ,m))}|. (7.2)

If u = 0, then the cardinality of the set in (7.2) is (q− 1)|minP|qmn−|minP|, in view of the

observation in (7.1), and we are done. So we assume that u 6= 0. Then we may assume

that

min P = {(1, 1), . . . , (l1, 1), (1, 2), . . . , (l2, 2), . . . , (1, n), . . . , (ln, n)},

u = [u1 · · · un] with uk = 0 for k 6= j, uj = t(a1, . . . , ai0 , 0, . . . , 0), where 1 ≤ i0 ≤ lj ,

aj ,∈ F×q (1 ≤ j ≤ i0). Now, one can see that the cardinality of the set in (7.2) is

|B|(q − 1)|minP|−i0qmn−|minP| (cf. (7.1)), where

B = {(b1, . . . , bi0) ∈ Fi0q | a1b1 + · · ·+ ai0bi0 = 0, bj 6= 0 for 1 ≤ j ≤ i0}.

This shows our claim. It is enough to see that |〈i1, j〉Pj | = lj + 1. Assume, on the

contrary, that b = |〈i1, j〉Pj | ≤ lj . Then we choose u1, u2 ∈ Fm×nq such that Supp(u1)

= {(i1, j)}, Supp(u2) ⊆ min Pj , |〈Supp(u1)〉Pj | = |〈Supp(u2)〉Pj |. Then 〈u1〉 and 〈u2〉
have the same P-orbit distribution. Indeed, aP,(0,...,0)(〈u1〉) = aP,(0,...,0)(〈u2〉) = 1 and

aP,(0,...,0,b)(〈u1〉) = aP,(0,...,0,b)(〈u2〉) = q − 1. So the two sets

B1 = OP̌((m, . . . ,m)) ∩ 〈u1〉⊥ = {v ∈ Fm×nq | v · u1 = 0, v ∈ OP̌((m, . . . ,m))}
= {v ∈ Fm×nq | vi1,j = 0, Supp(v) ⊇ min P},

B2 = OP̌((m, . . . ,m)) ∩ 〈u2〉⊥ = {v ∈ Fm×nq | v · u2 = 0, v ∈ OP̌((m, . . . ,m))}

have the same cardinality. As (i1, j) /∈ min P, |B1| = (q − 1)|minP|qmn−|minP|−1. As

qmn−|minP|
∣∣|B2| by (7.2), and (qmn−|minP|, (q − 1)|minP|) = 1, qmn−|minP| divides

qmn−|minP|−1, which is a contradiction.
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Step 2. We show that |min P1| = · · · = |min Pn|. For this, we may assume that

|min P1| = l1 ≤ |min P2| = l2 ≤ · · · ≤ |min Pn| = ln.

Then we claim that l1 ≥ ln. Assume, on the contrary, that l1 < ln. Choose u2 ∈ Fm×nq with

Supp(u2) = min Pn, and u1 ∈ Fm×nq such that Supp(u1) ⊆ P1,(1), |Supp(u1)| = ln − l1,

wP1
(u1) = ln. Note that ln − l1 ≤ m − l1 and such a choice of u1 is possible in view

of Remark 5.1(3) and Step 1. Observe now that 〈u1〉 and 〈u2〉 have the same P-orbit

distribution. Indeed, aP,(0,...,0)(〈u1〉) = aP,(0,...,0)(〈u2〉) = 1 and aP,(0,...,0,ln)(〈u1〉) =

aP,(0,...,0,ln)(〈u2〉) = q − 1. So the two sets

B1 = OP̌((m, . . . ,m)) ∩ 〈u1〉⊥ = {v ∈ Fm×nq | v · u1 = 0, v ∈ OP̌((m, . . . ,m))}
= {v ∈ Fm×nq | v · u1 = 0, Supp(v) ⊇ min P},

B2 = OP̌((m, . . . ,m)) ∩ 〈u2〉⊥ = {v ∈ Fm×nq | v · u2 = 0, v ∈ OP̌((m, . . . ,m))}

have the same cardinality. As Supp(u2) = min Pn, in the same way as in Step 1 one sees

that

qmn−|minP| | |B2|.

Write Fm×nq , with the obvious meaning, as

Fm×nq = F[m]×[n]−minP
q ⊕ FminP

q (v = (v1, v2)).

Then

B1 = {(v1, v2) ∈ Fm×nq | v1 · u1 = 0, Supp(v2) = min P}.

As Supp(u1) ⊆ P(1) = P\min P = [m]× [n]\min P, and Supp(u1) 6= ∅, F[m]×[n]−minP
q →

Fq (w 7→ w ·u1) is a nonzero linear functional. Hence |B1| = (q−1)|minP|qmn−|minP|−1. So

we can derive the same contradiction as in Step 1. So l1 ≥ ln, and we obtain |min P1| =
· · · = |min Pn| = m1.

Step 3. Let C ′1, C ′2 be linear P(1)-codes in F(m−m1)×n
q with the same P(1)-orbit distri-

bution. Then

C1 =

{[
u

v

]
∈ Fm×nq

∣∣∣∣ u ∈ Fm1×n
q , v ∈ C ′1

}
,

C2 =

{[
u

v

]
∈ Fm×nq

∣∣∣∣ u ∈ Fm1×n
q , v ∈ C ′2

}
are linear P-codes with the same P-orbit distribution. By Step 1, for each j ∈ [n],

[(i1, j) ∈ Pj,(1), (i2, j) ∈ min Pj ]⇒ (i1, j) ≥Pj (i2, j). From this observation and Step 2,

we indeed have, for R = (r1, . . . , rn) 6= 0 with 0 ≤ r1, . . . , rn ≤ m−m1,

aP,(m1+r1,...,m1+rn)(C1) = qm1|Supp(R)|(q − 1)m1(n−|Supp(R)|)aP(1),(r1,...,rn)(C
′
1)

= qm1|Supp(R)|(q − 1)m1(n−|Supp(R)|)aP(1),(r1,...,rn)(C
′
2)

= aP,(m1+r1,...,m1+rn)(C2),

and, for 0 ≤ r1, . . . , rn ≤ m1,

aP,(r1,...,rn)(C1) = |Sn/S(R)
n |

(
m1

r1

)
(q − 1)r1 · · ·

(
mn

rn

)
(q − 1)rn = aP,(r1,...,rn)(C2).
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So C⊥1 , C⊥2 have the same P̌-orbit distributions. As C⊥i =
{[

0
v

]
∈ Fm×nq

∣∣ v ∈ C ′i⊥}, for

i = 1, 2, C ′1
⊥
, C ′2

⊥
have the same P̌(1)-orbit distributions. By induction our proof is now

complete.

8. A half of equivalent condition III (MacWilliams-type identity)

Here the title of the chapter refers to the implication (1)⇒(2) in Theorem 8.7.

The following results were obtained in [22], and the reader is referred to their paper

for the details. Recall from [14, Ch. 5, (53)] that the Krawtchouk polynomial Pk(x;n, q),

for any positive integer n and prime power q, is defined as

Pk(x) = Pk(x;n, q) =

k∑
j=0

(−1)j(q − 1)k−j
(
x

j

)(
n− x
k − j

)
(k = 0, 1, . . . , n).

Theorem 8.1 ([22]). Let XP0
= (X = Fmq ,RP0

= {RP0,i}mi=0) be the association scheme

given by
(x, y) ∈ RP0,i ⇔ wP0(x− y) = i (i = 0, 1, . . . ,m)

(cf. the paragraph below (3.17)). Then

(1) (X = Fmq ,RP̌0
= {RP̌0,i

}mi=0)→ (X∗,R∗P0
) (x 7→ λx) is an isomorphism of associa-

tion schemes (cf. (3.17)).

(2) Ej = |X|−1
∑
wP̌0

(x)=j λx
tλ̄x j = 0, 1, . . . ,m) are the irreducible idempotents for the

scheme XP0
.

(3) Let j = m1 + · · · + ml−1 + j0 (1 ≤ l ≤ t and 1 ≤ j0 ≤ ml, or l = 1 and j0 = 0).

Then the p-numbers are given by

pij =



0 if i > ml + · · ·+mt,

qm1+···+ml−1Pj0(i− (ml+1 + · · ·+mt);ml, q)

if ml+1 + · · ·+mt < i ≤ ml + · · ·+mt,

qm1+···+ml−1

(
ml

j0

)
(q − 1)j0

if i ≤ ml+1 + · · ·+mt.

(8.1)

(4) Let j = mt + · · ·+ml+1 + j0 (1 ≤ l ≤ t and 1 ≤ j0 ≤ ml, or l = t and j0 = 0). Then

the q-numbers are given by

qij =



0 if i > m1 + · · ·+ml,

qml+1+···+mtPj0(i− (m1 + · · ·+ml−1);ml, q)

if m1 + · · ·+ml−1 < i ≤ ml + · · ·+ml,

qml+1+···+mt
(
ml

j0

)
(q − 1)j0

if i ≤ m1 + · · ·+ml−1.

(8.2)

We obtain the following MacWilliams-type identity from the above theorem and Del-

sarte’s well-known results in (3.12) and (3.13). Previously, this result was obtained in-

dependently and in different manner in [16] and [21] by using the Poisson summation

formula as the main tool.
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Corollary 8.2. Let C be a linear code in Fmq , aP0,i(C) = |SP0(i) ∩ C|, aP̌0,i
(C⊥) =

|SP̌0
(i) ∩ C⊥|, for i = 0, 1, . . . ,m. Then

(aP̌0,j
(C⊥))mj=0 =

1

|C|
(aP0,i(C))mi=0(qij), (aP0,j(C))mj=0 =

1

|C⊥|
(aP̌0,i

(C⊥))mi=0(pij),

where (pij) and (qij) are the matrices given by (8.1) and (8.2), respectively.

For the rest of this chapter, we will assume that P is a generalized Niederreiter–

Rosenbloom–Tsfasman poset and determine some parameters for the association schemes

XK = (Fm×nq ,RK = {RK,β}β∈Im,n),

XP = (Fm×nq ,RP = {RP,β}β∈Im,n/Sn),

at the same time. Here (u, v) ∈ RK,β ⇔ u− v ∈ OK(β) (cf. (4.34)), and (u, v) ∈ RP,β ⇔
u− v ∈ OP(β) (cf. (4.36)).

Let XP0
= (Fmq ,RP0

= {RP0,i}mi=0), XPj = (F[m]×{j}
q ,RPj = {RPj ,i}mi=0) be the

association schemes described in the paragraph below (3.17). Then, as we mentioned

there, via the maps τj in (2.7), XP0
,XP1

, . . . ,XPn are all isomorphic, and we may assume

that the parameters of them are all the same.

Keeping Pj ’s momentarily, assume that APj ,i (i = 0, 1, . . . ,m) are the adjacency

matrices for XPj (j = 1, . . . , n). Then, for u = [u1 · · · un], v = [v1 · · · vn] ∈ Fm×nq , and

β = (β1, . . . , βn) ∈ Im,n,

(AP1,β1
⊗ · · · ⊗APn,βn)uv = (AP1,β1

)u1v1 · · · (APn,βn)unvn

=

{
1 if (u1, v1) ∈ RP1,β1 , . . . , (u

n, vn) ∈ RPn,βn ,

0 otherwise

=

{
1 if wP1

(u1 − v1) = β1, . . . , wPn(un − vn) = βn,

0 otherwise

=

{
1 if u− v ∈ OK(β),

0 otherwise.
(8.3)

So we also have( ∑
σ∈Sn/S(β)

n

AP1,βσ1
⊗ · · · ⊗APn,βσn

)
uv

=

{
1 if u− v ∈ OP(β),

0 otherwise.
(8.4)

Denote the adjacency matrices for XP0
by A0, A1, . . . , Am (suppressing P0). Then, by

the above remark and (8.3–4), the adjacency matrices for XK and XP are respectively

given by

AK,β = Aβ1 ⊗ · · · ⊗Aβn (β = (β1, . . . , βn) ∈ Im,n), (8.5)

AP,β =
∑

σ∈Sn/S(β)
n

AK,σβ

=
∑

σ∈Sn/S(β)
n

Aβσ1
⊗ · · · ⊗Aβσn (β = (β1, . . . , βn) ∈ Im,n/Sn). (8.6)
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Let us denote the irreducible idempotents of XP0 by E0, E1, . . . , Em (again suppress-

ing P0). Then the irreducible idempotents for XK and XP are given by

EK,β = Eβ1
⊗ · · · ⊗ Eβn (β = (β1, . . . , βn) ∈ Im,n), (8.7)

EP,β =
∑

σ∈Sn/S(β)
n

EK,σβ

=
∑

σ∈Sn/S(β)
n

Eβσ1 ⊗ · · · ⊗ Eβσn (β = (β1, . . . , βn) ∈ Im,n/Sn). (8.8)

Let qij (i, j = 0, . . . ,m) be the q-numbers of XP0 . Then it is easy to see that

EK,β =
1

qmn

∑
α=(α1,...,αn)∈I

qK,αβAK,α (8.9)

with

qK,αβ = qα1β1
· · · qαnβn , (8.10)

and

EP,β =
1

qmn

∑
α=(α1,...,αn)∈I/Sn

qP,αβAP,α (8.11)

with

qP,αβ =
∑

σ∈Sn/S(β)
n

qK,ασβ =
∑

σ∈Sn/S(β)
n

qα1βσ1
· · · qαnβσn . (8.12)

This shows, in particular, that EK,β (β ∈ Im,n) and EP,β (β ∈ Im,n/Sn) are respectively

contained in the Bose–Mesner algebras of XK and XP. Next, one checks easily that

{EK,β}β∈Im,n and {EP,β}β∈Im,n/Sn respectively satisfy conditions (i)–(iii) in (3.2). So

they are the irreducible idemponents for XK and XP, and (8.10) and (8.12) are the

respective q-numbers.

Let λ be a fixed nontrivial additive character of Fq, as before. Then

X = Fm×nq →̃ X∗ (u 7→ λu)

is an isomorphism, where

λu(v) = λ(trutv) = λ(tu1v1 + · · ·+ tunvn),

for u = [u1 · · · un], v = [v1 · · · vn] ∈ Fm×nq . Then, in addition, we have

EK,β =
1

qmn

∑
u∈OǨ(β)

λu
tλ̄u (β ∈ Im,n), (8.13)

EP,β =
1

qmn

∑
u∈OP̌(β)

λu
tλ̄u (β ∈ Im,n/Sn). (8.14)

So Theorem 3.3(3) is satisfied for EK,β and EP,β , and hence we may invoke Theorem 3.3

for the association schemes XK and XP. Indeed, restoring the indices P1, . . . ,Pn and
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using Theorem 8.1(2), we have

EP,β =
∑

σ∈Sn/S(β)
n

Eβσ1
⊗ · · · ⊗ Eβσn

=
∑

σ∈Sn/S(β)
n

(
1

qm

∑
wP̌1

(u1)=βσ1

λu1
tλ̄u1

)
⊗ · · · ⊗

(
1

qm

∑
wP̌n

(un)=βσn

λun
tλ̄un

)

=
1

qmn

∑
σ∈Sn/S(β)

n

∑
u=[u1 ··· un]∈OǨ(σβ)

λu
tλu =

1

qmn

∑
u∈OP̌(β)

λu
tλ̄u.

Let pij (i, j = 0, . . . ,m) be the p-numbers of XP0
. Then one easily shows that

pK,αβ = pα1β1
· · · pαnβn (8.15)

for α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ I, and

pP,αβ =
∑

σ∈Sn/S(β)
n

pK,αβ =
∑

σ∈Sn/S(β)
n

pα1βσ1
· · · pαnβσn (8.16)

for α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ I/Sn.

We now summarize our results in this chapter as the following theorems. Here, as

before, A0, A1, . . . , Am, E0, E1, . . . , Em, pij (i, j = 0, 1, . . . ,m), qij (i, j = 0, 1, . . . ,m)

are respectively the adjacency matrices, the irreducible idempotents, p-numbers, and q-

numbers of the association scheme XP0
= (Fmq ,RP0

= {RP0,i}mi=0), which are given in

Theorem 8.1.

Theorem 8.3. Let XK = (Fm×nq ,RK = {RK,β}β∈Im,n) be the association scheme given

by

(u, v) ∈ RK,β ⇔ u− v ∈ OK(β)

(cf. (4.34)). Then

(1) AK,β = Aβ1 ⊗ · · · ⊗Aβn (β = (β1, . . . , βn) ∈ Im,n) are the adjacency matrices.

(2) EK,β = Eβ1
⊗ · · · ⊗ Eβn = (1/qmn)

∑
u∈OǨ(β) λu

tλ̄u (β = (β1, . . . , βn) ∈ Im,n) are

the irreducible idempotents.

(3) qK,αβ = qα1β1
· · · qαnβn (α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Im,n) are the q-

numbers.

(4) pK,αβ = pα1β1
· · · pαnβn (α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Im,n) are the p-

numbers.

(5) (X = Fm×nq , RǨ = {RǨ,β}β∈Im,n) → (X∗,R∗K) (u 7→ λu) is an isomorphism of

association schemes. Here

(u, v) ∈ RǨ,β ⇔ u− v ∈ OǨ(β)

(cf. (4.35)).

Theorem 8.4. Let XP = (Fm×nq , RP = {RP,β}β∈Im,n/Sn) be the association scheme

given by

(u, v) ∈ RP,β ⇔ u− v ∈ OP(β)

(cf. (4.36)). Then
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(1) AP,β =
∑
σ∈Sn/S(β)

n
AK,σβ =

∑
σ∈Sn/S(β)

n
Aβσ1

⊗ · · · ⊗ Aβσn (β = (β1, . . . , βn) ∈
Im,n/Sn) are the adjacency matrices.

(2) EP,β =
∑
σ∈Sn/S(β)

n
EK,σβ =

∑
σ∈Sn/S(β)

n
Eβσ1

⊗· · ·⊗Eβσn = (1/qmn)
∑
u∈OP̌(β) λu

tλ̄u

(β = (β1, . . . , βn) ∈ Im,n/Sn) are the irreducible idempotents.

(3) qP,αβ =
∑
σ∈Sn/S(β)

n
qK,ασβ =

∑
σ∈Sn/S(β)

n
qα1βσ1

· · · qαnβσn (α = (α1, . . . , αn), β =

(β1, . . . , βn) ∈ Im,n/Sn) are the q-numbers.

(4) pP,αβ =
∑
σ∈Sn/S(β)

n
pK,ασβ =

∑
σ∈Sn/S(β)

n
pα1βσ1

· · · pαnβσn (α = (α1, . . . , αn), β =

(β1, . . . , βn) ∈ Im,n/Sn) are the p-numbers.

(5) (X = Fm×nq , RP̌ = {RP̌,β}β∈Im,n/Sn) → (X∗,R∗P) (u 7→ λu) is an isomorphism of

association schemes. Here

(u, v) ∈ RP̌,β ⇔ u− v ∈ OP̌(β)

(cf. (4.36)).

From Delsarte’s results in (3.12) and (3.13), we obtain the following corollaries and

thus complete the remaining half of the equivalent condition. To apply Delsarte’s results,

we have to use Theorems 8.3(5) and 8.4(5).

Corollary 8.5. Let C be a linear code in Fm×nq , and let aK,β(C) = |OK(β) ∩ C|,
aǨ,β(C⊥) = |OǨ(β) ∩ C⊥|, for β ∈ Im,n. Then

(aǨ,β(C⊥))β∈Im,n =
1

|C|
(aK,α(C))α∈Im,n(qK,αβ),

(aK,β(C))β∈Im,n =
1

|C⊥|
(aǨ,α(C⊥))α∈Im,n(pK,αβ),

where (qK,αβ), (pK,αβ) are respectively given by (3) and (4) of Theorem 8.3.

Corollary 8.6. Let C be a linear code in Fm×nq , and let aP,β(C) = |OP(β) ∩ C|,
aP̌,β(C⊥) = |OP̌(β) ∩ C⊥|, for β ∈ Im,n/Sn. Then

(aP̌,β(C⊥))β∈Im,n/Sn =
1

|C|
(aP,α(C))α∈Im,n/Sn(qP,αβ),

(aP,β(C))β∈Im,n/Sn =
1

|C⊥|
(aP̌,α(C⊥))α∈Im,n/Sn(pP,αβ),

where (qP,αβ) and (pP,αβ) are respectively given by (3) and (4) of Theorem 8.4.

We are ready to state our grand theorem by combining Theorems 5.2, 6.1, 7.2, and

Corollary 8.6.

Theorem 8.7. Let P = P1u · · ·uPn be the poset given by the disjoint sum of the posets

Pj on the underlying set [m] × {j}, for j = 1, . . . , n. Assume further that P is not an

antichain. Then the following are equivalent:

(1) P is a generalized Niederreiter–Rosenbloom–Tsfasman poset.

(2) (P, P̌) is a weak dual orbit pair.

(3) The group G = Aut(Fm×nq , wP) acts transitively on each set OP(β) ⊆ Fm×nq

(β ∈ Im,n/Sn).

(4) XP = (Fm×nq , RP = {RP,β}β∈Im,n/Sn) with (x, y) ∈ RP,β ⇔ x − y ∈ OP(β)

(β ∈ Im,n/Sn) is a symmetric association scheme.
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9. MacWilliams-type identity for fragments

Let H0 be the subgroup of G0 = Aut(Fmq , wP0
), and Ȟ0 the subgroup of Ǧ0 =

Aut(Fmq , wP̌0
), given by

H0 = π((F×q )m1 × · · · × (F×q )mt) n U, (9.1)

Ȟ0 = π((F×q )m1 × · · · × (F×q )mt) n Ǔ (9.2)

(cf. (4.7), (4.9), (4.10)). In [8, Proposition 2.4], it is shown that the orbits under the

action of H0 on Fmq are given by the fragments F (λ(l)) with λ(l) ∈ J0 (cf. (4.28)), where

J0 = {λ(l) | λ(l) ∈ {0, 1}mlP , l = 1, . . . , t} (9.3)

(cf. (4.23)). Also, the orbits under the action of Ȟ0 are given by the fragments F̌ (µ(l))

with µ(l) ∈ J̌0 (cf. (4.29)), where

J̌0 = {µ(l) | µ(l) ∈ {0, 1}ml
P̌
, l = 1, . . . , t} (9.4)

(cf. (4.24)).

Theorem 9.1. Let XH0
= (X = Fmq , RH0

= {RH0,λ(l)}λ(l)∈J0
) and XȞ0

= (X = Fmq ,
RȞ0

= {RȞ0,µ(l)}µ(l)∈J̌0
) be the association schemes given by

(x, y) ∈ RH0,λ(l) ⇔ x− y ∈ F (λ(l)),

(x, y) ∈ RȞ0,µ(l) ⇔ x− y ∈ F̌ (µ(l))

(cf. (9.1)–(9.4)). Then

(1) (X = Fmq , RȞ0
= {RȞ0,µ(l)}µ(l)∈J̌0

) → (X∗, R∗H0
= {R∗

H0,µ(l)}µ(l)∈J̌0
) (x 7→ λx) is

an isomorphism of association schemes.

(2) EH0,µ(l) = |X|−1
∑
x∈F̌ (µ(l)) λx

tλ̄x, for µ(l) ∈ J̌0, are the irreducible idempotents for

the scheme XH0 .

(3) The p-numbers are (here and below λ(k) ∈ J0, µ(l) ∈ J̌0)

pµ(l)λ(k) =


0 if k > l,

qm1+···+mk−1(−1)|Supp(λ(k))∩Supp(µ(k))|

×(q − 1)|Supp(λ(k))−Supp(λ(k))∩Supp(µ(k))| if k = l,

qm1+···+mk−1(q − 1)|Suppλ(k)| if k < l.

(9.5)

(4) The q-numbers are

qλ(k)µ(l) =


0 if l < k,

qml+1+···+mt(−1)|Supp(λ(l))∩Supp(µ(l))|

×(q − 1)|Supp(µ(l))−Supp(λ(l))∩Supp(µ(l))| if l = k,

qml+1+···+mt(q − 1)|Suppµ(l)| if l > k.

(9.6)

Proof. One shows first by computation that fµ(l)(a) =
∑
x∈F̌ (µ(l)) λ(a · x) has constant

value on each F (λ(k)) (λ(k) ∈ J0). Invoking Theorem 3.3 gives (1), (2) and (4). The

p-numbers can be computed from (3.7), which, in view of the isomorphism in (1) above,
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says
pµ(l)λ(k) =

∑
x∈F (λ(k))

λ(a · x) for a ∈ F̌ (µ(l)).

Theorem 8.1 could be proved along the same lines.

The following corollary follows from Delsarte’s results in (3.12) and (3.13).

Corollary 9.2. Let C be a linear code in Fmq , and let aH0,λ(k)(C) = |F (λ(k)) ∩ C|
(λ(k) ∈ J0), aȞ0,µ(l)(C⊥) = |F̌ (µ(l)) ∩ C⊥| (µ(l) ∈ J̌0) (cf. (9.1)–(9.4)). Then

(aȞ0,µ(l)(C⊥))µ(l)∈J̌0
=

1

|C|
(aH0,λ(k)(C))λ(k)∈J0

(qλ(k)µ(l)), (9.7)

(aH0,λ(k)(C))λ(k)∈J0
=

1

|C⊥|
(aȞ0,µ(l)(C⊥))µ(l)∈J̌0

(pµ(l)λ(k)), (9.8)

where (pµ(l)λ(k)), (qλ(k)µ(l)) are respectively given by (9.5) and (9.6).

Remark 9.3. (1) As the orbits F̌ (µ(l)) under the action of Ȟ0 on Fmq are indexed by

µ(l) ∈ J̌0, it is natural to denote the relations and idempotents in (1) and (2) of Theo-

rem 9.1 by R∗
H0,µ(l) and EH0,µ(l) .

(2) The p-numbers and q-numbers in (9.5) and (9.6) are respectively the same as

the ones in (4.16)–(4.19) and (4.21)–(4.24) of [16], while the MacWilliams-type identities

in (9.7) and (9.8) are respectively the same as the ones in (5.3) and (5.2) of [16]. Those

are derived there by using Poisson summation and a suitable linear change of variables.

Let {Aλ(k)}λ(k)∈J0
, {Eµ(l)}µ(l)∈J̌0

be the adjacency matrices and the irreducible idem-

potents for the association scheme XH0
= (X = Fmq ,RH0

= {RH0,λ(l) , }λ(l)∈J0
). Then, by

proceeding just as in Chapter 8, we have the following results of which the details are

left to the reader.

Theorem 9.4. Let XH = (Fm×nq , RH = {RH,λ}λ∈J) be the association scheme given by

(u, v) ∈ RH,λ ⇔ u− v ∈ OH(λ)

(cf. (4.25), (4.28), (4.30)). Then

(1) AH,λ = Aλ(k1) ⊗ · · · ⊗Aλ(kn) (λ = (λ(k1), . . . , λ(kn)) ∈ J) are the adjacency matrices.

(2) EH,λ = Eµ(l1) ⊗ · · · ⊗Eµ(ln) (µ = (µ(l1), . . . , µ(ln)) ∈ J̌) = q−mn
∑
u∈OȞ(µ) λu

tλ̄u are

the irreducible idempotents (cf. (4.26), (4.29), (4.30)).

(3) qH,λµ = qλ(k1)µ(l1) · · · qλ(kn)µ(ln) (λ = (λ(k1), . . . , λ(kn)) ∈ J , µ = (µ(l1), . . . , µ(ln)) ∈ J̌)

are the q-numbers, with qλ(k)µ(l) given by (9.6).

(4) pH,µλ = pµ(l1)λ(k1) · · · pµ(ln)λ(kn) (λ= (λ(k1), . . . , λ(kn)) ∈ J , µ= (µ(l1), . . . , µ(ln)) ∈ J̌)

are the p-numbers, with pµ(l)λ(k) given by (9.5).

(5) (X = Fm×nq , RȞ = {RȞ,µ}µ∈J̌)→ (X∗, R∗H = {R∗H,µ}µ∈J̌) (u 7→ λu) is an isomor-

phism of association schemes. Here

(u, v) ∈ RȞ,µ ⇔ u− v ∈ OȞ(µ).

Theorem 9.5. Let XL = (Fm×nq , RL = {RL,λ}λ∈J/Sn) be the association scheme given

by
(u, v) ∈ RL,λ ⇔ u− v ∈ OL(λ)

(cf. (4.27), (4.31)). Then
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(1) AL,λ =
∑
σ∈Sn/S(λ)

n
AH,σλ =

∑
σ∈Sn/S(λ)

n
Aλ(kσ1)⊗· · ·⊗Aλ(kσn) (λ = (λ(k1), . . . , λ(kn))

∈ J/Sn) are the adjacency matrices.

(2) EL,µ=
∑
σ∈Sn/S(µ)

n
EH,σµ=

∑
σ∈Sn/S(µ)

n
Eµ(lσ1)⊗· · ·⊗Eµ(lσn) = q−mn

∑
u∈OĽ(µ) λu

tλ̄u

(µ = (µ(l1), . . . , µ(ln)) ∈ J̌/Sn) are the irreducible idempotents (cf. (4.31)).

(3) qL,λµ =
∑
σ∈Sn/S(µ)

n
qH,λσµ =

∑
σ∈Sn/S(µ)

n
qλ(k1)µ(lσ1) · · · qλ(kn)µ(lσn) (λ = (λ(k1), . . .

. . . , λ(kn)) ∈ J/Sn, µ = (µ(l1), . . . , µ(ln)) ∈ J̌/Sn) are the q-numbers, with qλ(k)µ(l)

given by (9.6).

(4) pL,µλ =
∑
σ∈Sn/S(λ)

n
pH,µσλ =

∑
σ∈Sn/S(λ)

n
pµ(l1)λ(kσ1) · · · pµ(ln)λ(kσn) (µ = (µ(l1), . . .

. . . , µ(ln)) ∈ J̌/Sn, λ = (λ(k1), . . . , λ(kn)) ∈ J/Sn) are the p-numbers, with pµ(l)λ(k)

given by (9.5).

(5) (X = Fm×nq , RĽ = {RĽ,µ}µ∈J̌/Sn) → (X∗, R∗L = {R∗L,µ}µ∈J̌/Sn) (u 7→ λu) is an

isomorphism of association schemes. Here

(u, v) ∈ RĽ,µ ⇔ u− v ∈ OĽ(µ).

Corollary 9.6. Let C be a linear code in Fm×nq , and let aH,λ(C) = |OH(λ)∩C| (λ ∈ J),

aȞ,µ(C⊥) = |OȞ(µ) ∩ C⊥| (µ ∈ J̌). Then

(aȞ,µ(C⊥))µ∈J̌ =
1

|C|
(aH,λ(C))λ∈J(qH,λµ),

(aH,λ(C))λ∈J =
1

|C⊥|
(aȞ,µ(C⊥))λ∈J̌(pH,µλ),

where (qH,λµ) and (pH,µλ) are respectively given by (3) and (4) of Theorem 9.4.

Corollary 9.7. Let C be a linear code in Fm×nq , and let aL,λ(C) = |OL(λ) ∩ C|
(λ ∈ J/Sn), aĽ,µ(C⊥) = |OĽ(µ) ∩ C⊥| (µ ∈ J̌/Sn). Then

(aĽ,µ(C⊥))µ∈J̌/Sn =
1

|C|
(aL,λ(C))λ∈J/Sn(qL,λµ),

(aL,λ(C))λ∈J/Sn =
1

|C⊥|
(aĽ,µ(C⊥))µ∈J̌/Sn(pL,µλ),

where (qL,λµ) and (pL,µλ) are respectively given by (3) and (4) of Theorem 9.5.



Appendix: Recent developments in the theory of poset codes

1. Introduction

Let Fq be the finite field with q elements and Fnq be the vector space of n-tuples over Fq.
Coding theory may be considered as the study of Fnq when Fnq is endowed with the

Hamming metric. Since the late 1980’s several attempts have been made to generalize

the classical problems of coding theory by introducing a new non-Hamming metric on

the vector space Fnq (cf. [27, 28, 26]). These attempts led Brualdi et al. [4] to introduce

the concept of poset codes. We start our journey with a brief introduction to the basic

notions of poset codes. We refer to [4] for details.

Let P be a partially ordered set (abbreviated as a poset) on the underlying set [n] =

{1, . . . , n} of coordinate positions of vectors in Fnq . As usual the partial order relation of

P is denoted by ≤. A subset I of P is called an order ideal if x ∈ I and y ≤ x imply

y ∈ I. For a subset E of P, 〈E〉 will denote the smallest order ideal of P containing E.

The P-weight of a vector u = (u1, . . . , un) in Fnq is defined as the cardinality

wP(u) = |〈Supp(u)〉|

of the smallest order ideal of P containing Supp(u), where Supp(u) = {i | ui 6= 0}. The

P-distance between elements u and v in Fnq is defined as

dP(u, v) = wP(u− v).

If P is an antichain in which no two elements are comparable, the P-weight and P-distance

become the Hamming weight and Hamming distance of the classical coding theory. It is

known that the P-distance dP(·, ·) gives a metric on Fnq . The metric dP is called the P-

metric (or simply a poset metric when P is not specified). If Fnq is endowed with the

P-metric, then a subset C of Fnq is called a P-code (or simply a poset code).

In the theory of poset codes, one is interested in coding-theoretic properties of poset

codes. In principle, one can try to generalize any result in Hamming metric spaces to

poset metric spaces. However some concepts can be generalized nicely while the others

cannot. The purpose of this paper is to report some important recent results in the theory

of poset codes mainly done by the second author and his colleagues within the activities

of the Combinatorial and Computational Mathematics Research Center.

In Section 2, as a foundation of our investigation, we study metric properties of poset

metric spaces. We first determine the structure of the automorphism group of a poset

metric space. Next, we classify the posets which force the linearity of isometries.

[35]
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In Section 3, we study MDS poset codes. As will be demonstrated, most of the prop-

erties of classical MDS codes can be generalized to an arbitrary MDS poset code. We first

introduce the Singleton bound for poset codes and define MDS poset codes as linear codes

which attain the Singleton bound. Secondly, we introduce the concept of I-perfect codes

and relate MDS poset codes to I-perfect poset codes. Thirdly, we show that the weight

distribution of an MDS poset code, as in the case of an MDS code in the Hamming metric

space, is completely determined. Finally, we prove the duality theorem which states that

a linear code C is an MDS P-code if and only if C⊥ is an MDS P-code, where C⊥ is the

dual code of C and P is the dual poset of P.
In Section 4, we study perfect poset codes. As will be seen, the theory of perfect codes

becomes rich in poset codes. In the first subsection, the classification of perfect codes over

a crown poset metric is studied. In the second subsection, we classify the posets which

admit the extended binary Hamming code or the extended binary Golay code as a perfect

code.

In Section 5, we study the MacWilliams identity for poset codes. All poset structures

which admit the MacWilliams identity are classified. It is proved that being a hierarchical

poset is a necessary and sufficient condition for a poset to admit the MacWilliams identity.

An explicit relation is also derived between the P-weight distribution of a hierarchical

poset code and the P-weight distribution of the dual code.

2. The poset metric space (Fn
q , dP)

In this section, as a foundation of our investigation, we study metric properties of poset

metric spaces. We first determine the structure of the automorphism group of a poset

metric space. Next, we classify the posets which force the linearity of isometries.

A map of Fnq into Fnq is called a P-isometry if it preserves P-distance. It is easy to see

that every P-isometry is a bijection. A linear P-isometry is called a P-automorphism. We

denote by IsoP(Fnq ) (resp. AutP(Fnq )) the group of P-isometries (resp. P-automorphisms)

of (Fnq , dP), i.e.,

IsoP(Fnq ) = {f : Fnq → Fnq | dP(f(u), f(v)) = dP(u, v) for all u, v ∈ Fnq },
AutP(Fnq ) = {f : Fnq → Fnq | f is linear and wP(f(u)) = wP(u) for all u ∈ Fnq }.

Our goal is to study the structure of these groups.

2.1. The structure of automorphism groups. In [8] the authors developed a coding

theory over the ρ-metric which is a poset metric where the poset is given by the disjoint

union of chains of the same cardinality. They determine the structure of the automorphism

group of a ρ-metric space implicitly. This result is explicitly verified in [23]. In [5], the

authors computed the automorphism group of a poset metric space when the poset is a

crown of cardinality 2m (see Figure 1).

In [30] the authors determined the structure of the group AutP(Fnq ) for a general

poset P. A bijection σ : P→ P is called an automorphism if σ and σ−1 preserve the order
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Fig. 1. The crown poset of cardinality 2m

relation of P. The group of automorphisms of P is denoted by Aut(P). Let Mn×n (Fq) be

the set of all n× n matrices over Fq. The main result of [30] is

Theorem 2.1. The automorphism group of a poset metric space (Fnq , dP) is an internal

semidirect product of the automorphism group of P by G(P), i.e.,

AutP(Fnq ) ' G(P) o Aut(P),

where

G(P) =

(aij) ∈Mn×n(Fq)

∣∣∣∣∣∣∣
Fq if i <P j

aij ∈ F∗q if i = j

{0} otherwise

 .

2.2. Classification of posets forcing the linearity of isometries. Since the struc-

ture of the automorphism group of a poset metric space is determined, our next concern

is the structure of the isometry group IsoP(Fnq ). Let 0 denote the zero vector in Fnq . Since

every P-isometry g of Fnq can be written uniquely as g = f+g(0), where f is a P-isometry

which fixes the origin, it is enough to investigate the P-isometries which fix the origin.

Set

Iso0
P(Fnq ) = {f : Fnq → Fnq | f is a P-isometry and f(0) = 0}.

It is clear that AutP(Fnq ) is a subgroup of Iso0
P(Fnq ) and it is known ([14]) that AutP(Fnq ) =

Iso0
P(Fnq ) if P is an antichain and q = 2, 3. This motivates the following definition.

Definition 2.2. Let P be a poset on [n]. It is said that P forces the linearity of isometries

over Fq if AutP(Fnq ) = Iso0
P(Fnq ).

In [14] the authors classified all posets which force the linearity of isometries over Fq.
To describe their main result, we need some terminology from the theory of posets.

Definition 2.3. Let P = (X,≤) and Q = (Y,≤) be two posets.

(a) The disjoint union P ∪̊Q of P and Q is the poset on X ∪̊ Y such that x ≤ y in P ∪̊Q
if one of the following conditions holds:

(i) x, y ∈ X and x ≤ y in P, (ii) x, y ∈ Y and x ≤ y in Q.

(b) The ordinal sum P⊕Q of P and Q is the poset on X ∪̊ Y such that x ≤ y in P⊕Q
if one of the following conditions holds:

(i) x, y ∈ X and x≤ y in P, (ii) x, y ∈ Y and x≤ y in Q, (iii) x ∈X and y ∈ Y .

We now state the main result of [14].
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Theorem 2.4. Let P be a poset on [n].

(a) A poset forces the linearity of isometries over F2 if and only if it is a disjoint union

of chains of cardinality 2 and an antichain.

(b) A poset forces the linearity of isometries over F3 if and only if it is an antichain.

(c) There is no poset which forces the linearity of isometries over Fq if q > 3.

We close this section with some additional research problems. The structure of the

isometry group of a poset metric space is determined only for special cases. We refer to

[9] for the classical case. We mention that in an unpublished paper [15], the structure of

the isometry group is determined when P is the chain of cardinality n.

Problem. Determine the structure of IsoP(Fnq ).

So far, we have considered the structure of automorphism and isometry groups of

the total space. We can generalize this concept to an arbitrary poset code, namely, if

C ⊂ (Fnq , dP) is a poset code, we define its P-automorphism (resp. P-isometry) group by

AutP(C) = {f : Fnq → Fnq | f is linear, f(C) = C, wP(x) = wP(f(x)) for all x ∈ C},
IsoP(C) = {f : Fnq → Fnq | f(C) = C, wP(x) = wP(f(x)) for all x ∈ C}.

Problem. Determine the structure of AutP(C) and IsoP(C).

3. MDS poset codes

In [8] and [32], the authors introduced the notion of a maximum distance separable (or

simply MDS) code in the ρ-metric space and studied the properties of such codes. Since

the ρ-metric is a special type of a poset metric, it is natural to generalize the concept

of MDS code to general poset metric spaces. This is done in this section. It turns out

that most of the properties of MDS codes with respect to the ρ-metric discussed in [8]

and [32] can be generalized to an arbitrary MDS poset code. We first introduce the

Singleton bound for poset codes and define MDS poset codes as linear codes which attain

the Singleton bound. Next, we introduce the concept of I-perfect codes and relate the

MDS poset codes to I-perfect poset codes. We study the weight distribution of an MDS

poset code. We show that the weight distribution of an MDS poset code, as in the case

of an MDS code in the Hamming metric, is completely determined. We also prove the

duality theorem which states that a linear code C is an MDS P-code if and only if C⊥ is

an MDS P-code, where C⊥ is the dual code of C and P is the dual poset of P. We first

fix some notation which will be used throughout this section.

The minimum P-distance between two distinct elements of C is denoted by dP(C). In

particular, if C is a subspace of of dimension k (resp. with dP(C) = dP), then C is called

an [n, k]q (resp. [n, k, dP]q) P-code. Sometimes it is necessary to think of C as a code in

the Hamming metric space. We use the term [n, k]q (resp. [n, k, dH ]q) code for a linear

code of length n and dimension k (resp. with the minimum Hamming distance dH).

We start with a proposition which is called the Singleton bound for poset codes.
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Proposition 3.1. Let P be a poset on [n] and C (⊆ Fnq ) be a P-code. Then

|C| ≤ qn−dP(C)+1.

Definition 3.2. Let P be a poset on [n]. A linear code C over Fq is called a maximum

distance separable P-code (or simply MDS P-code) if it attains the Singleton bound.

Consequently, an [n, k]q code is an MDS P-code if and only if dP(C) = n− k + 1.

We now introduce the notion of I-ball (resp. I-sphere) and r-ball (resp. r-sphere)

which will be useful in our investigations.

Definition 3.3. Let P be a poset on [n], I an order ideal of P, and r a nonnegative

integer. For u ∈ Fnq , we define the I-ball (resp. I-sphere) centered at u to be the set

BI(u) = {v ∈ Fnq | 〈Supp(u− v)〉 ⊆ I},
(resp. SI(u) = {v ∈ Fnq | 〈Supp(u− v)〉 = I}).

Similarly, we define the r-ball (resp. r-sphere) centered at u to be the set

Br(u) = {v ∈ Fnq | |〈Supp(u− v)〉| ≤ r}
(resp. Sr(u) = {v ∈ Fnq | |〈Supp(u− v)〉| = r}).

In [1], [13], the authors defined an r-error-correcting perfect poset code as a code for

which the r-balls centered at the codewords cover the whole space without overlapping.

We modify this notion and introduce the notion of I-perfect poset codes, where I is an

order ideal of P.

Definition 3.4. Let P be a poset on [n] and I an order ideal of P. A linear P-code C

over Fq of length n is called I-perfect if the I-balls centered at the codewords of C are

pairwise disjoint and their union is Fnq , i.e. Fnq =
⋃̊
x∈CBI(x), where the union is disjoint.

Now, we are in a position to relate MDS poset codes to I-perfect poset codes. We

denote by Is(P) the set of order ideals of P of cardinality s.

Theorem 3.5. Let P be a poset on [n] and C an [n, k]q P-code. Then C is an MDS

P-code if and only if C is an I-perfect P-code for all I ∈ In−k(P).

Let P be a poset on [n] and C be a P-code of length n over Fq. The number of

codewords of P-weight r is denoted by Ar,P(C), i.e.,

Ar,P(C) = |{x ∈ C | wP(x) = r}| = |Sr,P(0) ∩ C|.

We call the (n + 1)-tuple {A0,P, A1,P, . . . , An,P} the P-weight distribution of C. The

next theorem states, as in the case of the Hamming metric, that the P-weight distribution

of an MDS P-code is completely determined.

Theorem 3.6. Let P be a poset on [n] and C an [n, k, dP]q P-code. Suppose that C is an

MDS P-code. Then

Ar,P(C) =


1 if r = 0,

0 if 1 ≤ r ≤ dP − 1,

(q − 1)
∑

I∈Ir(P)

r−dP∑
j=0

(−1)j
(
|M(I)| − 1

j

)
qr−dP−j if r ≥ dP.
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To describe the main result of [13], we need some terminology from the theory of

posets.

Definition 3.7. For a given poset P, the dual poset P is defined as follows: P and P have

the same underlying set and x ≤ y in P⇔ y ≤ x in P.

The main result of [13] is

Theorem 3.8. Let P be a poset on [n] and P be its dual poset. Let C be an [n, k]q P-code.

Then the following statements are equivalent:

(a) C is an MDS P-code.

(b) C is an I-perfect P-code for all I ∈ In−k(P).

(c) C⊥ is an MDS P-code.

Moreover, the P-weight distribution of an MDS code is completely determined.

In [7] the authors introduced the concept of near-MDS codes and showed that many

good properties of classical MDS codes can be extended to the class of near-MDS codes.

Problem. Develop the theory of near-MDS poset codes.

4. Perfect poset codes

A code is called perfect if the spheres of the same radius centered at the codewords cover

the whole space without overlapping. The problem of classifying all perfect codes is one

of the basic research problems in coding theory, and it still contains many interesting

unsolved problems. One drawback in the theory of perfect codes is that perfect codes are

very rare. As will be seen, the theory of perfect codes becomes rich in poset codes.

There are two types of problems in the theory of perfect poset codes:

(a) Let {Pn} be a family of posets parameterized by n ∈ N. Classify all perfect Pn-codes.

(b) (dual of (a)) Let C be a subset of Fnq of ‘good’ shape. Classify all posets which admit

C as a perfect code.

We start with the definition of a perfect poset code.

Let x be a vector in Fnq and r a nonnegative integer. The P-sphere with center x and

radius r is defined as the set

SP(x; r) = {y ∈ Fnq | dP(x, y) ≤ r}.

Definition 4.1. A poset code C is called an r-error-correcting perfect P-code if the P-

spheres of radius r centered at the codewords of C are pairwise disjoint, and their union

is Fnq .

Let C be a perfect P-code and P′ be a poset equivalent to P (resp. let C be a perfect

P-code and C ′ be a code equivalent to C). Then, in general, it is not true that C is also

a perfect P′-code (resp. C ′ is also a perfect P-code). We say that C is a strongly perfect

P-code if every code equivalent to C is a perfect P-code (or equivalently, C is P′-perfect

for every poset P′ which is equivalent to P).
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The following proposition gives a necessary and sufficient condition for a given linear

code to be an r-error-correcting perfect P-code. We refer to [13] for a proof.

Proposition 4.2. Let C be an [n, k] binary linear code. Then C is an r-error-correcting

perfect P-code if and only if the following two conditions are satisfied:

(i) (the sphere packing condition) |SP(0; r)| = 2n−k,

(ii) (the partition condition) for any nonzero codeword c and any partition {x, y} of c,

either wP(x) ≥ r + 1 or wP(y) ≥ r + 1.

In the next two subsections, we treat each type of problems separately.

4.1. Classification of perfect codes over the crown poset metric. In this sub-

section, we wish to classify all perfect Pn-codes where {Pn} is a family of posets pa-

rameterized by n ∈ N. If Pn is the antichain of cardinality n, the problem is reduced

to the classical problem of the classification of perfect codes (cf. [24]). From now on, we

consider the case where Pn is a crown poset described in Section 2. In the remainder of

this subsection, P denotes a crown poset.

For the single-error-correcting case, we have the following theorem. We refer to [1] for

a proof.

Theorem 4.3. Every 1-error-correcting perfect linear P-code over Fq has parameters

[2m, 2m − l], m = (ql − 1)/(q − 1) and l ≥ 2. Furthermore, for l ≥ 2, there exists a

1-error-correcting perfect linear P -code over Fq with parameters [2m, 2m− l, 3].

For the double-error-correcting case, we can derive the following two theorems by

solving Ramanujan–Nagell type Diophantine equations which are derived from the sphere

packing condition.

Theorem 4.4. Every 2-error-correcting perfect linear P-code over F2 has parameters

[4, 2] or [10, 6]. Moreover, there is a 2-error-correcting perfect linear P-code over F2 with

the given parameters.

Theorem 4.5. Every 2-error-correcting perfect linear P-code over F3 has parameters

[4, 2] or [22, 17]. Moreover there is a 2-error-correcting perfect linear P -code over F3 with

the given parameters.

By an analysis of the parity check matrix and an application of the Johnson bound, we

obtain the following result for the triple-error-correcting case. We refer to [20] for a proof.

Theorem 4.6. There are no triple-error-correcting perfect binary linear P-codes.

By an extension of techniques developed in [20], one can prove that there are no

4-error-correcting binary perfect P-codes (cf. [19]). This suggests the following problem.

Problem. Classify all perfect linear codes with a crown poset structure.

4.2. Classification of posets for which a given code is perfect. In [4], the authors

gave an example of a poset for which the extended binary Hamming code of length 8

is a double-error-correcting perfect code. This example motivates the following problem

which is the theme of this subsection:
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For a given poset code C, classify all posets for which C is a perfect code.

We present some result along these lines for the case when C is the extended binary

Hamming code or the extended binary Golay code. To state the result, it is necessary to

fix some notation.

Let P be a poset with the ground set [n] = {1, . . . , n}. As usual we use a Hasse

diagram to represent P graphically. To describe P in words, we introduce the following

subsets of P. For an integer i, 1 ≤ i ≤ n, and elements a1, . . . , al of [n], we define

Γ(i)(P) = {x ∈ P | |〈x〉| = i},
Γa1,...,al(P) = {x ∈ P | x > aj , j = 1, . . . , l},

Γ(i)
a1,...,al

(P) = Γ(i)(P) ∩ Γa1,...,al(P).

The extended binary Hamming codes. In this subsection, we classify up to equiv-

alence the poset structures on [n], n = 2m, for which the extended binary Hamming

code H̃m (m ≥ 2) is a double-error-correcting perfect P -code.

Before considering the double-error-correcting case, we give a simple observation on

the single-error-correcting case. Note that SP(c; 1) ⊆ SH(c; 1) for any poset P, where

SH(c; 1) denotes the Hamming sphere of radius 1 centered at c. Since the Hamming

spheres of radius 1 centered at the codewords of H̃m do not cover the whole space Fn2 in

the Hamming metric, there are no poset structures on [n] for which the extended binary

Hamming code is a single-error-correcting perfect P-code.

We now state the main result on the double-error-correcting case.

Theorem 4.7. Let m ≥ 3 be an integer, and H̃m denote the extended binary Hamming

code with parameters [n = 2m, 2m − 1−m, 4]H .

(a) H̃m is a double-error-correcting strongly perfect P-code if and only if P is equivalent

to a poset depicted in (i) or (ii) of Figure 2.

(b) H̃m is a double-error-correcting perfect but not strongly perfect P-code if and only if

P is equivalent to a poset depicted in (iii) of Figure 2.

Fig. 2. The poset structures for which the extended binary Hamming code is a double-error-
correcting perfect code

We next consider the triple-error-correcting case. It is well-known (cf. [24]) that the

codewords of H̃m of weight 4 form a Steiner system S(3, 2m, 4). Let P be a poset on [n],

n = 2m, for which H̃m is a 3-error-correcting perfect P-code. For a positive integer r ≥ 3,
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we define a set Mr(P) (or simply Mr) as follows: Mr = {x | x is an r-subset of [n] such

that wP (x) ≤ r}. Using the fact that the codewords of H̃m of weight 4 form a Steiner

system, we define a map Φ : M3 →
⋃∞
i=4 Γ(i) as follows: For x = {i, j, k} ∈ M3, there

is a unique l such that {i, j, k, l} is a codeword of H̃m. By the partition condition in

Proposition 4.2, l ∈
⋃∞
i=4 Γ(i). We define Φ(x) = l.

The following theorem is useful in our classification.

Theorem 4.8. The extended binary Hamming code H̃m is a 3-error-correcting perfect

P-code if and only if the following conditions are satisfied:

(i) |Γ(1)| ≤ 3,

(ii) the map Φ : M3 →
⋃∞
i=4 Γ(i) gives a one-to-one correspondence,

(iii) for any codeword c of H̃m of weight 4, and any partition {x, y} of c such that wH(x) =

wH(y) = 2, we have either wP(x) ≥ 4 or wP(y) ≥ 4.

As an illustration of our theorem, we classify the poset structures for which the ex-

tended binary Hamming code H̃m is a 3-error-correcting perfect P -code when m = 3, 4.

It follows from Theorem 4.8 that P-perfectness of H̃m mainly depends on the substruc-

ture
⋃3
i=1 Γ(i)(P) of P. Therefore, we introduce the structure vector (a, b, c) of P, where

a = |Γ(1)|, b = |Γ(2)|, c = |Γ(3)|. By an analysis of structure vectors, we can list all possible

poset structures for which the extended binary Hamming code H̃m is a 3-error-correcting

perfect P-code when m = 3. Recall that H̃3 is an [8, 4, 4]H code with the parity check

matrix H3, where H3 is given by


1 2 3 4 5 6 7 8

1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1

. (1)

We summarize our calculation as in the following theorem.

Theorem 4.9. Let H̃3 denote the binary extended [8, 4, 4]H Hamming code with the parity

check matrix given in (1). Then H̃3 is a 3-error-correcting perfect P-code if and only if

the Hasse diagram of
⋃3
i=1 Γ(i)(P) is equivalent to one of the seven possibilities depicted

in Figure 3 below.

Fig. 3. The Γ(1)∪Γ(2)∪Γ(3) structure of posets for which H̃3 is a 3-error-correcting perfect code

Finally, we list all possible poset structures for which the extended binary Ham-

ming code H̃m is a 3-error-correcting perfect P-code when m = 4. Recall that H̃4 is an
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[16, 11, 4]H code with the parity check matrix H4, where H4 is given by



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

. (2)

We summarize our calculation in the following theorem.

Theorem 4.10. Let H̃4 denote the binary extended [16, 11, 4]H Hamming code with the

parity check matrix (2). Then H̃4 is a 3-error-correcting perfect P-code if and only if

the Hasse diagram of
⋃3
i=1 Γ(i)(P) is equivalent to one of the 17 possibilities depicted in

Figure 4 below.

Fig. 4. The Γ(1)∪Γ(2)∪Γ(3) structure of posets for which H̃4 is a 3-error-correcting perfect code

The extended binary Golay code. In this subsection, we classify up to equivalence

the poset structures on [24] = {1, 2, . . . , 24} for which the extended binary Golay code is

a 4 or 5-error-correcting perfect code.

As in the case of extended Hamming code, one can easily verify that there are no

poset structures on [24] for which the extended binary Golay code is an r-error-correcting

perfect code when 1 ≤ r ≤ 3.

Theorem 4.11. Let G24 denote the extended binary Golay code of length 24. Then G24

is a 4-error-correcting perfect P-code if and only if P is equivalent to Ps for some s,

1 ≤ s ≤ 4. Moreover, the perfectness is strong.

Fig. 5. The poset structures for which the extended Golay code G24 is a 4-error-correcting perfect
code
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The following is the main theorem of [11].

Theorem 4.12. There are no poset structures for which the extended binary Golay code

is a 5-error-correcting perfect poset code.

It is known that there is a poset for which the extended binary Golay code is an

r-error-correcting code when r = 10, 11, 12.

Problem. Classify posets on [24] = {1, 2, . . . , 24} for which the extended binary Golay

code is a perfect code.

5. MacWilliams identity for poset codes

In this subsection, we study the MacWilliams identity for poset weight enumerators. All

poset structures which admit the MacWilliams identity are classified. It will be proved

that being a hierarchical poset is a necessary and sufficient condition for a poset to

admit the MacWilliams identity. An explicit relation is also derived between the P-weight

distribution of a hierarchical poset code and the P-weight distribution of the dual code.

Let C ⊆ Fnq be a linear code in the Hamming metric space. One useful way to study

C is to study its weight enumerator

WC(x) =
∑
u∈C

xwH(u) =

n∑
i=0

Aix
i,

where Ai denotes the number of codewords of weight i. We introduce the P-weight enu-

merator of C by

WC,P(x) =
∑
u∈C

xwP(u) =

n∑
i=0

Ai,Px
i,

where Ai,P = |{u ∈ C
∣∣ wP(u) = i}|.

The MacWilliams identity for linear codes over Fq is one of the most important

identities in coding theory; it expresses the Hamming weight enumerator of the dual code

C⊥ of a linear code C over Fq in terms of the Hamming weight enumerator of C. Since

the Hamming metric is a special case of poset metrics, it is natural to attempt to obtain

MacWilliams-type identities for certain P-weight enumerators. Essentially, what enables

us to obtain the MacWilliams identity for the Hamming metric is that the Hamming

weight enumerator of the dual code C⊥ is uniquely determined by that of C. The following

example suggests that we need some modification to generalize the MacWilliams identity

to poset weight enumerators.

Example 5.1. Let P = {1, 2, 3} be a poset with order relation 1 < 2 < 3 and P = {1, 2, 3}
be a poset with order relation 1 > 2 > 3. Consider the following binary linear P-codes:

C1 = {(0, 0, 0), (0, 0, 1)}, C2 = {(0, 0, 0), (1, 1, 1)}.

It is easy to check that the P-weight enumerators of C1 and C2 are given by

WC1,P(x) = 1 + x3 = WC2,P(x).
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The dual codes of C1 and C2 are

C⊥1 = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0)},
C⊥2 = {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.

The P-weight enumerators of C⊥1 and C⊥2 are

WC⊥1 ,P(x) = 1 + x+ 2x2, WC⊥2 ,P(x) = 1 + x2 + 2x3,

while the P-weight enumerators of C⊥1 and C⊥2 are

WC⊥1 ,P
(x) = 1 + x2 + 2x3 = WC⊥2 ,P

(x).

As it is seen above, although the P-weight enumerators of the codes C1 and C2 are the

same, the P-weights of the dual codes may be different. Fortunately, however, the P-weight

enumerators of the dual codes are the same. This motivates the following definition.

Definition 5.2. Let P be a poset on [n]. We say that P admits the MacWilliams identity

if the P-weight enumerator of the dual code C⊥ of a linear code C over Fq is uniquely

determined by the P-weight enumerator of C, where P denotes the dual poset of P.

Our first goal is to derive a necessary condition for a poset to admit the MacWilliams

identity. A hierarchical poset is introduced as an ordinal sum of antichains. Let n1, . . . , nt
be positive integers with n1 + · · · + nt = n. We define the poset H(n;n1, . . . , nt) on the

set {(i, j)
∣∣ 1 ≤ i ≤ t, 1 ≤ j ≤ ni} whose order relation is given by

(i, j) < (l,m) ⇔ i < l.

The poset H(n;n1, . . . , nt) is called a hierarchical poset with t levels and n elements. For

each 1 ≤ i ≤ t, the subset {(i, j)
∣∣ 1 ≤ j ≤ ni} of H(n;n1, . . . , nt) is called the ith level

set of H(n;n1, . . . , nt), and it is denoted by Γi(H). Note that Γi(H) is an antichain with

cardinality ni.

Using combinatorial and inductive arguments, we obtain the following theorem.

Theorem 5.3. If P admits the MacWilliams identity, then P is a hierarchical poset.

Next we will derive the MacWilliams identity for a hierarchical poset code. Since hi-

erarchical poset codes have multi-levels, it makes the problem difficult. To overcome this,

we first introduce the ‘leveled’ P-weight enumerator WC,P(x : y0, y1, . . . , yt) and obtain

an equation which relates WC⊥,P(x : zt+1, zt, . . . , z1) to variations of the leveled P-weight

enumerator of C. By specializing this equation, we can obtain the MacWilliams identity

for a hierarchical poset code, and prove that our necessary condition in Theorem 5.3 is

also sufficient.

The following theorem is the main theorem of [21].

Theorem 5.4. A poset P admits the MacWilliams identity if and only if P is a hierar-

chical poset.

In [22] the authors proved that P is a hierarchical poset if and only if it admits the

association scheme. They use this fact to derive the second proof of Theorem 5.4.

Problem. Derive the proof for the MacWilliams identity for hierarchical posets codes

using the theory of matroids.



Association schemes and MacWilliams dualities for generalized NRT posets 47

Finally we give an explicit relation between the P-weight distribution of a hierarchical

poset code and the P-weight distribution of the dual code.

Let P = H(n;n1, . . . , nt) be a hierarchical poset of n elements with t levels and P be

its dual poset. Let C be a linear P-code of length n over Fq, and let {Ai,P}i=0,...,n (resp.

{A′
i,P}i=0,...,n) be the weight distributions of the P(resp. P)-code C (resp. C⊥), that is,

Ai,P = |{u ∈ C
∣∣ wP(u) = i}| while A′

i,P = |{v ∈ C⊥
∣∣ wP(v) = i}|.

Theorem 5.5. Let P = H(n;n1, . . . , nt) be a hierarchical poset of n elements with t levels

and C be a linear P-code of length n over Fq. Then, for each 0 ≤ i ≤ t− 1, 1 ≤ k ≤ ni+1,

A′
nt+···+ni+2+k,P =

qn̂i+1

|C|

( ni+1∑
j=1

Pk(j : ni+1)An1+···+ni+j,P +

n1+···+ni∑
j=0

(
ni+1

k

)
γkAj,P

)
,

where Pk(x : n) denotes the Krawtchouk polynomial.

Remark 5.6. In [16], the author derived the MacWilliams identity for hierarchical poset

codes by a different method.
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