
I. Classes of L1-convergence of Fourier series

1.1. Classical and neoclassical results. Denote by L1(T) the Banach space of all
complex, Lebesgue integrable functions on the unit circle T. To every function f ∈ L1(T)
corresponds the Fourier series of f ,

S(f) ∼
∑

|n|<∞
f̂(n)eint, where f̂(n) =

1
2π

�

T
f(t)e−int dt, |n| <∞,

are the Fourier coefficients of f .
The sequence of partial sums will be denoted by

Sn(f) = Sn(f, t) =
∑

|k|≤n
f̂(k)eikt, n = 0, 1, . . . ,

while the (C, 1)-means (Fejér sums) of the sequence of partial sums will be written as

σn(f) = σn(f, t) =
1

n+ 1

n∑

k=0

Sk(f, t), n = 0, 1, . . . .

The Dirichlet kernel is denoted by

Dn(t) =
1
2

+
n∑

k=1

cos kt =
sin[(n+ 1/2)t]

2 sin(t/2)

and the Fejér kernel by

Fn =
1

n+ 1

n∑

k=0

Dk(t) =
1

2(n+ 1)

[
sin[(n+ 1)t/2]

sin(t/2)

]2

.

Note that

‖Dn‖1 =
4
π2 log n+O(1), n→∞,

‖Fn‖1 = 1 for every n, where ‖ ‖1 denotes the L1(T)-norm.

Let

D̃n(t) =
n∑

k=1

sin kt =
cos(t/2)− cos[(n+ 1/2)t]

2 sin(t/2)

Dn(t) = −1
2

ctg
t

2
+ D̃n(t) = −cos[(n+ 1/2)t]

2 sin(t/2)
,

K̃n(t) =
1

n+ 1

n∑

k=0

D̃k(t) =
1

4 sin2(t/2)

[
sin t− sin[(n+ 1)t]

n+ 1

]

[5]
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denote the conjugate Dirichlet kernel, modified Dirichlet kernel and conjugate Fejér ker-
nel, respectively.

Let L1(0, π) be the Banach space of all real, Lebesgue integrable functions on (0, π).
Let

(C)
a0

2
+
∞∑

n=1

an cosnx

and

(S)
∞∑

n=1

an sinnx

be cosine and sine trigonometric series. The partial sums of real cosine and sine series
will be denoted by Sn(x) and S̃n(x) respectively.

Let f be a 2π-periodic and even function in L1(0, π), and let {ak} be the sequence of
its Fourier coefficients. Denote by F the class of sequences of Fourier coefficients of all
such functions. It is well known (see [73, Vol. 1, p. 67]) that, in general, it does not follow
from {ak} ∈ F that Sn converges to f in the L1(0, π)-norm, i.e. it does not follow that
‖Sn−f‖ = o(1), n→∞, where ‖ ·‖ is the L1(0, π)-norm. However, there are examples of
subclasses of F for which an log n = o(1), n→∞ is a necessary and sufficient condition
for ‖Sn − f‖ = o(1), n→∞.

A classical result concerning the integrability and L1-convergence of a cosine series
(C) is the following well known theorem of Young.

Theorem 1.1 (Young [71]). If {an}∞n=0 is a convex (∆2an = ∆(∆an) = ∆an−∆an+1 =
an− 2an+1 +an+2 ≥ 0, ∀n) null sequence, then the cosine series (C) is the Fourier series
of its sum f , and

(1.1) ‖Sn(f)− f‖ = o(1), n→∞ iff an log n = o(1), n→∞.

The sequences {an} that satisfy the condition
∑∞
n=1(n + 1)|∆2an| < ∞ are called

quasi-convex. The next theorem of Kolmogorov extends Young’s result, since every convex
null sequence is also quasi-convex.

Theorem 1.2 (Kolmogorov [22]). If {an} is a quasi-convex null sequence then the cosine
series (C) is the Fourier series of its sum f and (1.1) holds.

We say that a sequence {ak} is of bounded variation and we write {ak} ∈ BV if∑∞
k=0 |∆ak| < ∞. Several authors (Sidon, Telyakovskĭı, Fomin, Stanojević and others)

have extended these classical results by addressing one or both of the following two
questions:

(i) If {an} is a null sequence of bounded variation, is (C) the Fourier series of its
sum f?

(ii) If {an} ∈ BV , is (C) the Fourier series of some function f ∈ L1 and does (1.1)
hold?
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Theorem 1.3 (Sidon [34]). Let {αn}∞n=1 and {pn}∞n=1 be sequences such that |αn| ≤ 1
for every n and

∑∞
n=1 |pn| <∞. If

an =
∞∑

k=n

pk
k

k∑

l=n

αl, n = 1, 2, . . . ,

then the cosine series (C) is the Fourier series of its sum f .

It is obvious that Sidon’s conditions imply that {an} ∈ BV .
Telyakovskĭı [45] defined an extension of the class of quasi-convex sequences, denoted

by S, as follows: a null sequence {an}∞n=0 belongs to S if there exists a decreasing sequence
{An}∞n=0 such that

∑∞
n=0 An < ∞ and |∆an| ≤ An for all n. He proved that the Sidon

class is equivalent to the class S. Therefore, the class S is usually called the Sidon–
Telyakovskĭı class.

Theorem 1.4 (Telyakovskĭı [45]). Let {an}∞n=0 ∈ S. Then the cosine series (C) is the
Fourier series of its sum f and (1.1) holds.

On the other hand, Kano extended the classical result of Kolmogorov by answering
the first question (i).

Theorem 1.5 (Kano [19]). If {an} is a null sequence such that
∞∑

n=1

n2
∣∣∣∆2

(an
n

)∣∣∣ <∞,

then (C) is a Fourier series , or equivalently it represents an integrable function.

The following lemma was proved by Telyakovskĭı in [46].

Lemma 1.1 ([46]). The condition
∑∞

n=1 n
2|∆2(an/n)| < ∞ is equivalent to the simulta-

neous fulfillment of the conditions
∑∞
n=1 |an|/n <∞ and

∑∞
n=1(n+ 1)|∆2an| <∞.

Remark 1.1. In view of this lemma, Theorem 1.5 is a corollary of Theorem 1.2.

Later, Kumari and Ram proved the following theorem:

Theorem 1.6 (Kumari–Ram [23]). Suppose (k + 1)2|∆2(ak/k)| ↓ 0. Then

h(x) = lim
n→∞

n∑

k=1

[
1
2

(k + 1)2

∣∣∣∣∆2
(
ak
k

)∣∣∣∣+
n∑

v=k

(v + 1)2

∣∣∣∣∆2
(
av
v

)∣∣∣∣ cos kx
]

exists for x ∈ (0, π], and h ∈ L(0, π] iff
∑∞
k=1(k + 1)2|∆2(ak/k)| <∞.

The difference of noninteger order k ≥ 0 of the sequence {an}∞n=0 is defined as follows:

(∗) ∆kan =
∞∑

m=0

(
m− k − 1

m

)
an+m (n = 0, 1, 2, . . .),

where (
α+m

m

)
=

(α+ 1)(α+ 2) . . . (α+m)
m!

.

It is obvious that if an → 0 as n→∞ then the series (∗) is convergent and limn→∞∆kan
= 0. In [29] C. N. Moore generalized quasi-convexity of null sequences in the following
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way:

(M)
∞∑

n=1

nk|∆k+1an| <∞ for k > 0,

where the order of differences is fractional, and proved the corresponding integrability
result. It is known [8] that if {an} is a null sequence satisfying (M), then

∑∞
n=1n

r|∆r+1an|
<∞ for all 0 ≤ r < k. In particular {an} is of bounded variation.

Singh and Sharma proved the following generalization of a theorem of Kolmogorov.

Theorem 1.7 (Singh–Sharma [36]). Let k > 0. If

(i) lim
n→∞

an = 0,

(ii)
∞∑

n=1

nk|∆k+1an| <∞,

then the series (C) converges in L1 if and only if an log n = o(1), n→∞.

Remark 1.2. Theorem 1.7 is a corollary of Theorem 1.4. It suffices to show that the
conditions (i) and (ii) of Theorem 1.7 imply the Sidon–Telyakovskĭı type condition S.
First, we suppose that for some 0 < k ≤ 1 the series of (M) converges. For 0 < k ≤ 1, we
define the sequence

An =
∞∑

i=n

(
i− n+ k − 1

i− n

)
|∆k+1ai|.

Now, we need the following properties of the binomial coefficients
(
α+n
n

)
(see [2, p. 885]):

(a) α > −1⇒
(
α+ n

n

)
> 0,

(b)
(
α+ n

n

)
=

nα

Γ (α+ 1)
+O(1), 0 < α ≤ 1,

(c)
n∑

i=0

(
α+ i

i

)
=
(
n+ α+ 1

n

)
, n ∈ N, α ∈ R.

We have
∞∑

n=0

An =
∞∑

n=0

∞∑

i=n

(
i− n+ k − 1

i− n

)
|∆k+1ai|

=
∞∑

i=0

|∆k+1ai|
i∑

n=0

(
i− n+ k − 1

i− n

)

=
∞∑

i=0

|∆k+1ai|
i∑

n=0

(
n+ k − 1

n

)
=
∞∑

i=0

(
i+ k

k

)
|∆k+1ai|

=
1

Γ (k + 1)

∞∑

i=0

ik|∆k+1ai|+O
( ∞∑

i=0

|∆k+1ai|
)
.
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Since the series (∗) is convergent, by condition (M), we obtain
∞∑

i=0

|∆k+1ai| = |∆k+1a0|+
∞∑

i=1

|∆k+1ai|

≤
∞∑

m=0

(
m− k − 2

m

)
am +

∞∑

i=1

ik|∆k+1ai| <∞.

Thus,
∑∞
n=0An <∞ and An ↓ 0. Then for 0 < k ≤ 1, we obtain

∆an =
∞∑

i=n

(
i− n+ k − 1

i− n

)
∆k+1ai,

i.e.

|∆an| ≤
∞∑

i=n

(
i− n+ k − 1

i− n

)
|∆k+1ai| = An for all n.

If k > 1, by Bosanquet’s result [8], we obtain
∑∞
n=1 n|∆2an| <∞, i.e. {an} ∈ S. Finally,

{an} ∈ S for all k > 0.

In [38] Č. V. Stanojević and V. B. Stanojević generalized the Telyakovskĭı theorem of
[45].

They defined a stronger class Sp, p > 1, as follows: a null sequence {an} of real
numbers belongs to Sp if for some monotone sequence {An} such that

∑∞
n=1 An <∞ the

following condition holds:

1
n

n∑

k=1

|∆ak|p
Apk

= O(1).

There exists a null sequence {an} such that {an} ∈ Sp but {an} 6∈ S.

Example. Define a sequence {an} as follows: let ∆an = 1/m2 for n = m2 and
∆an = 0 for n 6= m2. First, we shall show that {an} 6∈ S. We have

am2 =
∞∑

i=m2

∆ai = ∆am2 +∆am2+1 + . . .+∆a(m+1)2 + . . . =
∞∑

i=m

∆ai2

=
∞∑

i=m

1
i2
→ 0, m→∞,

i.e. an → 0 as n→∞. Set A∗n = maxi≥n |∆ai|. Then A∗n ↓ 0 and
∑∞

n=1A
∗
n =∞. Indeed,

A∗n = 1/m2 for (m− 1)2 + 1 ≤ n ≤ m2 and

∞∑

k=1

A∗k =
∞∑

m=1

m2∑

k=(m−1)2+1

A∗k =
∞∑

m=1

m2∑

k=(m−1)2+1

A∗m2

=
∞∑

m=1

1
m2 [m2 − (m− 1)2] =

∞∑

m=1

2m− 1
m2 =∞.

Therefore for every positive sequence {An} such that An ≥ A∗n, we have
∑∞
n=1An =∞,

i.e. {an} 6∈ S.
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Now, let An = 1/n1+1/2p for all n. Then An ↓ 0,
∑∞

n=1An < ∞, and for n = m2 we
have

1
m2

m2∑

i=1

|∆ai|p
Api

=
1
m2

m∑

k=1

( |∆ak2 |
Ak2

)p
=

1
m2

m∑

k=1

(
1/k2

1/k2+1/p

)p

=
1
m2

m∑

k=1

(k1/p)p = O(1).

Theorem 1.8 (Č. V. Stanojević and V. B. Stanojević [38]). Let {an} ∈ Sp for some
1 < p ≤ 2. Then the cosine series (C) is the Fourier series of its sum f and (1.1) holds.

Fomin [13] also extended the Sidon–Telyakovskĭı class. He defined a class Fp, 1<p≤2,
of Fourier coefficients as follows: a sequence {an} belongs to Fp if ak → 0 as k →∞ and

(1.2)
∞∑

k=1

(
1
k

∞∑

i=k

|∆ai|p
)1/p

<∞.

He also gave an equivalent form of the condition (1.2) by proving the following lemma.

Lemma 1.2 ([13]). Let p > 1. Then a sequence {an} is in Fp iff
∑∞
s=1 2s∆(p)

s <∞, where

∆(p)
s =

{
1

2s−1

2s∑

k=2s−1+1

|∆ak|p
}1/p

.

In [13], Fomin noted that the class Fp is wider when p is closer to 1. Now we present
the proof of this fact.

Corollary 1.1 ([61]). For any 1 < r < p we have the embedding Fp ⊂ Fr.
Proof. Since 1/r > 1/p, we have 1/r = 1/p + 1/q for some q > 0. This implies that
1/p′ + 1/q′ = 1, where p′ = p/r and q′ = q/r. Applying the Hölder inequality, we have

2s+1∑

k=2s+1

|∆ak|r =
2s+1∑

k=2s+1

|∆ak|r · 1 ≤
( 2s+1∑

k=2s+1

|∆ak|rp
′)1/p′( 2s+1∑

k=2s+1

1q
′)1/q′

= (2s)1/q′
( 2s+1∑

k=2s+1

|∆ak|p
)1/p′

.

Then
∞∑

s=1

2s∆(r)
s ≤

∞∑

s=1

2s · 2−s/r · 2s/q′r
( 2s+1∑

k=2s+1

|∆ak|p
)1/rp′

=
∞∑

s=1

2s
( 1

2s

)1/r−1/q( 2s+1∑

k=2s+1

|∆ak|p
)1/p

=
∞∑

s=1

2s∆(p)
s .

Applying Lemma 1.2, Fomin proved that for the class Fp, 1 < p ≤ 2, we have positive
answers to both questions (i) and (ii).

Theorem 1.9 (Fomin [13]). Let {an} ∈ Fp for some 1 < p ≤ 2. Then the cosine series
(C) is the Fourer series of its sum f and (1.1) holds.
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Next we shall prove that Sp is a subclass of Fp for all p > 1.

Theorem 1.10 ([61]). For every p > 1 we have the embedding Sp ⊂ Fp.

Proof. Applying the Abel transformation we have
2s∑

k=2s−1+1

|∆ak|p =
2s∑

k=2s−1+1

Apk
|∆ak|p
Apk

=
2s−1∑

k=2s−1+1

∆(Apk)
k∑

j=1

|∆aj |p
Apj

+Ap2s

2s∑

j=1

|∆aj |p
Apj

−Ap2s−1+1

2s−1∑

j=1

|∆aj |p
Apj

=
2s−1∑

k=2s−1+1

k ∆(Apk)
(

1
k

k∑

j=1

|∆aj |p
Apj

)
+ 2sAp2s

(
1
2s

2s∑

j=1

|∆aj |p
Apj

)

− 2s−1Ap2s−1+1

(
1

2s−1

2s−1∑

j=1

|∆aj |p
Apj

)

= O(1)
[ 2s−1∑

k=2s−1+1

k∆(Apk) + 2sAp2s + 2s−1Ap2s−1+1

]

= O(1)
( 2s∑

k=2s−1+1

Apk + 2s−1Ap2s−1+1 − 2sAp2s + 2sAp2s + 2s−1Ap2s−1+1

)

= O(1)
( 2s∑

k=2s−1+1

Apk + 2sAp2s−1+1

)
= O(2s−1Ap2s−1).

First applying the Fomin lemma, and then the Cauchy type theorem, we obtain
∞∑

s=1

2s∆(p)
s ≤ O(1)

∞∑

s=1

2s
(

1
2s−1 2s−1Ap2s−1

)1/p

= O
( ∞∑

s=1

2s−1A2s−1

)
<∞.

Recently, Leindler proved the important result that, conversely, the Fomin class Fp
is a subclass of Sp; he also gave another proof of Theorem 1.10. Precisely he proved the
following theorem.

Theorem 1.11 (Leindler [24]). For all p > 1, the classes Fp and Sp are identical.

A still larger class that answers both questions, but is expressed in terms of a condition
difficult to apply, is the class BV ∩ C, where C was defined by Garrett and Stanojević
[17] as follows: a null sequence {an} of real numbers satisfies the condition C if for every
ε > 0 there exists δ(ε) > 0, independent of n, such that

δ�

0

∣∣∣
∞∑

k=n

∆akDk(x)
∣∣∣ dx < ε for every n.

Singh and Sharma [36] proved that the Garrett–Stanojević class C is stronger than the
Moore class (M).

Theorem 1.12 (Garrett–Stanojević [17]). Let {an} ∈ BV ∩ C. Then the series (C) is
the Fourier series of its sum f and (1.1) holds.
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In [16] Garrett, Rees and Stanojević proved the following theorem.

Theorem 1.13. We have the embedding

S ⊂ BV ∩ C.

Now, we shall prove an extension of this theorem.

Theorem 1.14 ([50]). For all p > 1, we have the embedding

Sp ⊂ BV ∩ C.

For the proof we need the following lemma.

Lemma 1.3 (Hausdorff–Young [73]). Let 1 < p ≤ 2 and let {cn} ∈ lp be a sequence
of complex numbers. Then {cn} is the sequence of Fourier coefficients of some ϕ ∈ Lq
(1/p+ 1/q = 1) and

(
1

2π

2π�

0

|ϕ(x)|q dx
)1/q

≤
( ∞∑

n=−∞
|cn|p

)1/p
.

Proof of Theorem 1.14. It suffices to show that

Tn =
π�

0

∣∣∣
∞∑

k=n

∆akDk(x)
∣∣∣ dx = o(1), n→∞.

For each n, let kn be the least natural number such that n ≤ 2kn − 1. Then Tn can be
majorized by

Tn ≤
π�

0

∣∣∣
2kn−1∑

j=n

∆ajDj(x)
∣∣∣ dx+

∞∑

l=kn

π�

0

∣∣∣
2l+1−1∑

j=2l

∆ajDj(x)
∣∣∣ dx = I1 + I2.

The second term is written as follows:

I2 =
∞∑

l=kn

{ 1/2l+1�

0

+
π�

1/2l+1

}∣∣∣
2l+1−1∑

j=2l

∆ajDj(x)
∣∣∣ dx = Σ1 +Σ2.

For the first term, the uniform estimate |Dn(x)| ≤ n+ 1/2 can be applied, i.e.

Σ1 ≤
∞∑

l=kn

1
2l+1

2l+1−1∑

j=2l

|∆aj |(j + 1/2) ≤
∞∑

l=kn

1
2l+1

2l+1−1∑

j=2l

|∆aj |2l+1

=
∞∑

l=kn

2l+1−1∑

j=2l

|∆aj | =
∞∑

j=2kn

|∆aj |.

By summation by parts, and by Hölder’s inequality, we have

∞∑

i=2kn

|∆ai| =
∞∑

i=2kn

|∆ai|
Ai

Ai =
∞∑

i=2kn

∆Ai

i∑

j=1

|∆aj |
Aj

−A2kn

2kn−1∑

j=1

|∆aj |
Aj
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≤
∞∑

i=2kn

i(∆Ai)
(

1
i

i∑

j=1

|∆aj |p
Apj

)1/p

+ 2knA2kn

(
1

2kn

2kn∑

j=1

|∆aj |p
Apj

)1/p

= O(1)
[ ∞∑

i=2kn

i(∆Ai) + 2knA2kn

]
.

Since
∑∞

n=1An <∞ and An ↓ 0, both terms on the right-hand side of the above inequality
are o(1) as n→∞. Thus Σ1 = o(1), n→∞.

Let

Σ2 =
∞∑

l=kn

π�

1/2l+1

∣∣∣∣
2l+1−1∑

j=2l

∆aj
Aj

AjDj(x)
∣∣∣∣ dx.

Applying the Abel transformation, we get

π�

1/2l+1

∣∣∣∣
2l+1−1∑

j=2l

∆aj
Aj

AjDj(x)
∣∣∣∣ ≤

2l+1−2∑

j=2l

∆Aj

π�

1/2l+1

∣∣∣∣
j∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx

+A2l

π�

1/2l+1

∣∣∣∣
2l−1∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx+A2l+1−1

π�

1/2l+1

∣∣∣∣
2l+1−1∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx.

Applying the Hölder type inequality, we get

Vl =
π�

1/2l+1

∣∣∣∣
2l−1∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx =

π�

1/2l+1

1
2 sin(x/2)

∣∣∣∣
2l−1∑

r=1

∆ar
Ar

sin[(r + 1/2)x]
∣∣∣∣ dx

≤
[ π�

1/2l+1

dx

[2 sin(x/2)]p

]1/p[ π�

1/2l+1

∣∣∣∣
2l−1∑

r=1

∆ar
Ar

sin[(r + 1/2)x]
∣∣∣∣
q

dx

]1/q

,

where 1/p+ 1/q = 1. Since
π�

1/2l+1

dx

[2 sin(x/2)]p
≤ πp

2p

π�

1/2l+1

dx

xp
≤Mp(2l+1)p−1,

where Mp is an absolute constant depending on p, it follows that

Vl ≤ (2l+1)1/q(Mp)1/p
[ π�

0

∣∣∣∣
2l∑

r=1

∆ar
Ar

sin[(r + 1/2)x]
∣∣∣∣
q

dx

]1/q

.

Applying the Hausdorff–Young inequality to the last integral, we get
[ π�

0

∣∣∣∣
2l∑

r=1

∆ar
Ar

sin[(r + 1/2)x]
∣∣∣∣
q

dx

]1/q

≤ Bp
( 2l−1∑

r=1

|∆ar|p
Apr

)1/p

.

Thus

Vl ≤ 2l+1Cp

(
1

2l+1

2l+1∑

r=1

|∆ar|p
Apr

)1/p

, Cp > 0.
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Then

Σ2 ≤
∞∑

l=kn

2l+1−2∑

j=2l

∆Aj

π�

1/2l+1

∣∣∣∣
j∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx

+
∞∑

l=kn

A2l

π�

1/2l+1

∣∣∣∣
2l−1∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx

+
∞∑

l=kn

A2l+1−1

π�

1/2l+1

∣∣∣∣
2l+1−1∑

r=1

∆ar
Ar

Dr(x)
∣∣∣∣ dx

= Op(1)
[ ∞∑

l=kn

2l+1−2∑

j=2l

j ∆Aj + 4
∞∑

l=kn

2lA2l

]
.

Now, applying the Cauchy condensation test, we get
∞∑

l=kn

2lA2l = o(1), n→∞.

But
2l+1−2∑

j=2l

j ∆Aj =
2l+1−1∑

j=2l+1

Aj − 2l+1A2l+1−1 + 2lA2l +A2l+1−1 ≤ 2lA2l + 2lA2l +A2l .

Thus
∞∑

l=kn

2l+1−2∑

j=2l

j∆Aj ≤ 2
∞∑

l=kn

2lA2l +
∞∑

l=kn

A2l = o(1), n→∞,

i.e. Σ2 = o(1), n→∞. Finally, I2 = o(1), n→∞.
The same method applied to I1 yields the estimate

I1 ≤ O(1)
2kn−1∑

l=2kn−1

|∆aj |+Op(1)
( 2kn−2∑

j=2kn−1

j ∆Aj + 4(2kn−1A2kn−1)
)
.

Letting n→∞ completes the proof of the theorem.

Remark 1.3. Theorem 1.8 is a corollary of Theorems 1.14 and 1.12. Thus by proving
Theorem 1.14 we obtained a new proof of Theorem 1.8.

On the other hand, Stanojević [37] proved the following inclusion connecting the
classes Fp, C and BV .

Theorem 1.15. For all 1 < p ≤ 2 we have the embedding

Fp ⊂ BV ∩ C.
In [16] Garrett, Rees and Stanojević defined an extension of the class of null sequences

of bounded variation. Namely, a null sequence {ak} belongs to the class (BV )(m), m ≥ 1,
if
∑∞
k=1 |∆mak| < ∞, where ∆mak = ∆(∆m−1ak) = ∆m−1ak −∆m−1ak+1. For m = 1,

(BV )1 = BV .
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Theorem 1.16 (Garrett–Rees–Stanojević [16]). Let {an} ∈ (BV )(m) for some m ≥ 1
and an log n = o(1), n→∞. Then ‖Sn − f‖ = o(1), n→∞ iff {an} ∈ C.

Both Fomin [12] and Stanojević [37] considered the following natural extension of the
class Fp. Let p ≥ 1. A sequence {ak} belongs to Cp if ak → 0 as k →∞ and

(1.3) np−1
∞∑

k=n

|∆ak|p = o(1) as n→∞.

Answering question (ii) Fomin and Stanojević proved the following result:

Theorem 1.17 (Fomin [12], Stanojević [37]). If (C) is a Fourier series of f ∈ L1 and
{an} ∈ Cp ∩BV for some 1 < p ≤ 2 then (1.1) holds.

Later, Fomin extended the above result by considering a still larger class:

Theorem 1.18 (Fomin [14]). If (C) is the Fourier series of f ∈ L1 and for each sequence
{mn} of natural numbers such that mn/n → 0 as n → ∞ there exists p, 1 < p ≤ 2,
independent of {mn} such that

(1.4) mp−1
n

n+mn∑

k=n

|∆ak|p = o(1), n→∞,

then (1.1) holds.

The same statement holds for the sine series (S), i.e. the Fourier series of odd functions.

Remark 1.4. It is trivial to see that Theorem 1.17 is a corollary of Theorem 1.18, that is,
that (1.3) implies (1.4) for each sequence {mn} of natural numbers such that mn/n→ 0,
n→∞.

The class Cp has an interesting subclass C∗p . A null sequence {ak} belongs to C∗p ,
1 < p ≤ 2, if

∞∑

k=1

kp−1|∆ak|p <∞.

The next theorem is a corollary to Theorem 1.17.

Theorem 1.19 (Fomin [12], Stanojević [37]). Let (C) be the Fourier series of some f ∈
L1(0, π), let 1 < p ≤ 2 and let {an} ∈ C∗p ∩BV . Then (1.1) holds.

A natural extension of BV is the following class: a null sequence {ak} belongs to the
class P if

1
n

n∑

k=1

k|∆ak| = o(1), n→∞.

Combining the class P with the condition n∆an = O(1), Stanojević obtained a theorem
on L1-convergence of Fourier–Stieltjes series.

Theorem 1.20 (Stanojević [37]). Let (C) be a Fourier–Stieltjes seris with {ak} ∈ P and
suppose that n∆an = O(1). Then (C) converges in L1 iff an log n = o(1), n→∞.
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Bojanić and Stanojević [5] defined a subclass of P as follows: a null sequence {ak}
belongs to the class Vp, p > 1, if

1
n

n∑

k=1

kp|∆ak|p = o(1), n→∞.

They proved the following theorems.

Theorem 1.21 (Bojanić–Stanojević [5]). If (C) is the Fourier series of f ∈ L1 and
{ak} ∈ Vp for some 1 < p ≤ 2 then (1.1) holds.

Theorem 1.22 (Bojanić–Stanojević [5]). If {ak} ∈ Vp ∩ BV for some 1 < p ≤ 2, then
(C) is the Fourier series iff {ak} ∈ C.

Tanović-Miller considered the problem of integrability of the series (C) with regard
to the classes Cp, p > 1, and C1 = BV .

Theorem 1.23 (Tanović-Miller [40]). (i) If {ak} ∈
⋃{Cp : p ≥ 1} then (C) converges

a.e. to the function

f(x) =
∞∑

k=0

∆akDk(x);

moreover , in that case (C) is a Fourier series iff for some δ > 0,
δ�

0

∣∣∣∣
∞∑

k=0

∆akDk(x)
∣∣∣∣ dx <∞,

in which case (C) is the Fourier series of f .
(ii) If {ak} ∈

⋃{Cp : p > 1} then (C) is a Fourier series iff {ak} ∈ C.

These results extend Theorem 1.22 and show that the classical question of integrability
of the series (C) need not be restricted to series with coefficients of bounded variation.

Garrett and Stanojević obtained a theorem on L1-convergence of Fourier series with
monotone coefficients.

Theorem 1.24 (Garrett–Stanojević [17]). Let

(CS)
a0

2
+
∞∑

n=1

(an cosnx+ bn sinnx)

be a Fourier series with monotone coefficients. Then (1.1) holds , where Sn is the partial
sums of this series.

Telyakovskĭı and Fomin obtained a similar result for Fourier series with quasi-mono-
tone coefficients. A null sequence {an} of positive numbers is called quasi-monotone if
for some α ≥ 0, an/nα ↓ 0, n→∞ or equivalently an+1 ≤ an(1 + α/n).

Theorem 1.25 (Fomin–Telyakovskĭı [48]). Let {an} be a quasi-monotone sequence. If
(C) is the Fourier series of its sum f , then (1.1) holds.

The proof of sufficiency of the theorem of Fomin–Telyakovskĭı was simplified by
Garrett–Rees–Stanojević [15] using a more refined estimate of ‖Sn − σn‖. Telyakovskĭı
and Fomin [48] also proved a corresponding result for the sine series, namely if {ak}
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is a quasi-monotone sequence and (S) is the Fourier series of its sum g then the same
conclusion holds for the sine series.

Theorem 1.26 (Garrett–Rees–Stanojević [15]). Let (CS) be a Fourier series with quasi-
monotone coefficients. Then ‖Sn−σn‖ = o(1), n→∞ iff (an+ bn) logn = o(1), n→∞.

The class P extends not only BV , but also the class of quasi-monotone sequences.
The next theorem is a slightly weaker form of a theorem of Telyakovskĭı and Fomin.

Theorem 1.27 (Stanojević [37]). Let (C) be a Fourier series with quasi-monotone coef-
ficients and suppose that n∆an = O(1). Then (1.1) holds.

Later, Bray and Stanojević [9] considered the question of L1-convergence for more
general Fourier series of so called asymptotically even functions. Concerning the Fourier
series of even functions one of the results in [9] can be stated as follows:

Theorem 1.28 (Bray–Stanojević). If (C) is the Fourier series of f ∈ L1 and for some
1 < p ≤ 2,

lim
λ→1+

lim sup
n→∞

[λn]∑

k=n

kp−1|∆ak|p = 0,

then (1.1) holds.

Remark 1.5. Theorem 1.28 is corollary of Theorem 1.18.

1.2. Generalizations of the Sidon–Fomin lemma. Sidon [34] proved the inequality
named after him in 1939. It is an upper estimate for the integral norm of a linear combi-
nation of trigonometric Dirichlet kernels expressed in terms of the coefficients. Since the
estimate has many applications, for instance in L1-convergence problems and summation
methods for trigonometric series, newer and newer improvements of the original inequal-
ity has been proved by several authors. Fomin [10] gave another proof of this inequality
by applying the linear method for summing Fourier series. Therefore the inequality is
known as the Sidon–Fomin inequality.

Also, Telyakovskĭı [45] gave an elegant proof of the Sidon–Fomin inequality.

Lemma 1.4 (Sidon–Fomin). Let {αk}nk=0 be a sequence of real numbers such that |αk| ≤ 1
for all k. Then there exists a positive constant C such that for any n ≥ 0,

∥∥∥
n∑

k=0

αkDk(x)
∥∥∥ ≤ C(n+ 1).

For the proof of our new result we need the following lemma.

Lemma 1.5. If Tn(x) is a trigonometric polynomial of order n, then

‖T (r)
n ‖ ≤ nr‖Tn‖.

This is S. Bernstein’s inequality in the L1(0, π)-metric (see [73, Vol. 2, p. 11]).



18 Ž. Tomovski

Lemma 1.6 ([52]). Let {αk}nk=0 be a sequence of real numbers such that |αk| ≤ 1 for
all k. Then there exists a constant C > 0 such that for any n ≥ 0,

∥∥∥
n∑

k=0

αkD
(r)
k (x)

∥∥∥ ≤ C(n+ 1)r+1,

where D(r)
k (x), k = 0, 1, . . . , n, is the rth derivative of the Dirichlet kernel.

Proof. Since
n∑

k=0

αkDk(x) =
1
2

n∑

i=0

αi +
n∑

k=1

( n∑

i=k

αi

)
cos kx,

we see that
∑n

k=0 αkDk(x) is a cosine trigonometric polynomial of order n. Applying first
the Bernstein inequality, and then the Sidon–Fomin lemma yields

∥∥∥
n∑

k=0

αkD
(r)
k (x)

∥∥∥ ≤ (n+ 1)r
∥∥∥

n∑

k=0

αkDk(x)
∥∥∥ ≤ C(n+ 1)r+1, C > 0.

Lemma 1.7 (Fomin–Stečkin [11]). Let 1 < p ≤ 2 and {αk}nk=0 be a sequence of real num-
bers such that

∑n
k=0 α

p
k ≤ Ap(n+ 1). Then there exists a positive constant Cp depending

only on p such that
∥∥∥

n∑

i=0

αiDi(x)
∥∥∥ ≤ CpA(n+ 1).

Lemma 1.8 (Bojanić–Stanojević [5]). Let {αk}nk=0 be a sequence of real numbers. Then
for any 1 < p ≤ 2 and n ≥ 0,

(1.5)
∥∥∥

n∑

k=0

αkDk(x)
∥∥∥ ≤ Cp(n+ 1)

(
1

n+ 1

n∑

k=0

|αk|p
)1/p

,

where the constant Cp depends only on p.

Remark 1.6. We note that this estimate is essentially contained (case p = 2) in Fomin
[10].

Remark 1.7. It is easy to see that a Bojanić–Stanojević type inequality is not valid for
p = 1. Indeed, if αn = 1 and αk = 0 (k 6= n, k ∈ N) then the left side of (1.5) is of order
(log n)/n while the right side is of order 1/n as n→∞.

Remark 1.8. The Sidon–Fomin inequality is a special case of the Bojanić–Stanojević
inequality, i.e. it can easily be deduced from Lemma 1.8.

Now, we will prove a counterpart of inequality (1.5) for D(r)
k in place of Dk(x).

Lemma 1.9 ([58]). Let {αk}nk=0 be a sequence of real numbers. Then for any 1 < p ≤ 2,
r ∈ N ∪ {0} and n ≥ 0,

∥∥∥
n∑

k=0

αkD
(r)
k (x)

∥∥∥ ≤ Cp(n+ 1)r+1
(

1
n+ 1

n∑

k=0

|αk|p
)1/p

,

where the constant Cp depends only on p.
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Proof. Applying first the Bernstein inequality, and then the Bojanić–Stanojević inequal-
ity yields
∥∥∥

n∑

k=0

αkD
(r)
k (x)

∥∥∥ ≤ (n+ 1)r
∥∥∥

n∑

k=0

αkDk(x)
∥∥∥ ≤ Cp(n+ 1)r+1

(
1

n+ 1

n∑

k=0

|αk|p
)1/p

.

1.3. Extensions of some classes of Fourier coefficients. In this section we shall
give the extensions of the Garrett–Stanojević class C, Sidon–Telyakovskĭı class S and the
class Sp, p > 1, defined by V. B. Stanojević and Č. V. Stanojević.

A null sequence {ak} belongs to the class Cr, r ∈ N ∪ {0}, if for every ε > 0 there is
a δ > 0 such that

δ�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx < ε for all n,

where D(r)
k (x) is the rth derivative of the Dirichlet kernel. When r = 0, we set Cr = C.

A null sequence {ak} belongs to the class =r, r ∈ N∪{0}, if there exists a decreasing
sequence {Ak} such that

∑∞
k=0 k

rAk < ∞ and |∆ak| ≤ Ak for all k. When r = 0 it is
clear that =r = S.

A null sequence {ak} belongs to the class Spr, 1 < p ≤ 2, r ∈ N ∪ {0}, if there exists
a decreasing sequence {Ak} such that

∑∞
k=1 k

rAk <∞ and

1
n

n∑

k=1

|∆ak|p
Apk

= O(1).

When r = 0, we define Sp = Spr. The following lemma was proved by Ch. J. de la Vallée
Poussin (see [69]), but we shall present two other proofs.

Lemma 1.10. If An ↓ 0 with
∑∞
n=1 n

rAn < ∞ for some r ≥ 0 then nr+1An = o(1),
n→∞.

Proof 1. Let 0 < m < n. Adding the inequalities

nr+1∆An−1 ≥ 0,

(n− 1)r+1∆An−2 ≥ 0,

(n− 2)r+1∆An−3 ≥ 0,

. . . . . . . . . . . . . . . . . . . . . .

(m+ 1)r+1∆Am ≥ 0,

we obtain

−Annr+1 +
n−1∑

k=m+1

Ak[(k + 1)r+1 − kr+1] +Am(m+ 1)r+1 ≥ 0.

The sum on the left is o(1) because
∑∞
n=1 n

rAn <∞. Hence,

Am(m+ 1)r+1 −Annr+1 ≥ o(1), m, n→∞.
Since mrAm → 0, this means that

(1.6) Amm
r+1 −Annr+1 ≥ o(1), m, n→∞.
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We cannot have lim infn→∞ nr+1An > 0, since otherwise
∑∞
n=1 n

rAn could not converge.
Hence, in particular, for each ε > 0 there is an infinite sequence of indices m for which

(1.7) mr+1Am < ε.

Now suppose that lim supn→∞ nr+1An > 0. Then there exists ε > 0 and an infinite
sequence of indices n such that

(1.8) nr+1An > 2ε > 0.

For each m satisfying (1.7) take a larger n satisfying (1.8); then we get a contradiction
to (1.6). Hence lim supn→∞ nr+1An = 0, i.e. nr+1An = o(1), n→∞.

Proof 2. By the inequalities

nr+1A2n ≤ nr(An+1 +An+2 + . . .+A2n) ≤
∞∑

i=n+1

irAi,

we obtain

(2n)r+1A2n ≤ 2r+1
∞∑

i=n+1

irAi = o(1), n→∞.

Similarly, we can get

(2n+ 1)r+1A2n+1 ≤
(

2 +
1
n

)r+1 ∞∑

i=n+1

irAi = o(1), n→∞.

Finally nr+1An = o(1), n→∞.
Lemma 1.11. If An ↓0 with

∑∞
n=1 n

rAn<∞ for some r≥0, then
∑∞
n=1 n

r+1(∆An)<∞.

Proof. By partial summation,
n−1∑

k=1

kr+1(∆Ak) =
n∑

k=1

[kr+1 − (k − 1)r+1]Ak − nr+1An = O
( n∑

k=1

krAk

)
− nr+1An.

The series on the right converges; nr+1An = o(1), n→∞, by Lemma 1.10; so the partial
sums on the left converge as n→∞.

It is trivial to see that =r+1 ⊂ =r for all r = 1, 2, 3, . . . Now, let {an}∞n=1 ∈ =1. For
any real number a0, we shall prove that the sequence {an}∞n=0 belongs to S. We define
A0 = max(|∆a0|, A1). Then |∆a0| ≤ A0, i.e. |∆an| ≤ An for all n ∈ {0, 1, 2, . . .} and
{An}∞n=0 is decreasing sequence. On the other hand,

∞∑

n=0

An ≤ A0 +
∞∑

n=1

nAn <∞.

Thus, {an}∞n=0 ∈ S, i.e. =r+1 ⊂ =r for all r ∈ N∪ {0}. The next example shows that the
implication

{an} ∈ =r+1 ⇒ {an} ∈ =r, r ∈ N ∪ {0},
is not reversible.

Example ([55]). For n ∈ N ∪ {0} define an =
∑∞

k=n+1 1/k2. Then an → 0 as n → ∞
and ∆an = 1/(n+ 1)2 for n ∈ N∪{0}. First we shall show that {an} 6∈ =1. Let {An}∞n=1
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be an arbitrary positive sequence such that A ↓ 0 and ∆an ≤ An. Then
∑∞
n=1 nAn ≥∑∞

n=1 n/(n+ 1)2 is divergent, i.e. {an} 6∈ =1.
Now, for all n ∈ N ∪ {0} let An = 1/(n+ 1)2. Then An ↓ 0, |∆an| ≤ An and∑∞
n=0An =

∑∞
n=1 1/n2 <∞, i.e. {an} ∈ S.

Our next example will show that there exists a sequence {an}∞n=1 such that {an}∞n=1

∈ =r but {an}∞n=1 6∈ =r+1, for all r ∈ N. Namely, for all n ∈ N let an =
∑∞
k=n 1/kr+2.

Then an → 0 as n → ∞, and ∆an = 1/nr+2 for n ∈ N. Let {An}∞n=1 be an arbitrary
positive sequence such that An ↓ 0 and ∆an ≤ An. Then

∞∑

n=1

nr+1An ≥
∞∑

n=1

nr+1 1
nr+2 =

∞∑

n=1

1
n

is divergent, i.e. {an} 6∈ =r+1. On the other hand, for all n ∈ N let An = 1/nr+2. Then
An ↓ 0, |∆an| ≤ An and

∑∞
n=1n

rAn =
∑∞
n=1 1/n2 <∞, i.e. {an} ∈ =r.

Theorem 1.29 ([52]). For all r ∈ N ∪ {0} we have the embedding

=r ⊂ BV ∩ Cr.

Proof. It is clear that {an} ∈ =r implies {an} ∈ BV . Now for x 6= 0 we consider the
identity

∞∑

k=n

∆akDk(x) =
∞∑

k=n

(∆Ak)
k∑

j=0

∆aj
Aj

Dj(x)−An
n−1∑

j=0

∆aj
Aj

Dj(x).

Later (see proof of Theorem 3.8) we shall prove that the series
∑∞

k=1∆akD
(r)
k (x) is

uniformly convergent on any compact subset of (0, π). This implies that

δ�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx ≤
∞∑

k=n

(∆Ak)
π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx+An

π�

0

∣∣∣∣
n−1∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx.

Since |(∆aj)/Aj | ≤ 1, applying Lemmas 1.6 and 1.10, we get

δ�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx ≤ O(1)
[

lim
N→∞

N−1∑

k=n

(∆Ak)(k + 1)r+1 +Ann
r+1
]

= O(1) lim
N→∞

[ N∑

k=n

[(k + 1)r+1 − kr+1]Ak − (N + 1)r+1AN

]
+O(nr+1An)

= O
( ∞∑

k=n

krAk

)
+ o(1) = o(1), n→∞.

Next for r ∈ N∪{0} we define a new class =2
r as follows: a null sequence {ak} belongs

to =2
r if there exists a decreasing null sequence {Ak} of nonnegative numbers such that∑∞

k=1 k
r+1(∆Ak) <∞ and |∆ak| ≤ Ak for all k.

Theorem 1.30. The class =r is equivalent to =2
r for all r ∈ N ∪ {0}.

Proof. Let {an} ∈ =r. Applying Lemma 1.11, we get
∑∞
n=1 n

r+1(∆An) <∞.
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Now, if {an} ∈ =2
r, we have

nr+1An = nr+1
∞∑

k=n

∆Ak ≤
∞∑

k=n

kr+1(∆Ak) = o(1), n→∞,

i.e. nr+1An = o(1), n→∞. Then

n∑

k=1

krAk =
n−1∑

k=1

(∆Ak)
k∑

j=1

jr +An

n∑

j=1

jr = O
( n−1∑

k=1

kr+1(∆Ak)
)

+O(nr+1An).

Letting n→∞, we obtain
∑∞
k=1 k

rAk <∞, i.e. {an} ∈ =r.
Lemma 1.12 ([51]). Let {αj}kj=1 be a sequence of real numbers. Then for 1 < p ≤ 2,
v ∈ {0, 1, . . . , r} and r ∈ N ∪ {0},

Vk =
π�

π/k

∣∣∣∣
k∑

j=1

αj
(j + 1/2)v sin[(j + 1/2)x+ vπ/2]

(sin(x/2))r+1−v

∣∣∣∣ dx

= Op

[
kr+1

(
1
k

k∑

j=1

|αj |p
)1/p]

,

where Op depends only on p.

Proof. Applying first the Hölder inequality yields

Vk =
π�

π/k

1
(sin(x/2))r+1−v

∣∣∣
k∑

j=1

αj(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
∣∣∣∣ dx

≤
[ π�

π/k

dx

(sin(x/2))(r+1−v)p

]1/p

×
{ π�

0

∣∣∣
k∑

j=1

αj(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
∣∣∣
q

dx
}1/q

.

Since
π�

π/k

dx

(sin(x/2))(r+1−v)p
≤ πk(r+1−v)p−1

(r + 1− v)p− 1
≤ π

p− 1
k(r+1−v)p−1,

we have

Vk ≤
(

π

p− 1

)1/p

(k(r+1−v)p−1)1/p

×
{ π�

0

∣∣∣
k∑

j=1

αj(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
∣∣∣
q

dx
}1/q

.

Then using the Hausdorff–Young inequality we get

{ π�

0

∣∣∣
k∑

j=1

αj(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
∣∣∣
q

dx
}1/q

= Op

[( k∑

j=1

|αj |pjvp
)1/p]

.
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Finally,

Vk = Op

[
(k(r+1−v)p−1)1/p

( k∑

j=1

|αj |p jvp
)1/p]

= Op

[
(k(r+1)p−1)1/p

( k∑

j=1

|αj |p
)1/p]

= Op

[
kr+1

(1
k

k∑

j=1

|αj |p
)1/p]

,

where Op depends only on p.

Lemma 1.13 ([32]). Let r be a nonnegative integer and x ∈ (0, π]. Then

D(r)
n (x) =

r−1∑

k=0

(n+ 1/2)k sin[(n+ 1/2)x+ kπ/2]
(sin(x/2))r+1−k ϕk(x)

+
(n+ 1/2)r sin[(n+ 1/2)x+ rπ/2]

2 sin(x/2)
,

where the ϕk are analytic functions of x, independent of n.

Lemma 1.14. Let 1 < p ≤ 2, r ∈ N ∪ {0} and let the coefficients {aj}kj=0 belong to the
class Spr. Then

π�

0

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = Op(kr+1).

Proof. We have
π�

0

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx =
π/k�

0

+
π�

π/k

= Ik + Jk.

Applying the inequality D(r)
n (x) = O(nr+1), we have

Ik ≤ α
k∑

j=1

jr
|∆aj |
Aj

≤ αkr
k∑

j=1

|∆aj |
Aj

≤ αkr+1
(

1
k

k∑

j=1

|∆aj |p
Apj

)1/p

= O(kr+1),

where α is a positive constant.
Applying Lemma 1.13, we estimate the second integral:

Jk =
π�

π/k

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx

≤
π�

π/k

∣∣∣∣
k∑

j=1

∆aj
Aj

( r−1∑

v=0

(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
(sin(x/2))r+1−v ϕv(x)

)∣∣∣∣ dx

+
π�

π/k

∣∣∣∣
k∑

j=1

∆aj
Aj

(j + 1/2)r sin[(j + 1/2)x+ rπ/2]
2 sin(x/2)

∣∣∣∣ dx = λk + µk.



24 Ž. Tomovski

Since ϕv are bounded, we have
π�

π/k

∣∣∣∣
k∑

j=1

∆aj
Aj

(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
(sin(x/2))r+1−v ϕv

∣∣∣∣ dx

≤ B
π�

π/k

∣∣∣∣
k∑

j=1

αj
(j + 1/2)v sin[(j + 1/2)x+ vπ/2]

(sin(x/2))r+1−v

∣∣∣∣ dx,

where B is a positive constant and αj = (∆aj)/Aj , j = 1, . . . , k. Applying Lemma 1.12
to the last integral, we get

π�

π/k

∣∣∣∣
k∑

j=1

∆aj
Aj

(j + 1/2)v sin[(j + 1/2)x+ vπ/2]
(sin(x/2))r+1−v ϕv(x)

∣∣∣∣ dx

= Op

(
kr+1

(
1
k

k∑

j=1

|∆aj |p
Apj

)1/p)
= Op(kr+1).

Since r is a finite value, we have λk = Op(kr+1). Similarly, µk = Op(kr+1). Hence
π�

0

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = O(kr+1) +Op(kr+1) = Op(kr+1).

Lemma 1.15. Let 1 < p ≤ 2, r ∈ N ∪ {0} and let the coefficients {aj}kj=0 belong to the
class Spr. Then

An

π�

0

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = o(1), n→∞.

Proof. Applying first Lemma 1,14, and then Lemma 1.10, we obtain

An

π�

0

∣∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = Op(nr+1An) = o(1), n→∞.

Theorem 1.31 ([51]). For each 1 < p ≤ 2 and r ∈ N ∪ {0} we have the embedding

Spr ⊂ BV ∩ Cr.
Proof. We have

n∑

k=1

|∆ak| ≤
n∑

k=1

kr|∆ak| =
n−1∑

k=1

(∆Ak)
k∑

j=1

|∆aj |
Aj

jr +An

n∑

j=1

|∆aj |
Aj

jr

≤
n−1∑

k=1

kr(∆Ak)
( k∑

j=1

|∆aj |
Aj

)
+ nrAn

n∑

j=1

|∆aj |
Aj

≤
n−1∑

k=1

kr+1(∆Ak)
(

1
k

k∑

j=1

|∆aj |p
Apj

)1/p

+ nr+1An

(
1
n

n∑

j=1

|∆aj |p
Apj

)1/p

= O(1)
[ n−1∑

k=1

kr+1(∆Ak) + nr+1An

]
= O

( n∑

k=1

krAk

)
.

Letting n→∞, we get {an} ∈ BV .
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Then applying the Abel transformation and Lemmas 1.15, 1.14 and 1.11 we obtain
δ�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx ≤
∞∑

k=n

(∆Ak)
π�

0

∣∣∣
k∑

j=1

∆aj
Aj

D
(r)
j (x)

∣∣∣ dx+ o(1)

= Op(1)
[ ∞∑

k=n

kr+1(∆Ak)
]

= o(1), n→∞.

II. Classification of quasi-monotone sequences and
its applications to L1-convergence of trigonometric series

2.1. Remarks on trigonometric series with quasi-monotone coefficients. Quasi-
monotone sequences are known to share many properties with decreasing sequences: for
example the de la Vallée Poussin theorem [69]:

∑∞
n=1 an < ∞ ⇒ nan → 0 (see also

[39]), the Cauchy condensation test for convergence, and a number of theorems about
trigonometric series.

Some proofs of convergence theorems for trigonometric series are based on the use of
modified cosine sums defined by Rees–Stanojević [31] as follows:

gn(x) =
1
2

n∑

k=0

∆ak +
n∑

k=1

[( n∑

i=k

∆ai

)
cos kx

]
= Sn(x)− an+1Dn(x).

Marzuq proved the following theorem on L1-convergence of trigonometric series with
quasi-monotone coefficients.

Theorem 2.1 (Marzuq [27]). Let {ak} be a nonnegative quasi-monotone sequence tend-
ing to zero, with

∞∑

k=1

ak
k
<∞,

∞∑

k=1

(k + 1)[|∆ak| −∆ak] <∞.

Then limn→∞gn(x) = g(x) ∈ L1[−π, π] iff
∑∞
n=1 an <∞.

Singh and Sharma [35] defined a class of L1-convergence as follows. Namely, a sequence
{ak} belongs to the class S ′ if ak → 0 as k →∞ and there exists a sequence {Ak} such
that {Ak} is quasi-monotone,

∑∞
k=1Ak <∞, and |∆ak| ≤ Ak for all k. They proved the

following theorem.

Theorem 2.2 ([35]). If {ak} ∈ S′, then gn converges to g in L1.

Let An ⇓ 0 mean that {An} is a quasi-monotone null sequence. For convenience the
following notations are used for α ≥ 0, p > 1 and r ∈ {0, 1, . . . , [α]}:

Mα =
{
An : An ↓ 0 and

∞∑

n=1

nαAn <∞
}
,

M ′α =
{
An : An ⇓ 0 and

∞∑

n=1

nαAn <∞
}
,
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Spαr =
{
an : an → 0 as n→∞, and

1
np(α−r)+1

n∑

k=1

|∆ak|p
Apk

= O(1) for some An ∈Mα

}
,

S′pαr =
{
an : an → 0 as n→∞, and

1
np(α−r)+1

n∑

k=1

|∆ak|p
Apk

= O(1) for some An ∈M ′α
}
.

We note that the classes M ′α and S′pαr were defined by Sheng [32].

Theorem 2.3 ([62, 64]). The classes Mα and M ′α are identical.

Proof. It is obvious that Mα ⊂M ′α. To prove M ′α ⊂Mα, we use an idea of Telyakovskĭı
[47], i.e. we define the sequence

(2.1) Bk = Ak + β
∞∑

m=k

Am
m

for some β ≥ 0, where An ∈M ′α.

We have

Bk −Bk+1 = ∆Bk = ∆Ak + β
Ak
k
≥ 0,

i.e. Bk ↓ 0 as k →∞ and
∞∑

k=1

kαBk =
∞∑

k=1

kαAk +
∞∑

k=1

βkα
∞∑

m=k

Am
m
≤
∞∑

k=1

kαAk + β

∞∑

k=1

∞∑

m=k

mα−1Am

=
∞∑

k=1

kαAk + β

∞∑

m=1

m∑

n=1

mα−1Am =
∞∑

k=1

kαAk + β

∞∑

m=1

mαAm <∞.

Thus Mα ≡M ′α.

Theorem 2.4 ([62, 64]). The classes Spαr and S′pαr are identical.

Proof. It is obvious that Spαr ⊂ S′pαr. Let {an} ∈ S′pαr. It suffices to show that the
sequence (2.1) satisfies the condition

1
np(α−r)+1

n∑

k=1

|∆ak|p
Bpk

= O(1).

Clearly,

1
np(α−r)+1

n∑

k=1

|∆ak|p
Bpk

≤ 1
np(α−r)+1

n∑

k=1

|∆ak|p
Apk

= O(1).

Fomin [14], applying the following two theorems, gave a new proof of Theorem 1.25.

Theorem 2.5 ([13]). If (C) is mean convergent , then

lim
n→∞

mn∑

k=1

an+k

k
= 0

for any sequence {mn} of natural numbers such that mn ≤ n for all n ∈ N.
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Theorem 2.6 ([14]). Let {mn} be a sequence of natural numbers such that limn→∞mn/n

= 0. If

lim
n→∞

[mn−1∑

k=1

|∆an+k|log(k + 1) + |an+mn |log(mn + 1)
]

= 0,

then the series (C) is mean convergent.

2.2. Trigonometric series with δ-quasi-monotone coefficients. As an extension
of quasi-monotone sequences, Boas [4] defined δ-quasi-monotone sequence as follows. A
sequence {an} is called δ-quasi-monotone if an → 0, an > 0 ultimately and ∆an ≥ −δn,
where δn is sequence of positive numbers. A quasi-monotone sequence with an → 0 is
one that is δ-quasi-monotone with δn = αan/n.

Boas [4] proved the following lemmas about δ-quasi-monotone sequences.

Lemma 2.1. If {an} is δ-quasi-monotone with
∑∞

n=1 nδn < ∞ then the convergence of∑∞
n=1 an implies that nan = o(1), n→∞.

Remark 2.1. This lemma includes the corresponding result for classical quasi-monotone
sequences; indeed, if {an} is quasi-monotone we have

∑∞
n=1nδn=

∑∞
n=1nα

an
n =α

∑∞
n=1an

<∞ by hypothesis.

Lemma 2.2. Let {an} be δ-quasi-monotone with
∑∞
n=1 nδn <∞. If

∑∞
n=1 an <∞, then∑∞

n=1(n+ 1)|∆an| <∞.

Ahmad and Zahid Ali Zaini proved the following theorem.

Theorem 2.7 ([1]). Let (CS) be a Fourier series with δ-quasi-monotone coefficients with∑∞
n=1 nδn <∞. Then ‖Sn − σn‖ = o(1), n→∞ iff (an + bn) logn = o(1), n→∞.

Applying Theorems 2.5 and 2.6 to the series (C) we shall present a new proof of this
theorem, rewritten as follows:

Theorem 2.8. Let (C) be a Fourier series with δ-quasi-monotone coefficients with∑∞
n=1 nδn <∞. Then (C) is mean convergent iff an log n = o(1), n→∞.

Proof. Suppose ‖Sn − f‖ = o(1), n→∞. We have

a2n−1

n
≥ a2n

n
− δ2n−1

n
,

a2n−2

n− 1
≥ a2n−1

n− 1
− δ2n−2

n− 1
≥ a2n

n− 1
− δ2n−1

n− 1
− δ2n−2

n− 1
,

a2n−3

n− 2
≥ a2n−2

n− 2
− δ2n−3

n− 2
≥ a2n

n− 2
− δ2n−1

n− 2
− δ2n−2

n− 2
− δ2n−3

n− 2
,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

an
1
≥ an+1

1
− δn

1
≥ a2n

1
− δ2n−1

1
− δ2n−2

1
− . . .− δn

1
.

Adding these inequalities, we obtain
n∑

k=1

an+k−1

k
≥
(

1 +
1
2

+ . . .+
1
n

)
a2n −

(
1 +

1
2

+ . . .+
1
n

)
δ2n−1
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−
(

1 +
1
2

+ . . .+
1

n− 1

)
δ2n−2 − . . .−

(
1 +

1
2

)
δn+1 −

δn
1

>

(
1 +

1
2

+ . . .+
1
n

)
a2n −

(
1 +

1
2

+ . . .+
1
n

) 2n−1∑

k=n

δk.

From the inequalities log n < 1 + 1
2 + 1

3 + . . .+ 1
n ≤ n for n ∈ N, we obtain

an +
n∑

k=2

an+k

k
> a2n log n−

2n−1∑

k=n

kδk,

i.e.

a2n log n < an +
n∑

k=1

an+k

k
+
∞∑

k=n

kδk.

Letting n→∞ and applying Theorem 2.5 we get an log n = o(1), n→∞.
Conversely, assume an log n = o(1), n→∞. Applying Theorem 2.6, it suffices to show

that

An =
mn−1∑

k=1

|∆ak+n| log(k + 1) = o(1), n→∞.

Indeed,

An ≤ (logmn)
mn−1∑

k=1

|∆ak+n|

≤ (logmn)
(mn−1∑

k=1

∆ak+n + 2
mn−1∑

k=1

δk+n

)

= (logmn)(an+1 − an+mn−1) + 2(logmn)
mn−1∑

k=1

δk+n

= O(an+1 log n) +O
( ∞∑

i=n+1

iδi

)
= o(1), n→∞.

This generalizes a theorem of Garrett, Rees and Stanojević [15], where quasi-mono-
tonicity is assumed.

On the other hand, Mazhar [28] defined a class S(δ) as follows: A null sequence {an}
belongs to S(δ) if there exists a sequence {An} such that {An} is δ-quasi-monotone,∑∞
n=1 nδn <∞,

∑∞
n=1An <∞ and |∆an| ≤ An for all n.

Later, Bor showed that the condition {an} ∈ S(δ) is sufficient for the integrability of
the limit g(x) = limn→∞gn(x).

Theorem 2.9 (Bor [7]). Let {an} ∈ S(δ). Then

1
x

∞∑

k=1

∆ak sin[(k + 1/2)x] =
h(x)
x

converges for x ∈ (0, π] and h(x)/x ∈ L(0, π].
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In [49] we defined a new class of positive sequences. Namely, we say that a null sequence
{ak} belongs to the class Sp(δ), p > 1, if there exists a sequence {Ak} of numbers such
that

(a) {Ak} is δ-quasi-monotone and
∞∑

k=1

kδk <∞.

(b)
∞∑

k=1

Ak <∞,

(c)
1

n+ 1

n∑

k=0

|∆ak|p
Apk

= O(1).

In view of the above definitions it is obvious that S(δ) ⊂ Sp(δ). Applying the Hölder–
Hausdorff–Young technique (as in the proof of Theorem 1.14) we can get the following
lemma.

Lemma 2.3 ([56]). Let 1 < p ≤ 2 and {aj} ∈ Sp(δ). Then

π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

Dj(x)
∣∣∣∣ dx = Op(k + 1), k →∞,

where Op depends only on p.

Lemma 2.4 ([56]). Let 1 < p ≤ 2 and {aj} ∈ Sp(δ). Then

An

π�

0

∣∣∣∣
n∑

j=0

∆aj
Aj

Dj(x)
∣∣∣∣ dx = o(1), n→∞.

Proof. Applying first Lemma 2.3, and then Lemma 2.1, yields

An

π�

0

∣∣∣∣
n∑

j=0

∆aj
Aj

Dj(x)
∣∣∣∣ dx = Op((n+ 1)An) = o(1), n→∞.

Theorem 2.10 ([56]). Let {ak} ∈ Sp(δ) for some 1 < p ≤ 2. Then (C) is the Fourier
series of some f ∈ L1(0, π) and ‖Sn − f‖ = o(1), n → ∞ if and only if an log n = o(1),
n→∞.

Proof. By summation by parts, and by Hölder’s inequality, we have
n∑

k=1

|∆ak| =
n∑

k=1

Ak
|∆ak|
Ak

≤
n−1∑

k=1

(k + 1)|∆Ak|
(

1
k + 1

k∑

j=0

|∆aj |p
Apj

)1/p

+ (n+ 1)An

(
1

n+ 1

n∑

j=0

|∆aj |p
Apj

)1/p

= O(1)
[ n−1∑

k=1

(k + 1)|∆Ak|+ (n+ 1)An
]
.

Application of Lemmas 2.1 and 2.2 yields
∑∞
n=1 |∆an| <∞, i.e. Sn(x) converges to f(x)
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for x 6= 0. Using the Abel transformation, we obtain

f(x) =
∞∑

k=0

∆akDk(x),

since limn→∞anDn(x) = 0 if x 6= 0. Then

‖Sn − f‖ = ‖gn − f + an+1Dn‖,
where gn is the Rees–Stanojević sum. Using the Abel transformation, we have

gn(x) = Sn(x)− an+1Dn(x) =
n∑

k=0

∆akDk(x).

Since
∑∞

n=1 |∆an| <∞, the series
∑∞
k=0∆akDk(x) converges. Hence limn→∞ gn(x) exists

for x 6= 0. Then

‖f − gn‖ =
∥∥∥

∞∑

k=n+1

∆akDk

∥∥∥ =
1
π

π�

0

∣∣∣
∞∑

k=n+1

∆akDk(x)
∣∣∣ dx.

Application of the Abel transformation and of Lemmas 2.4, 2.3 and 2.2 yields
π�

0

∣∣∣
∞∑

k=n+1

Ak
∆ak
Ak

Dk(x)
∣∣∣ dx ≤

∞∑

k=n+1

|∆Ak|
π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

Dj(x)
∣∣∣∣dx+ o(1) = o(1), n→∞.

Hence, ‖f − gn‖ = o(1), n→∞.
“If”: Assume ‖Sn − f‖ = o(1), n→∞. Since ‖Dn‖ = O(logn), by the estimate

‖an+1Dn‖ = ‖Sn − gn‖ ≤ ‖Sn − f‖+ ‖f − gn‖ = o(1) + o(1), n→∞,
we have an log n = o(1), n→∞.

“Only if”: Assume an log n = o(1), n→∞. Then

‖Sn − f‖ ≤ ‖gn − f‖+ ‖an+1Dn(x)‖ = o(1) + an+1O(logn) = o(1), n→∞.
Corollary 2.1 ([57]). Let {an} ∈ Sp(δ) for some 1 < p ≤ 2. Then

1
x

∞∑

k=1

∆ak sin[(k + 1/2)x] =
h(x)
x

converges for x ∈ (0, π] and h(x)/x ∈ L(0, π].

Proof. Since

2 sin(x/2) f(x) = a0 sin(x/2) +
∞∑

k=1

ak(2 sin(x/2) cos kx)

= a0 sin(x/2) +
∞∑

k=1

ak sin[(k + 1/2)]x− (k − 1/2)x]

= (a0 − a1) sin(x/2) + (a1 − a2) sin(3x/2) + (a2 − a3) sin(5x/2) + . . .

=
∞∑

k=1

∆ak sin[(2k + 1)x/2] = h(x),

by Theorem 2.10, the proof is obvious.
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2.3. On the equivalence of classes of Fourier coefficients. In [6] Bor considered
the following class S2(δ). A sequence {ak} belongs to S2(δ) if ak → 0 as k → ∞, and
there exists a sequence {Ak} of numbers which is δ-quasi-monotone,

∑∞
k=1 kδk < ∞,∑∞

k=1 k|∆Ak| <∞ and |∆ak| ≤ Ak for all k. Also, he proved Theorems 2.2 and 2.9 with
S2(δ) in place of S′ and S(δ).

Recently, Telyakovskĭı [47] and Leindler [25] proved that these classes and the Sidon–
Telyakovskĭı class S are all equivalent. Now, we shall present the proof of S. A. Telyakov-
skĭı.

Theorem 2.11. The classes S, S ′, S(δ) and S2(δ) are all equivalent.

Proof. First we prove that S(δ) and S2(δ) are equivalent.
Let {an} ∈ S(δ). It suffices to show that

∑∞
n=1 n|∆An| <∞, but this holds by Lemma

2.2.
If {an} ∈ S2(δ), then

nAn = n

∞∑

k=n

∆Ak ≤
∞∑

k=n

k|∆Ak| = o(1), n→∞.

But
n∑

k=1

Ak =
n−1∑

k=1

k∆Ak + nAn ≤
n−1∑

k=1

k|∆Ak|+ nAn,

and this implies that
∑∞
n=1An <∞, i.e. {an} ∈ S(δ).

Next we prove that S and S(δ) are equivalent. It is obvious that S ⊂ S(δ). If {an} ∈
S(δ), we define

Bk = Ak +
∞∑

m=k

δm.

Then Bk −Bk+1 = ∆Ak + δk ≥ 0, i.e. Bk ↓ 0 as k →∞. On the other hand,
∞∑

k=1

Bk =
∞∑

k=1

Ak +
∞∑

k=1

∞∑

m=k

δm =
∞∑

k=1

Ak +
∞∑

m=1

m∑

k=1

δm =
∞∑

k=1

Ak +
∞∑

m=1

mδm <∞,

and |∆an| ≤ An < Bn for all n, i.e. {an} ∈ S. Now we have

S ⊂ S′ ⊂ S(δ) ⊂ S.
Consequently, S ≡ S′ ≡ S(δ) ≡ S2(δ).

Applying this result, the inequality

1
n

n∑

k=1

|∆ak|p
Bpk

≤ 1
n

n∑

k=1

|∆ak|p
Apk

= O(1),

and also Theorem 2.4, we obtain the following corollary.

Corollary 2.2 ([62]). For all p > 1, the classes Sp, S′p (case α = r = 0) and Sp(δ) are
equivalent.

Remark 2.2. If cn ≡ an is a real even sequence (cn = c−n = an, n = 0, 1, 2, . . .)
then Theorem 1.8 of Č. V. Stanojević and V. B. Stanojević, the Sheng theorem (see
Chapter III, 3.3, Theorem 3.17) and Theorem 2.10 are equivalent.
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2.4. Trigonometric series with regularly quasi-monotone coefficients. A positive
measurable function L(u) is said to be slowly varying in the sense of Karamata [20] if
limu→∞L(λu)/L(u) = 1 for every λ > 0. A basic property of slowly varying functions is
the asymptotic relation [20]:

uα max
u≤s<∞

s−αL(s) ∼ L(u), u→∞, for any α > 0.

Slowly varying sequences are defined analogously: a positive sequence {ln} is said to
be slowly varying if limn→∞l[λn]/ln = 1 for every λ > 0. The class of slowly varying
sequences is denoted by SV (N).

A nondecreasing sequence {rn} of positive numbers is regularly varying, i.e. {rn} ∈
(RV )(N) in the sense of J. Karamata [21], if for some α ≥ 0,

lim
n→∞

r[λn]

rn
= λα, λ > 1.

Regularly varying sequences are characterized [20] as follows: {rn} ∈ (RV )(N) if and only
if rn = nαln for some α > 0 and some {ln} ∈ (SV )(N). On the other hand, a sequence
{an} is called regularly quasi-monotone, written {an} ∈ RQM , if an/rn ↓ 0 for some
{rn} ∈ (RV )(N). It is obvious that the class of quasi-monotone sequences is a subclass
of RQM . The next theorem is a generalization of the de la Vallée Poussin theorem (see
Chapter II, 2.1).

Theorem 2.12 ([65]). If {an} ∈ RQM and
∑∞
n=1 an <∞ then nan = o(1), n→∞.

Proof. We have

a2n−1 ≥
(

1 +
α

2n− 1

)−1

a2n
l2n−1

l2n
,

a2n−2 ≥
(

1 +
α

2n− 2

)−1

a2n−1
l2n−2

l2n−1
≥
(

1 +
α

2n− 2

)−2

a2n
l2n−2

l2n
,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

an ≥
(

1 +
α

n

)−n
a2n

ln
l2n

.

Adding these inequalities, we obtain
2n−1∑

v=n

av ≥
a2n

l2n

2n−1∑

v=n

lv

(
1 +

α

v

)−(2n−v)

.

But (
1 +

α

v

)2n−v
≤
(

1 +
α

n

)2n−v
≤
(

1 +
α

n

)n

implies that
2n−1∑

v=n

av ≥
a2n

l2n

2n−1∑

v=n

lv

(
1 +

α

n

)−n
.

Thus

a2n

∑2n−1
v=n lv
l2n

≤
(

1 +
α

n

)n 2n−1∑

v=n

av ≤ eα
2n−1∑

v=n

av.
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The asymptotic relation

(2.2) lk ∼ kβ sup
n≥k

n−βln, k →∞,

gives for large n,
2n−1∑

v=n

lv ≈
2n−1∑

v=n

vβ sup
m≥v

m−β lm ≥ sup
m≥2n−1

m−βlm ≥
2n−1∑

v=n

vβ

≥ nβ [ sup
m≥2n−1

m−βlm]
2n−1∑

v=n

1

=
(

n

2n− 1

)β
(2n− 1)β [ sup

m≥2n−1
m−βlm]n ∼ 1

2β
nl2n−1

for some β > 0. Consequently,

na2n
l2n−1

l2n
≤ eα2β

∞∑

v=n

av.

Letting n→∞, we obtain nan = o(1), n→∞.

Sheng proved the following results on L1-approximation of trigonometric series with
regularly quasi-monotone coefficients.

Theorem 2.13 ([33]). Let (CS) be a Fourier series with {an}, {bn} ∈ RQM . Then there
exist positive constants C1 and C2 such that

C1

2n−1∑

v=n+1

av + bv
v − n ≤ ‖Sn − τn‖,

‖Sn − τn‖ ≤ C2

{ 2n−1∑

v=n+1

(av + bv)
(

lv+1

(v − n)lv
+ εv

)

+
1
n

2n−1∑

v=n+1

(av + bv) log(v − n+ 1)
}

where τn(x) = n−1∑2n−1
k=n Sk(x) and εv = lv+1/lv − 1.

The next theorem generalizes Theorem 1.25.

Theorem 2.14 ([65]). Let (C) be a Fourier series with {an} ∈ RQM . Then (C) is mean
convergent iff an log n = o(1), n→∞.

Proof. For the necessity we apply Theorem 2.5, i.e.
∑n
k=1 an+k/k = o(1), n→∞. Since

{an} ∈ RQM we obtain the inequalities
n∑

k=1

an+k

k
=

n∑

k=1

an+k

(n+ k)αln+k

(n+ k)αln+k

k

≥ a2n

(2n)αl2n

n∑

k=1

(n+ k)αln+k

k

≥
(
n+ 1

2n

)α
a2n

l2n

n∑

k=1

ln+k

k
.
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Applying the asymptotic relation (2.2) for large n, we have

n∑

k=1

ln+k

k
=

2n∑

k=n+1

lk
k − n ≈

2n∑

k=n+1

kβ supm≥km
−βlm

k − n

≥ ( sup
m≥2n

m−β lm)
2n∑

k=n+1

kβ

k − n

≥ (n+ 1)β( sup
m≥2n

m−βlm)
n∑

k=1

1
k

=
(
n+ 1

2n

)β
[(2n)β sup

m≥2n
m−βlm]

n∑

k=1

1
k
≈ 1

2β
l2n log n.

Letting n→∞ in the inequality

a2n log n < 2β
(

2n
n+ 1

)α n∑

k=1

an+k

k

completes the proof of the necessity.
For the sufficiency, we apply Theorem 2.6. From the monotonicity of the sequence

an/rn, we get

An =
mn−1∑

k=1

|∆ak+n| log(k + 1) =
n+mn−1∑

i=n+1

|∆ai| log(i− n+ 1)

n+mn−1∑

i=n+1

∣∣∣∣ri∆
(
ai
ri

)
+
ai+1

ri+1
(ri − ri+1)

∣∣∣∣ log(i− n+ 1)

≤ rn+mn−1 logmn

n+mn−1∑

i=n+1

∆

(
ai
ri

)
+
n+mn−1∑

i=n+1

ai+1

ri+1
(ri+1 − ri) log(i+ 1)

= rn+mn−1 logmn

(
an+1

rn+1
− an+mn−1

rn+mn−1

)

+ max
n+1≤i≤n+mn−1

(ai+1 log(i+ 1))
n+mn−1∑

i=n+1

(
1− ri

ri+1

)
.

Since
n+mn−1∑

i=n+1

(
1− ri

ri+1

)
≤ log

n+mn−1∏

i=n+1

ri+1

ri
= log

rn+mn

rn+1
≤ rn+mn

rn
,

we obtain

An ≤
rn+mn−1

rn

logmn

log n
(an+1 log(n+ 1)) +

rn+mn

rn
max

n+1≤i≤n+mn−1
[ai+1 log(i+ 1)].

The hypothesis an log n = o(1), n → ∞ and {rn} ∈ (RV )(N) imply that the first and
second terms on the right side are o(1), n → ∞. Finally, An = o(1), n → ∞, i.e. the
series (C) is mean convergent.
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Remark 2.3. The proof of the necessity of this theorem can be simplified by using the
monotonicity of the sequence {rn} and the fact that {an/rn} ↓. We have

n∑

k=1

an+k

k
=

n∑

k=1

an+k

rn+k

rn+k

k
≥ a2n

r2n
rn

n∑

k=1

1
k
≈ (a2n log n)

rn
r2n

.

Taking n→∞ in the inequality

a2n log n ≤ r2n

rn

n∑

k=1

an+k

k

completes the proof.

III. Estimates of trigonometric series, useful in problems of
approximation theory

3.1. Some L1-estimates for trigonometric series with the Fomin coefficient
condition. Let f(x) and g(x) be the sums of the series (C) and (S) respectively. It is
well known (see [2], [22], [73]) that if {an} is a quasi-convex null sequence of real numbers,
then the series (C) is the Fourier series of some f ∈ L1 and

(3.1)
π�

0

|f(x)| dx ≤ π

2

∞∑

k=1

k|∆2ak−1|.

The following two theorems were proved by Telyakovskĭı [42], [43].

Theorem 3.1 ([42]). Let {an} ∈ BV , an → 0 and

∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣ <∞.

Then
π�

0

|f(x)| dx ≤ C
( ∞∑

k=0

|∆ak|+
∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣
)
,

where C is some absolute constant.

Theorem 3.2 ([43]). Let {an} ∈ BV , an → 0, a0 = 0, and

∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣ <∞.

Then the following estimate holds uniformly with respect to s ∈ N:
∣∣∣∣

π�

π/(2s+1)

|g(x)| dx−
s∑

k=1

|ak|
k

∣∣∣∣ ≤ C
( ∞∑

k=0

|∆ak|+
∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣
)
,

where C is some absolute constant.
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Also, Telyakovskĭı [42], [44] proved the following inequality:

(3.2)
∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣ ≤ C
∞∑

k=1

k |∆2ak−1|.

Remark 3.1. If {ak} is a quasi-convex null sequence then
∑∞
k=0 |∆ak| ≤

∑∞
k=1 k|∆2ak|.

Thus the estimate (3.1) follows from Theorem 3.1 and the estimate (3.2) with some
absolute constant C instead of π/2.

Theorem 3.3. If {ak} is a quasi-convex null sequence with a0 = 0, then (S) is a Fourier
series iff

∑∞
n=1 |an|/n <∞. Moreover , if

∑∞
n=1 |an|/n <∞, then

π�

0

∣∣∣∣
∞∑

k=1

ak sin kx
∣∣∣∣ dx ≤

∞∑

k=1

|ak|
k

+ C

∞∑

k=1

k|∆2ak−1|.

Remark 3.2. If {an} is a quasi-convex null sequence then the estimate of Theorem 3.3
is a consequence of Theorem 3.2 and of the estimate (3.2).

Also, Telyakovskĭı [41] gave a direct proof of Theorem 3.3, by proving the following
estimate: ∣∣∣∣

π�

1/(s+1)

∣∣∣∣
∞∑

k=1

ak sin kx
∣∣∣∣ dx−

s∑

k=1

|ak|
k

∣∣∣∣ ≤ C
∞∑

k=1

k|∆2ak−1|, C > 0.

In [45] the indicated results on series with quasi-convex coefficients were extended to
the more general case when the coefficients {ak} satisfy the Sidon–Telyakovskĭı class S.
Namely, Telyakovskĭı proved the following theorems.

Theorem 3.4 ([45]). Let the coefficients of the series (C) belong to the class S. Then
(C) is the Fourier series of some f ∈ L1(0, π) and

π�

0

|f(x)| dx ≤M
∞∑

n=0

An, M > 0.

Theorem 3.5 ([45]). Let the coefficients of the series (S) belong to the class S. Then
π�

π/(p+1)

|g(x)| dx =
p∑

n=1

|an|
n

+O
( ∞∑

n=1

An

)
,

for p ∈ N. In particular g(x) is a Fourier series iff
∑∞
n=1 |an|/n <∞.

Corollary 3.1 ([66]). Let the coefficients of the series (C) belong to the class S(δ).
Then (C) is the Fourier series of some f ∈ L1(0, π) and

π�

0

|f(x)| dx ≤M
( ∞∑

n=0

An +
∞∑

n=1

nδn

)
, M > 0.

Proof. Applying Theorems 2.11 and 3.4, we obtain
π�

0

|f(x)| dx ≤M
∞∑

n=0

Bn = M
( ∞∑

n=0

An +
∞∑

n=0

∞∑

m=n

δm

)

= M
( ∞∑

n=0

An +
∞∑

n=1

nδn

)
, M > 0.
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Analogously, applying Theorems 2.11 and 3.5, we obtain

Corollary 3.2 ([66]). Let the coefficients of the series (S) belong to the class S(δ). Then
π�

π/(p+1)

|g(x)| dx =
p∑

n=1

|an|
n

+O
( ∞∑

n=1

An

)
+O

( ∞∑

n=1

nδn

)

for p ∈ N.

On the other hand, Fomin [13] proved the following estimate:

(3.3)
∞∑

i=2

∣∣∣∣
[i/2]∑

k=1

∆ai−k −∆ai+k
k

∣∣∣∣ ≤ Cp
∞∑

s=0

2s∆(p)
s

for any 1 < p ≤ 2, where the positive constant Cp depends only on p.

Lemma 3.1 (Elliot [18]). If 0 < q < 1, bn ≥ 0 and
∑∞
n=1 b

q
n <∞ then

(
q

1− q

)q ∞∑

n=1

bqn <
∞∑

n=1

(
bn + bn+1 + . . .

n

)q
,

unless all the bn are zero.

Theorem 3.6 ([59], [60]). Let {an} ∈ Fp for some 1 < p ≤ 2. Then the series (C) is the
Fourier series of some f ∈ L1(0, π) and

π�

0

|f(x)| dx ≤ Cp
∞∑

n=1

(∑∞
k=n |∆ak|p

n

)1/p

.

Proof. Putting bn = |∆an|p in Lemma 3.1, where q = 1/p, we get
(

1
p− 1

)1/p ∞∑

n=1

|∆an| <
∞∑

n=1

( |∆an|p + |∆an+1|p + . . .

n

)1/p

,

i.e.
∞∑

n=1

|∆an| < (p− 1)1/p
∞∑

n=1

(∑∞
k=n |∆ak|p

n

)1/p

.

On the other hand, since Us = s−1∑∞
k=s |∆ak|p is a decreasing sequence,

n∑

s=1

2s∆(p)
s ≤ 2

n∑

s=1

[
2(s−1)(p−1)

2s∑

k=2s−1+1

|∆ak|p
]1/p

≤ 2
n∑

s=1

2s−1
(

1
2s−1

∞∑

k=2s−1

|∆ak|p
)1/p

= O
( 2n−1∑

s=1

(Us)1/p
)
.

Letting n→∞, we have
∞∑

s=1

2s∆(p)
s = O

( ∞∑

s=1

(
1
s

∞∑

k=s

|∆ak|p
)1/p)

.

Then applying Theorem 3.1 and inequality (3.3) completes the proof.

Similarly, applying Theorem 3.2, we can get
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Theorem 3.7 ([59], [60]). Let 1 < p ≤ 2, {an} ∈ Fp and a0 = 0. Then (S) is a Fourier
series iff

∑∞
n=1 |an|/n <∞. Moreover if

∑∞
n=1 |an|/n <∞, then

π�

0

∣∣∣
∞∑

k=1

ak sin kx
∣∣∣ dx ≤

∞∑

k=1

|ak|
k

+ Cp

∞∑

n=1

(∑∞
k=n |∆ak|p

n

)1/p

.

3.2. Some results on L1-approximation of the rth derivative of Fourier se-
ries. In this section we obtain L1-inequalities for rth derivatives of the series (C) and (S).

Generalizations of the Telyakovskĭı inequalities [52], [53], [55] are obtained by consid-
ering the condition =r, r ∈ N ∪ {0}, and Spαr, 1 < p ≤ 2, α ≥ 0, r ∈ {0, 1, . . . , [α]},
instead of S. An equivalent form of the condition =r, r ∈ N ∪ {0}, and an extension of
Sidon’s Theorem 1.3 are given.

Theorem 3.8 ([52]). Let r ∈ N ∪ {0} and let the coefficients of the series (C) belong to
the class =r. Then the rth derivative of (C) is the Fourier series of some f (r) ∈ L1(0, π)
and

π�

0

|f (r)(x)| dx ≤M
∞∑

n=1

nrAn, where 0 < M = M(r) <∞.

Proof 1. We have
n∑

k=1

|∆(krak)| ≤
n∑

k=1

|(k + 1)r+1ak+1 − krak+1|+
n∑

k=1

|krak+1 − krak|

=
n∑

k=1

|∆(kr)ak+1|+
n∑

k=1

kr|∆ak|

= Or

( n∑

k=1

kr−1|ak+1|
)

+O
( n∑

k=1

krAk

)
.

Applying the Abel transformation, we have
n∑

k=1

kr−1|ak+1| =
n−1∑

k=1

∆|ak+1|
k∑

j=1

jr−1 + |an+1|
n∑

j=1

jr−1

≤
n−1∑

k=1

|∆ak+1|kr + |an+1|nr

≤
n−1∑

k=1

|∆ak+1|kr +
∞∑

k=n+1

kr|∆ak|

≤
n−1∑

k=1

krAk +
∞∑

k=n+1

krAk.

Letting n→∞, we get
∑∞
k=1 |∆(krak)| <∞, i.e. limn→∞S

(r)
n (x) = f (r)(x).

Since |D(r)
n (x)| = O(nr/x) (see [32]), the series

∑∞
k=1∆akD

(r)
k (x) is uniformly conver-

gent on any compact subset of (0, π). Thus the representation f(x) =
∑∞
k=0∆akDk(x)
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implies that

f (r)(x) =
∞∑

k=1

∆akD
(r)
k (x).

From Lemmas 1.6 and 1.10, we obtain

(3.4) AN

π�

0

∣∣∣∣
N∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = O((N + 1)r+1AN ) = o(1), N →∞.

Again applying the Abel transformation, (3.4) and Lemma 1.6, we get

π�

0

|f (r)(x)| dx ≤ lim
N→∞

N−1∑

k=0

(∆Ak)
π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx

= O(1) lim
N→∞

N−1∑

k=0

(∆Ak)(k + 1)r+1

= O(1) lim
N→∞

{ N∑

k=0

[(k + 1)r+1 − kr+1]Ak − (N + 1)r+1AN

}

= Or

( ∞∑

k=0

krAk

)
,

where Or depends on r.

Proof 2 ([63]). First we prove that if {an} ∈ =r, then {nran} ∈ S. We define the sequence
{Bk} as follows:

Bk = krAk +
∞∑

i=k+1

[ir − (i− 1)r]Ai.

We have

Bk −Bk+1 = krAk − (k + 1)rAk+1 + (k + 1)rAk+1 − krAk+1 = kr∆Ak ≥ 0.

Then
∞∑

k=1

Bk =
∞∑

k=1

krAk +
∞∑

k=1

∞∑

i=k

[(i+ 1)r − ir]Ai+1

=
∞∑

k=1

krAk +
∞∑

i=1

i∑

k=1

[(i+ 1)r − ir]Ai+1

=
∞∑

k=1

krAk +
∞∑

i=1

i[(i+ 1)r − ir]Ai+1

<

∞∑

k=1

krAk +
∞∑

i=1

[(i+ 1)r+1 − ir+1]Ai+1

=
∞∑

k=1

krAk +Or

( ∞∑

i=1

irAi

)
<∞.
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Then ∆(krak) = krak − (k + 1)rak+1 = kr∆ak − ((k + 1)r − kr)ak+1. The function
h(x) = (x + 1)r − xr is increasing on [0,∞), since h′(x) = r[(x + 1)r−1 − xr−1] ≥ 0 for
x ≥ 0. This implies that

|∆(krak)| ≤ kr|∆ak|+ ((k + 1)r − kr)|ak+1|

≤ krAk + ((k + 1)r − kr)
∞∑

i=k+1

|∆ai|

≤ krAk +
∞∑

i=k+1

(ir − (i− 1)r)|∆ai|

≤ krAk +
∞∑

i=k+1

(ir − (i− 1)r)Ai = Bk.

Thus {nran} ∈ S. Now, applying Theorem 3.4, we obtain
π�

0

|f (r)(x)| dx ≤M
∞∑

n=0

Bn < M
[ ∞∑

k=1

krAk +Or

( ∞∑

i=1

irAi

)]

= Or

( ∞∑

k=1

krAk

)
,

where Or depends on r.

Theorem 3.9 ([55]). Let r ∈ N ∪ {0}. A null sequence {an} belongs to the class =r if
and only if it can be represented as

an =
∞∑

k=n

pk
k

k∑

l=n

αl, n ∈ N,

where {αn}∞n=1 and {pn}∞n=1 are sequences such that |αn| ≤ 1 for all n and

(3.5)
∞∑

n=1

nr|pn| <∞.

Proof. Let (3.5) hold. Then

∆ak = αk

∞∑

m=k

pm
m

and we define

Ak =
∞∑

m=k

|pm|
m

.

Since |αk| ≤ 1, we get

|∆ak| ≤ |αk|
∞∑

m=k

|pm|
m
≤ Ak for all k.

However,
∞∑

k=1

krAk =
∞∑

k=1

kr
∞∑

m=k

|pm|
m

=
∞∑

m=1

|pm|
m

m∑

k=1

kr ≤
∞∑

m=1

mr|pm| <∞,

and Ak ↓ 0, i.e. {ak} ∈ =r.
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Conversely, if {ak} ∈ =r, we put αk = (∆ak)/Ak and pk = k(Ak − Ak+1). Hence
|αk| ≤ 1, and by Lemma 1.10 we get

∞∑

k=1

kr|pk| =
∞∑

k=1

kr+1(Ak −Ak+1) = O
( ∞∑

k=1

krAk

)
<∞.

Finally,

ak =
∞∑

i=k

∆ai =
∞∑

i=k

αiAi =
∞∑

i=k

αi

∞∑

m=i

∆Am =
∞∑

i=k

αi

∞∑

m=i

pm
m

=
∞∑

m=k

pm
m

m∑

i=k

αi,

i.e. (3.5) holds.

Corollary 3.3 ([55]). Let r ∈ N∪ {0} and let {αn}∞n=1 and {pn}∞n=1 be sequences such
that |αn| ≤ 1 for every n and let

∑∞
n=1 n

r|pn| <∞. If

an =
∞∑

k=n

pk
k

k∑

l=n

αl, n ∈ N,

then the rth derivative of the series (C) is the Fourier series of some f (r) ∈ L1.

Proof. This follows from Theorems 3.8 and 3.9.

Lemma 3.2 ([52]). Let {αj}kj=0 be a sequence of real numbers. Then

Uk =
π�

π/(k+1)

∣∣∣∣
k∑

j=0

αj
(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]

(sin(x/2))r+1−v

∣∣∣∣ dx

= O
(

(k + 1)r−v+1/2
( k∑

j=0

α2
j (j + 1)2v

)1/2)
,

for v ∈ {0, 1, . . . , r} and r ∈ N ∪ {0}.

Proof. Applying first the Cauchy–Bunyakovskĭı inequality yields

Uk ≤
[ π�

π/(k+1)

dx

(sin(x/2))2(r+1−v)

]1/2

×
{ π�

π/(k+1)

[ k∑

j=0

αj(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]
]2
dx
}1/2

.

Since
π�

π/(k+1)

dx

(sin(x/2))2(r+1−v)
≤ π2(r+1−v)

π�

π/(k+1)

dx

x2(r+1−v)

≤ π(k + 1)2(r+1−v)−1

2(r + 1− v)− 1
≤ π(k + 1)2(r+1−v)−1,
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we have

Uk ≤
√
π[(k + 1)2(r+1−v)−1]1/2

×
{ π�

0

[ k∑

j=0

αj(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]
]2
dx
}1/2

≤
√

2π[(k + 1)2(r+1−v)−1]1/2
{ 2π�

0

[ k∑

j=0

αj(j + 1/2)v sin[(2j + 1)t+ (v + 3)π/2]
]2
dt
}1/2

.

Then applying the Parseval equality, we get

Uk ≤
√

2π[(k + 1)2(r+1−v)−1]1/2
[ k∑

j=0

α2
j (j + 1)2v

]1/2
.

Finally,

Uk = O
(

(k + 1)r−v+1/2
( k∑

j=0

α2
j (j + 1)2v

)1/2)
.

Lemma 3.3 ([55]). Let r ∈ N∪ {0} and let {αk} be a sequence of real numbers such that
|αk| ≤ 1 for all k. Then there exists a finite constant M = M(r) > 0 such that

π�

π/(n+1)

∣∣∣
n∑

k=0

αkD
(r)
k (x)

∣∣∣ dx ≤M(n+ 1)r+1

for any n ≥ 0.

Proof. Since − cos[(n+ 1/2)x] = sin[(n+ 1/2)x+ 3π/2], by Lemma 1.13, we get

D
(r)
n (x) =

r−1∑

k=0

(n+ 1/2)k sin[(n+ 1/2)x+ (k + 3)π/2]
(sin(x/2))r+1−k ϕk(x)

+
(n+ 1/2)r sin[(n+ 1/2)x+ (r + 3)π/2]

2 sin(x/2)
,

where the ϕk are analytic functions of x, independent of n. Then
π�

π/(n+1)

∣∣∣
n∑

k=0

αkD
(r)
k (x)

∣∣∣ dx

≤
π�

π/(n+1)

∣∣∣∣
n∑

j=0

αj

( r−1∑

v=0

(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]
(sin(x/2))r+1−v ϕv(x)

)∣∣∣∣ dx

+
π�

π/(n+1)

∣∣∣∣
n∑

j=0

αj
(j + 1/2)r sin[(j + 1/2)x+ (r + 3)π/2]

2 sin(x/2)

∣∣∣∣ dx = λn + µn.

Since ϕv are bounded functions, we have
π�

π/(n+1)

∣∣∣∣
n∑

j=0

αj
(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]

(sin(x/2))r+1−v ϕv

∣∣∣∣ dx ≤ K Un,
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where Un is the integral as in Lemma 3.2 and K is a positive constant. Applying Lemma
3.2 to the last integral, we get

π�

π/(n+1)

∣∣∣∣
n∑

j=0

αj
(j + 1/2)v sin[(j + 1/2)x+ (v + 3)π/2]

(sin(x/2))r+1−v ϕv(x)
∣∣∣∣ dx

= O
(

(n+ 1)r−v+1/2
( n∑

j=0

α2
j (j + 1)2v

)1/2)

= O((n+ 1)r−v+1/2(n+ 1)v+1/2) = O((n+ 1)r+1).

Since r is a finite value, we have λn = O((n + 1)r+1). Similarly, µn = O((n + 1)r+1).
Thus, the inequality is proved.

Remark 3.3. For r = 0, we get the Telyakovskĭı inequality, proved in [45].

Theorem 3.10 ([55]). Let r ∈ N ∪ {0} and let the coefficients of the series g(x) belong
to the class =r. Then the rth derivative of the series (S) converges to a function and

(∗)
π�

π/(m+1)

|g(r)(x)| dx ≤M
( m∑

n=1

|an|nr−1 +
∞∑

n=1

nrAn

)
,

for m ∈ N, where 0 < M = M(r) < ∞. Moreover , if
∑∞
n=1 n

r−1|an| < ∞, then the rth
derivative of (S) is the Fourier series of some g(r) ∈ L1(0, π) and

π�

0

|g(r)(x)| dx ≤M
( ∞∑

n=1

|an|nr−1 +
∞∑

n=1

nrAn

)
.

Proof. We suppose that a0 = 0 and A0 = max(|a1|, A1). Applying the Abel transforma-
tion, we have

(3.6) g(x) =
∞∑

k=0

∆akDk(x), x ∈ (0, π].

Applying the inequality of Lemma 4.3(iii), we see that the series
∑∞
k=0∆akD

(r)
k (x) is

uniformly convergent on any compact subset of [ε, π], where ε > 0. Thus representation
(3.6) implies that

g(r)(x) =
∞∑

k=0

∆akD
(r)
k (x), x ∈ (0, π].

Then
π�

π/(m+1)

|g(r)(x)| dx =
π�

π/(m+1)

∣∣∣
∞∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx

≤
m∑

j=1

π/j�

π/(j+1)

∣∣∣
j−1∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx

+O
( m∑

j=1

π/j�

π/(j+1)

∣∣∣
∞∑

k=j

∆akD
(r)
k (x)

∣∣∣ dx
)
.
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Let

I1 =
m∑

j=1

π/j�

π/(j+1)

∣∣∣
j−1∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx, I2 =
m∑

j=1

π/j�

π/(j+1)

∣∣∣
∞∑

k=j

∆akD
(r)
k (x)

∣∣∣ dx.

Applying the well known expansion

ctg
(
x

2

)
=

2
x

+
∞∑

n=1

4x
x2 − 4n2π2

it is not difficult to prove the following estimate:
(

ctg
(
x

2

))(r)

=
2(−1)rr!
xr+1 +O(1), x ∈ (0, π].

Thus

D
(r)
n (x) =

(−1)r+1r!
xr+1 +O((n+ 1)r+1), x ∈ (0, π].

Hence,

I1 = r!
m∑

j=1

∣∣∣
j−1∑

k=0

∆ak

∣∣∣
π/j�

π/(j+1)

dx

xr+1 +O
( m∑

j=1

[ j−1∑

k=0

|∆ak|(k + 1)r+1
] π/j�

π/(j+1)

dx
)

= Or

( m∑

j=1

|aj |jr−1
)

+O

( m∑

j=1

j−1∑

k=0

(k + 1)r+1|∆ak|
j(j + 1)

)
,

where Or depends on r. But

m∑

j=1

j−1∑

k=0

(k + 1)r+1|∆ak|
j(j + 1)

=
m∑

j=1

1
j(j + 1)

j−1∑

k=0

(k + 1)r+1|∆ak|

≤
∞∑

k=0

(k + 1)r+1|∆ak|
∞∑

j=k+1

1
j(j + 1)

=
∞∑

k=0

(k + 1)r|∆ak|

= |∆a0|+
∞∑

k=1

(k + 1)r|∆ak| ≤ |a1|+ 2r
∞∑

k=1

kr|∆ak|

≤
∞∑

k=1

|∆ak|+ 2r
∞∑

k=1

krAk ≤ (1 + 2r)
∞∑

k=1

krAk.

Thus,
m∑

j=1

j−1∑

k=0

|∆ak|(k + 1)r+1

j(j + 1)
= Or

( ∞∑

k=1

krAk

)
,

where Or depends on r. Therefore,

I1 = Or

( m∑

j=1

|aj |jr−1
)

+Or

( ∞∑

k=1

krAk

)
,
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where Or depends on r. Applying the Abel transformation yields

∞∑

k=j

∆akD
(r)
k (x) =

∞∑

k=j

∆Ak

k∑

i=0

∆ai
Ai

D
(r)
i (x)−Aj

j−1∑

i=0

∆ai
Ai

D
(r)
i (x).

Let us estimate the second integral:

I2 ≤
m∑

j=1

[ ∞∑

k=j

(∆Ak)
π�

π/(j+1)

∣∣∣∣
k∑

i=0

∆ai
Ai

D
(r)
k (x)

∣∣∣∣+Aj

π/j�

π/(j+1)

∣∣∣∣
j−1∑

i=0

∆ai
Ai

D
(r)
i (x)

∣∣∣∣ dx
]
.

Applying Lemma 3.3, we have

(3.7) Jk =
π�

π/(j+1)

∣∣∣∣
k∑

i=0

|∆ai|
Ai

D
(r)
i (x)

∣∣∣∣ dx = Or((k + 1)r+1),

where Or depends on r. Then by Lemma 4.3(iii),

(3.8)
π/j�

π/(j+1)

∣∣∣∣
j−1∑

i=0

∆ai
Ai

D
(r)
i (x)

∣∣∣∣ dx

= O

( π/j�

π/(j+1)

jr
( j−1∑

i=0

|∆ai|
Ai

)
dx

x

)
+O

( j−1∑

i=0

|∆ai|
Ai

π/j�

π/(j+1)

dx

xr+1

)

= O(jr) +Or(jr) = Or(jr),

where Or depends on r.
However, by (3.7), (3.8), Lemma 1.10, we have

I2 ≤
∞∑

k=1

(∆Ak) Jk +Or

( ∞∑

j=1

jrAj

)

= Or(1)
∞∑

k=1

(∆Ak)(k + 1)r+1 +Or

( ∞∑

j=1

jrAj

)
= Or

( ∞∑

j=1

jrAj

)
.

Corollary 3.4. Let r ∈ N ∪ {0} and let the coefficients of the series g(x) satisfy the
condition =r. Then

π�

0

|g(r)(x)| dx = Or

( ∞∑

n=1

nrAn

)
,

where Or depends on r.

Proof. By the inequalities
m∑

n=1

|an|nr−1 ≤
∞∑

n=1

nr−1
∞∑

k=n

|∆ak| ≤
∞∑

n=1

nr−1
∞∑

k=n

Ak

=
∞∑

k=1

Ak

k∑

n=1

nr−1 ≤
∞∑

k=1

krAk,
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and by Theorem 3.10, we obtain
π�

π/(m+1)

|g(r)(x)| dx = Or

( ∞∑

n=1

nrAn

)
.

Letting m→∞ completes the proof.

Lemma 3.4. Let {αj}kj=0 be a sequence of real numbers. Then

Vk =
π�

π/(k+1)

∣∣∣∣
k∑

j=0

αj
(j + 1/2)v sin[(j + 1/2)x+ vπ/2]

(sin(x/2))r+1−v

∣∣∣∣ dx

= Op

(
(k + 1)1+α

[
(k + 1)p(r−α)−1

k∑

j=0

|αj |p
]1/p)

for v ∈ {0, 1, . . . , r}, α ≥ 0 and r ∈ {0, 1, . . . , [α]}, where Op depends only on p.

Proof. Applying Lemma 1.12, we get

Vk = Op

[
(k + 1)r+1

(
1

k + 1

k∑

j=0

|αj |p
)1/p]

= Op

(
(k + 1)1+α

[
(k + 1)p(r−α)−1

k∑

j=0

|αj |p
]1/p)

,

where Op depends only on p.

Lemma 3.5. Let 1 < p ≤ 2, α ≥ 0, r ∈ {0, 1, . . . , [α]}, and let the sequence {an} of real
numbers belong to the class Spαr. Then

π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = Op((k + 1)α+1),

where Op depends only on p.

Proof. We have
π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx =
π/(k+1)�

0

+
π�

π/(k+1)

= Ik + Jk.

Applying the inequality D(r)
n (x) = O(nr+1), we obtain

Ik ≤ γkr
k∑

j=0

|∆aj |
Aj

≤ γ(k + 1)r+1
(

1
k + 1

k∑

j=0

|∆aj |p
Apj

)1/p

= γ(k + 1)1+α
[
(k + 1)p(r−α)−1

k∑

j=0

|∆aj |p
Apj

]
= O((k + 1)α+1).

For the second integral we apply Lemmas 1.13 and 3.4 to get

Jk = Op((k + 1)1+α).

Thus, the inequality is satisfied.
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Lemma 3.6. Let 1 < p ≤ 2, α ≥ 0, r ∈ {0, 1, . . . , [α]} and {an} ∈ Spαr. Then

AN

π�

0

∣∣∣∣
N∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = o(1), N →∞.

Proof. Applying first Lemma 3.5, then Lemma 1.10, we obtain

AN

π�

0

∣∣∣∣
N∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx = Op(AN (N + 1)1+α) = o(1), N →∞.

Theorem 3.11 ([53]). Let 1 < p ≤ 2, α ≥ 0, r ∈ {0, 1, . . . , [α]}, and let the coefficients
of the series (C) belong to the class Spαr. Then the rth derivative of (C) is the Fourier
series of some f (r) ∈ L1(0, π) and

π�

0

|f (r)(x)| dx ≤Mp,α

∞∑

n=0

nαAn,

where Mp,α is a positive constant depending on p and α.

Proof. Since

n∑

k=1

kr|∆ak| =
n−1∑

k=1

(∆Ak)
k∑

j=1

|∆aj |
Aj

jr +An

n∑

j=1

|∆aj |
Aj

jr(4)

≤
n−1∑

k=1

(∆Ak)k1+α
[
kp(r−α)−1

k∑

j=1

|∆aj |p
Apj

]1/p

+ n1+αAn

[
np(r−α)−1

n∑

j=1

|∆aj |p
Apj

]

= O(1)
[ n−1∑

k=1

(∆Ak)k1+α + n1+αAn

]
= O

( n∑

k=1

kαAk

)
.

Applying the same estimates of the proof of Theorem 3.8, we obtain
n∑

k=1

|∆(krak)| ≤ Or
( n∑

k=1

kr−1|ak+1|
)

+O
( n∑

k=1

kr|∆ak|
)
.

But
n∑

k=1

kr−1|ak+1| ≤
n−1∑

k=1

|∆ak+1|kr +
∞∑

k=n+1

kr|∆ak|

implies that

n∑

k=1

|∆(krak)| ≤ Or
( n−1∑

k=1

|∆ak+1|kr
)

+Or

( ∞∑

k=n+1

kr|∆ak|
)

+O
( n∑

k=1

kr|∆ak|
)

= Or

( n∑

k=1

kαAk

)
+ o(1), n→∞.
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Thus
∞∑

k=1

|∆(krak)| ≤ Or
( ∞∑

k=1

kαAk

)
<∞, i.e. lim

n→∞
S(r)
n (x) = f (r)(x).

Since f (r)(x) =
∑∞

k=0∆akD
(r)
k (x), applying the Abel transformation and Lemmas 3.6

and 3.5 we obtain
π�

0

|f (r)(x)| dx =
π�

0

∣∣∣
∞∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx ≤ lim
N→∞

N−1∑

k=0

(∆Ak)
π�

0

∣∣∣∣
k∑

j=0

∆aj
Aj

D
(r)
j (x)

∣∣∣∣ dx

= Op(1) lim
N→∞

N−1∑

k=0

(∆Ak)(k + 1)α+1

= Op(1) lim
N→∞

{ N∑

k=0

[(k + 1)α+1 − kα+1]Ak − (N + 1)α+1An

}

= Op,α

( ∞∑

k=0

kαAk

)
.

Finally,
π�

0

|f (r)(x)| dx ≤Mp,α

∞∑

n=0

nαAn,

where Mp,α depends on p and α.

Theorem 3.12 ([53]). Let 1 < p ≤ 2, α ≥ 0, r ∈ {0, 1, . . . , [α]}, and let the coefficients
of the series (S) belong to the class Spαr. Then the rth derivative of (S) converges to a
function and

(∗)
π�

π/(m+1)

|g(r)(x)| dx ≤M
m∑

j=1

|aj |jr−1 +Op,α,r

( ∞∑

k=1

kαAk

)
,

for all m ∈ N, where 0 < M = M(r) <∞ and Op,α,r depends on p, r and α. Moreover ,
if
∑∞

n=1 n
r−1|an| <∞, then the rth derivative of (S) is the Fourier series of some g(r) ∈

L1(0, π) and

(∗∗)
π�

0

|g(r)(x)| dx = Or

( ∞∑

j=1

|aj |jr−1
)

+Op,α,r

( ∞∑

j=1

jαAj

)
,

Proof. We suppose that a0 = 0 and A0 = max(|a1|, A1). Applying Lemma 4.3(iii) and
the inequality (4) (proved in Th. 3.11):

n∑

k=1

kr|∆ak| = O
( n∑

k=1

kαAk

)
,

we see that the series
∑∞

k=0∆akD
(r)
k (x) is uniformly convergent on any compact subset

of [ε, π], where ε > 0. Thus representation (3.6) implies that

g(r)(x) =
∞∑

k=0

∆akD
(r)
k (x).
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Then
π�

π/(m+1)

|g(r)(x)| dx ≤
m∑

j=1

π/j�

π/(j+1)

∣∣∣
j−1∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx(3.9)

+O
( m∑

j=1

π/j�

π/(j+1)

∣∣∣
∞∑

k=j

∆akD
(r)
k (x)

∣∣∣ dx
)
.

Applying the same technique as in the proof of Theorem 3.10, we obtain

T =
m∑

j=1

π/j�

π/(j+1)

∣∣∣
j−1∑

k=0

∆akD
(r)
k (x)

∣∣∣ dx

= Or

( m∑

j=1

|aj |jr−1
)

+O
( ∞∑

k=0

(k + 1)r|∆ak|
)
.

Then
∞∑

k=0

(k + 1)r|∆ak| ≤ |a1|+ 2r
∞∑

k=1

kr|∆ak|

≤ (1 + 2r)
∞∑

k=1

kr|∆ak| = Or

( ∞∑

k=1

kαAk

)
,

i.e.

(3.10) T = Or

( m∑

j=1

|aj |jr−1
)

+Or

( ∞∑

k=1

kαAk

)
.

Let

U =
m∑

j=1

π/j�

π/(j+1)

∣∣∣
∞∑

k=j

∆akD
(r)
k (x)

∣∣∣ dx.

Applying the Abel transformation, we have

U ≤
m∑

j=1

[ ∞∑

k=j

(∆Ak) Jk +AjIj

]
,

where

Jk =
π�

π/(j+1)

∣∣∣∣
k∑

i=0

∆ai
Ai

D
(r)
i (x)

∣∣∣∣ dx, Ij =
π/j�

π/(j+1)

∣∣∣∣
j−1∑

i=0

∆ai
Ai

D
(r)
i (x)

∣∣∣∣ dx.

Applying the Hölder–Hausdorff–Young technique (see the proof of Lemma 3.5), we obtain
Jk = Op,r((k + 1)α+1), where Op,r depends on r and p. Then by Lemma 4(iii),

Ij = O

(
jr ln

(
1 +

1
j

)( j−1∑

i=0

|∆ai|
Ai

))
+O

( j−1∑

i=0

|∆ai|
Ai

π/j�

π/(j+1)

dx

xr+1

)

= O

(
jα
(
jp(r−α)−1

j−1∑

i=0

|∆ai|p
Api

)1/p)
+Or

(
jr−1

j−1∑

i=0

|∆ai|
Ai

)
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= O(jα) +Or

(
jα
(
jp(r−α)−1

j−1∑

i=0

|∆ai|p
Api

)1/p)

= O(jα) +Or(jα) = Or(jα).

Thus

U ≤ Op,r(1)
∞∑

k=1

(k + 1)α+1(∆Ak) +Or(1)
∞∑

j=1

jαAj(3.11)

= Op,α,r(1)
∞∑

k=1

kαAk +Or(1)
∞∑

j=1

jαAj

= Op,α,r

( ∞∑

k=1

kαAk

)
,

since nα+1An = o(1), n→∞.
Combining the inequalities (3.9), (3.10) and (3.11) yields the inequality (∗).
If
∑∞
n=1 n

r−1|an| <∞, then by letting m→∞ in inequality (∗), we find that the rth
derivative of the series (S) is the Fourier series of some g(r) ∈ L1(0, π) and the inequality
(∗∗) is satisfied.

Now we consider the case r = α = 0. Since Sp and Sp(δ), p > 1, are identical classes
of Fourier coefficients we obtain the following corollaries.

Corollary 3.5 ([49], [62]). Let 1 < p ≤ 2 and let the coefficients of the series (C) belong
to the class Sp(δ). Then (C) is the Fourier series of some f ∈ L1(0, π) and

π�

0

|f(x)| dx ≤Mp

( ∞∑

n=0

An +
∞∑

n=1

nδn

)
,

where Mp is a positive constant depending only on p.

Corollary 3.6 ([57]). Let 1 < p ≤ 2 and let the coefficients of the series (S) belong to
the class Sp(δ). Then the series converges to a function g(x) and

π�

π/(m+1)

|g(x)| dx ≤
m∑

n=1

|an|
n

+Op

( ∞∑

n=1

An +
∞∑

n=1

nδn

)

for m ∈ N, where Op depends only on p.

3.3. Necessary and sufficient conditions for L1-convergence of the rth deriva-
tive of Fourier series. Van and Telyakovskĭı [70] considered the following class of
sequences. A null sequence {ak} belongs to the class (BV )σr , r ∈ N ∪ {0}, σ ≥ 0, if∑∞
k=1 k

r|∆σak| <∞. In the same paper, they proved the following theorem.

Theorem 3.13 ([70]). Let %, σ ≥ 0. Then for all γ > σ we have the embedding

(BV )σ% ⊂ (BV )γ% .

For r = 0 and σ = m ∈ N ∪ {0} we have the well known class (BV )m.

Corollary 3.7. Let {an} ∈ (BV )σ for some σ ≥ 0 and an log n = o(1), n →∞. Then
‖Sn − f‖ = o(1), n→∞ iff {an} ∈ C.
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Proof. Let m be an integer such that m ≥ σ. Then by Theorem 3.13 (case % = 0), we
have {an} ∈ (BV )m. Applying Theorem 1.16 completes the proof.

If σ = 1, we define (BV )r = (BV )σr .
Van and Telyakovskĭı [70] by considering the complex form of trigonometric series

a0

2
+
∞∑

k=1

ake
ikx

proved the following theorem.

Theorem 3.14 ([70]). If r ∈ N∪ {0}, σ ≥ 0 and {an} ∈ (BV )σr , then the series (C) and
(S) have continuous derivatives of order r on (0, π].

Lemma 3.7 ([32]). ‖D(r)
n ‖1 = (4/π)nr log n+O(nr) for all r ∈ N ∪ {0}.

Next we shall give necessary and sufficient conditions for L1-convergence of the rth
derivative of the series (C).

Theorem 3.15 ([54]). Let r ∈ N ∪ {0}, {an} ∈ (BV )r, and ann
r log n = o(1), n → ∞.

Then ‖S(r)
n − f (r)‖ = o(1), n→∞ iff {an} ∈ Cr.

Proof. Since {an} ∈ (BV )r, the series
∑∞
k=0∆akD

(r)
k (x) is uniformly convergent on any

segment [ξ, π] where ξ > 0. Thus, f (r)(x) =
∑∞
k=0∆akD

(r)
k (x).

For the “if” part let ε > 0. Then there exists δ > 0 such that
δ�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ < ε

3
for all n.

Then
π�

0

|f (r)(x)− S(r)
n (x)| dx =

π�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)− an+1D

(r)
n (x)

∣∣∣ dx

≤
π�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx+ |an+1|
π�

0

|D(r)
n (x)| dx

=
( δ�

0

+
π�

δ

)∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx+ |an+1| ‖D(r)
n ‖

<
ε

3
+
π�

δ

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx+
ε

3
.

Applying the estimate for the rth derivative of the Dirichlet kernel (see [32]), we obtain
π�

δ

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx = O
( ∞∑

k=n

kr|∆ak|
)
.

Hence,
π�

δ

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx < ε

3
.

Thus for sufficiently large n, ‖S(r)
n − f (r)‖ < ε.
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For the “only if ” part let ε > 0. Then there exists an integer N such that
π�

0

|f (r) − S(r)
n | dx <

ε

4
if n ≥ N.

That is,
π�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)− an+1D

(r)
n (x)

∣∣∣ dx < ε

4
if n ≥ N.

Since annr log n→ 0, by Lemma 3.7 there exists an integer M such that
π�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx < ε

2
if n ≥M.

Now if
∑M

k=0 k
r|∆ak| = 0, then for n < M ,
π�

0

∣∣∣
∞∑

k=n

∆akD
(r)
k (x)

∣∣∣ dx =
π�

0

∣∣∣
∞∑

k=M+1

∆akD
(r)
k (x)

∣∣∣ dx < ε

2
< ε.

If
∑M
k=0 k

r|∆ak| 6= 0, let

δ =
ε

2M
∑M

k=0 k
r|∆ak|

.

For n ≥M , we have
δ�

0

∣∣∣
∞∑

k=n+1

∆akD
(r)
k (x)

∣∣∣ dx ≤
π�

0

∣∣∣
∞∑

k=n+1

∆akD
(r)
k (x)

∣∣∣ dx < ε

2
< ε.

For 0 ≤ n < M , we get
δ�

0

∣∣∣
∞∑

k=n+1

∆akD
(r)
k (x)

∣∣∣ dx ≤
δ�

0

∣∣∣
M∑

k=n+1

∆akD
(r)
k (x)

∣∣∣ dx+
δ�

0

∣∣∣
∞∑

k=M+1

∆akD
(r)
k (x)

∣∣∣ dx

≤
δ�

0

( M∑

k=n+1

kr+1|∆ak|
)
dx+

π�

0

∣∣∣
∞∑

k=M+1

∆akD
(r)
k (x)

∣∣∣ dx

< δM

M∑

k=0

kr|∆ak|+
ε

2
=
ε

2
+
ε

2
= ε.

Finally, {an} ∈ Cr.
This is an extension theorem of the Garrett–Stanojević Theorem 1.12. Applying The-

orem 1.29 and this theorem we obtain

Corollary 3.8. Let r ∈ N ∪ {0} and {an} ∈ =r. Then ‖S(r)
n − f (r)‖ = o(1), n→∞ iff

ann
r log n = o(1), n→∞.

On the other hand by Theorem 1.31, we get Spr ⊂ (BV )r ∩Cr for any 1 < p ≤ 2 and
r ∈ N ∪ {0}. Again, applying the Theorem 3.15, we obtain:

Corollary 3.9. Let 1 < p ≤ 2 and r ∈ N∪{0}. If {an} ∈ Spr, then ‖S(r)
n −f (r)‖ = o(1),

n→∞ iff ann
r log n = o(1), n→∞.
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Now using Lemmas 3.5, 3.6 and applying the same technique as in the proof of The-
orem 1.31, we obtain

Theorem 3.16 ([64]). For any 1 < p ≤ 2, α ≥ 0 and r ∈ {0, 1, . . . , [α]} we have the
embeddings

Spαr ⊂ (BV )r ∩ Cr ⊂ BV ∩ Cr.
Combining this with Theorem 3.15 we obtain

Theorem 3.17. Let 1 < p ≤ 2, α ≥ 0 and r ∈ {0, 1, . . . , [α]}. If {an} ∈ Spαr, then
‖S(r)

n − f (r)‖ = o(1), n→∞ iff ann
r log n = o(1), n→∞.

Remark 3.4. This theorem was obtained by Sheng [32], but we have given a new proof.

Denote by Im the dyadic interval [2m−1, 2m) for m ≥ 1. A null sequence {an} belongs
to the class Fpr, p > 1, r ∈ N ∪ {0}, if

∞∑

m=1

2m(1/q+r)
( ∑

k∈Im
|∆ak|p

)1/p
<∞, where

1
p

+
1
q

= 1.

It is obvious that for r = 0, we obtain the Fomin class Fp.

Theorem 3.18. For any p > 1, α ≥ 0 and r ∈ {0, 1, . . . , [α]} we have the embedding
Spαr ⊂ Fpr.
Proof. From the condition

1
np(α−r)+1

n∑

k=1

|∆ak|p
Apk

= O(1)

and the monotonicity of {Ak}, we obtain
( ∑

k∈Im
|∆ak|p

)1/p
≤ 2(m−1)/p

(
1

2m−1

∑

k∈Im

|∆ak|p
Apk

)1/p

A2m−1

≤ K · 2m/p2m(α−r)A2m−1 ,

where K is an absolute constant. Hence,
∞∑

m=1

2m(1/q+r)
( ∑

k∈Im
|∆ak|p

)1/p
≤ K

∞∑

m=1

2m(1/p+1/q)2mαA2m−1

= K
∞∑

m=1

2m(1+α)A2m−1

= K · 21+α
∞∑

m=1

2(m−1)(1+α)A2m−1 <∞.

Theorem 3.19. Let 1 < p ≤ 2 and r ∈ N∪{0}. If {an} ∈ Fpr, then ‖S(r)
n − f (r)‖ = o(1)

iff ann
r log n = o(1), n→∞.

Proof. Using the Abel transformation we obtain

S(r)
n (x) =

n∑

k=0

∆akD
(r)
k (x) + an+1D

(r)
n (x).
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Since
∞∑

k=1

|∆akD(r)
k (x)| ≤ lim

n→∞
M

x

n∑

k=1

kr|∆ak|

= lim
n→∞

M

x

m∑

j=1

( 2j−1∑

k=2j−1

kr|∆ak|
)

(for n = 2m − 1 and M > 0)

≤ lim
n→∞

M

x

m∑

j=1

2j(1/q+r)
(∑

k∈Ij
|∆ak|p

)1/p
<∞

and

|an+1D
(r)
n (x)| ≤M |an+1|

nr

x
≤ M

x

∞∑

k=n+1

kr|∆ak| → 0, n→∞,

we get

lim
n→∞

S(r)
n (x) = f (r)(x) =

∞∑

k=0

∆akD
(r)
k (x).

This implies that

‖f (r) − g(r)
n ‖ =

∥∥∥
∞∑

k=n+1

∆akD
(r)
k (x)

∥∥∥.

By Lemma 1.9, we obtain

‖f (r) − g(r)
n ‖ ≤ Ap

∞∑

m=j

2m(1/q+r)
(∑

k∈Ij
|∆ak|p

)1/p
= o(1), n→∞,

by the hypothesis of the theorem; here j = j(n) denotes the integer for which 2j−1 ≤
n ≤ 2j . Since g(r)

n is a polynomial, it follows that f (r) ∈ L1.
Since

| ‖f (r) − S(r)
n ‖ − ‖an+1D

(r)
n ‖ | ≤ ‖f (r) − g(r)

n ‖ = o(1), n→∞,
by Lemma 3.7, we obtain ‖S(r)

n − f (r)‖ = o(1), n→∞ iff an+1n
r log n = o(1), n→∞.

Similarly, we can get an analogous theorem for sine series (S).

Theorem 3.20. Let 1 < p ≤ 2, r ∈ N ∪ {0} and {an} ∈ Fpr. If
∑∞
n=1 n

r−1|an| < ∞
then the rth derivative of the series (S) is the Fourier series of some g(r) ∈ L1 and
‖S̃(r)

n − g(r)‖ = o(1), n→∞ iff an+1n
r log n = o(1), n→∞.

IV. Convergence and integrability of the rth derivative of
complex trigonometric series

4.1. On a theorem of Bhatia and Ram. Let {ck : k = 0,±1,±2, . . .} be a sequence
of complex numbers and denote the partial sums of the complex trigonometric series∑∞
k=−∞ cke

ikt by

(4.1) Sn(c, t) =
n∑

k=−n
cke

ikt, t ∈ T = R/2πZ.
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If the trigonometric series is the Fourier series of some f ∈ L1, we shall write cn = f̂(n)
for all n and Sn(c, t) = Sn(f, t) = Sn(f).

Bhatia and Ram [3] introduced the following class <∗ of complex sequences: a null
sequence {cn} of complex numbers belongs to <∗ if

∞∑

k=1

∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣k log k <∞,
∞∑

k=1

k2

∣∣∣∣∆2
(
ck
k

)∣∣∣∣ <∞.

Let

En(t) =
1
2

+
n∑

k=1

eikt, E−n(t) =
1
2

+
n∑

k=1

e−ikt.

Then the rth derivatives D(r)
n (t) and D̃

(r)
n (t) can be written as

(4.2)
2D(r)

n (t) = E(r)
n (t) + E

(r)
−n(t),

2iD̃(r)
n (t) = E(r)

n (t)− E(r)
−n(t),

where E(r)
n (t) denotes the rth derivative of En(t).

Bhatia and Ram [3] introduced the following modified sums:

gn(c, t) = Sn(c, t) +
i

n+ 1
[cn+1E

′
n(t)− c−(n+1)E

′
−n(t)]

and proved the following result.

Theorem 4.1 ([3]). Let {cn} ∈ <∗. Then there exists f(t) such that

(i) limn→∞gn(c, t) = f(t) for all 0 < |t| ≤ π.
(ii) f(t) ∈ L1(T ) and ‖gn(c, t)− f(t)‖1 = o(1), n→∞.

(iii) ‖Sn(f, t)− f(t)‖1 = o(1) iff f̂(n) log |n| = o(1), |n| → ∞.

Now we define a new class <∗(r), r ∈ N∪ {0}, of complex sequences as follows: a null
sequence {ck} of complex numbers belongs to the class <∗(r) if

∞∑

k=1

∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣kr+1 log k <∞,
∞∑

k=1

kr+2

∣∣∣∣∆2
(
ck
k

)∣∣∣∣ <∞.

We write <∗(0) = <∗.
Č. V. Stanojević and V. B. Stanojević [38] introduced the following modified complex

trigonometric sums:

Un(c, t) = Sn(c, t)− (cnEn(t) + c−nE−n(t)).

The complex form of the rth derivative of these sums, obtained by Sheng [32], is

U (r)
n (c, t) = S(r)

n (c, t)− (cnE(r)
n (t) + c−nE

(r)
−n(t)).

Ram and Kumari [30] introduced another set of modified cosine and sine sums

fn(x) =
a0

2
+

n∑

k=1

n∑

j=k

∆

(
aj
j

)
k cos kx,

hn(x) =
n∑

k=1

n∑

j=k

∆

(
aj
j

)
k sin kx.
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The complex form of the rth derivative of these modified sums is

G(r)
n (c, t) = S(r)

n (c, t) +
i

n+ 1
[cn+1E

(r+1)
n (t)− c−(n+1)E

(r+1)
−n (t)].

Remark 4.1. If |n|rcn → 0, |n| → ∞, then ‖G(r)
n − U (r)

n ‖ → 0. Observe that by partial
summation, we have

E(r+1)
n (t) = −i

n∑

k=1

E
(r)
k (t) + i(n+ 1)E(r)

n (t)

and similarly for E(r+1)
−n (t). Then by the formulae

U
(r)
n+1(c, t) = S(r)

n (c, t)− cn+1E
(r)
n (t)− c−(n+1)E

(r)
−n(t)

we obtain

U
(r)
n+1(c, t)−G(r)

n (c, t) = −cn+1
1

n+ 1

n∑

k=1

E
(r)
k (t)− c−(n+1)

1
n+ 1

n∑

k=1

E
(r)
−k(t).

Then by the well known properties of Fejér kernels, it follows that

‖G(r)
n − U (r)

n ‖ → 0, n→∞.
Using the modified complex sums G(r)

n we shall prove the following theorem:

Theorem 4.2. Let r ∈ N ∪ {0} and {cn} ∈ <∗(r). Then

(i) limn→∞G
(r)
n (c, t) = f (r)(t) for all 0 < |t| ≤ π.

(ii) f (r) ∈ L1(T ) and ‖G(r)
n (c, t)− f (r)(t)‖1 = o(1), n→∞.

(iii) ‖S(r)
n (f, t)− f (r)(t)‖1 = o(1), n→∞ iff |n|rf̂(n) log |n| = o(1), |n| → ∞.

Lemma 4.1. ‖D̃(r)
n ‖1 = O(nr log n) for all r ∈ N ∪ {0}.

Lemma 4.2 ([32]). For each nonnegative integer n and each complex sequence {cn},
‖cnE(r)

n + c−nE
(r)
−n‖1 = o(1), |n| → ∞ iff |n|rcn log |n| = o(1), |n| → ∞.

We note that for r = 0 this lemma was obtained by Bray and Stanojević in [9].

Lemma 4.3 ([55]). Let r be a nonnegative integer. Then for all 0 < |t| ≤ π and all n ≥ 1
the following estimates hold :

(i) |E(r)
−n(t)| ≤ 4nrπ/|t|.

(ii) |D̃(r)
n (t)| ≤ 4nrπ/|t|.

(iii) |D(r)
n (t)| ≤ 4nrπ/|t|+O(1/|t|r+1).

Proof. (i) The case r = 0 is trivial. Indeed, since En(t) = Dn(t) + iD̃n(t), we have

|En(t)| ≤ |Dn(t)|+ |D̃n(t)| ≤ π

2|t| +
π

|t| =
3π
2|t| <

4π
|t| ,

|E−n(t)| = |En(−t)| < 4π
|t| .

Let r ≥ 1. Applying the Abel transformation, we have

E(r)
n (t) = ir

n∑

k=1

kreikt = ir
[ n−1∑

k=1

∆(kr)
(
Ek(t)− 1

2

)
+ nr

(
En(t)− 1

2

)]
,
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and so

|E(r)
n (t)| ≤

n−1∑

k=1

[(k + 1)r − kr]
(

1
2

+ |Ek(t)|
)

+ nr
(
|En(t)|+ 1

2

)
(4.3)

≤
(
π

2|t| +
3π
2|t|

){ n−1∑

k=1

[(k + 1)r − kr] + nr
}

=
4πnr

|t| .

Since E(r)
−n(t) = E

(r)
n (−t), we obtain |E(r)

−n(t)| ≤ 4πnr/|t|.
(ii) Applying (i) and (4.2) we obtain

|D̃(r)
n (t)| = |iD̃(r)

n (t)| ≤ 1
2
|E(r)
n (t)|+ 1

2
|E(r)
−n(t)| ≤ 4nrπ

|t| .

(iii) We note that |(ctg(t/2))(r)| = O(1/|t|r+1). Applying (ii), we obtain

|D(r)
n (t)| ≤ |D̃(r)

n (t)|+ 1
2

∣∣∣∣
(

ctg
t

2

)(r)∣∣∣∣ ≤
4nrπ
|t| +O

(
1
|t|r+1

)
.

Lemma 4.4 ([3]). ‖K̃ ′n(t)‖1 = O(n).

Lemma 4.5. ‖K̃(r)
n ‖1 = O(nr) for all r ∈ N ∪ {0}.

Proof. Since

K̃n(x) =
n∑

k=1

n+ 1− k
n+ 1

sin kx,

we see that

Tn(x) = K̃ ′n(x) =
n∑

k=1

k(n+ 1− k)
n+ 1

cos kx

is a cosine trigonometric polynomial of order n. Applying first the Bernstein inequality,
and then Lemma 4.4, yields

‖K̃(r)
n ‖1 = ‖T (r−1)

n ‖1 ≤ nr−1‖Tn‖1 = O(nr).

Proof of Theorem 4.2. Applying the Abel transformation, we have

G(r)
n (c, t) = S(r)

n (c, t) +
i

n+ 1
[cn+1E

(r+1)
n (t)− c−(n+1)E

(r+1)
−n (t)]

= 2
n∑

k=1

∆

(
ck
k

)
D̃

(r+1)
k (t) +

n∑

k=1

∆

(
c−k − ck

k

)
iE

(r+1)
−k (t).

By Lemma 4.3, we get
∞∑

k=1

∣∣∣∣∆
(
ck
k

)
D̃

(r+1)
k

∣∣∣∣ ≤
4π
|t|

∞∑

k=1

kr+1

∣∣∣∣∆
(
ck
k

)∣∣∣∣ ≤
4π
|t|

{ ∞∑

k=1

∞∑

j=k

kr+1

∣∣∣∣∆2
(
cj
j

)∣∣∣∣
}

=
4π
|t|

{ ∞∑

j=1

( j∑

k=1

kr+1
)∣∣∣∣∆2

(
cj
j

)∣∣∣∣
}

= O

(
1
|t|
∞∑

j=1

jr+2

∣∣∣∣∆2
(
cj
j

)∣∣∣∣
)
<∞
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and
∞∑

k=3

∣∣∣∣∆
(
c−k − ck

k

)
E

(r+1)
−k (t)

∣∣∣∣ ≤
4π
|t|

{ ∞∑

k=3

kr+1

∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣
}

= O

(
1
|t|

∞∑

k=3

kr+1 log k
∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣
)
<∞.

Consequently,

f (r)(t) = 2
∞∑

k=1

∆

(
ck
k

)
D̃

(r+1)
k (t) +

∞∑

k=1

∆

(
c−k − ck

k

)
iE

(r+1)
−k (t)

exists and thus (i) follows.
Now, for t 6= 0, we have

f (r)(t)−G(r)
n (c, t) = 2

∞∑

k=n+1

∆

(
ck
k

)
D̃

(r+1)
k (t) + i

∞∑

k=n+1

∆

(
c−k − ck

k

)
E

(r+1)
−k (t)

= 2
∞∑

k=n+1

(k + 1)∆2
(
ck
k

)
K̃

(r+1)
k (t)− 2(n+ 1)∆

(
cn+1

n+ 1

)
K̃

(r+1)
n+1 (t)

+ i

∞∑

k=n+1

∆

(
c−k − ck

k

)
E

(r+1)
−k (t).

Then

‖f (r)(t)−G(r)
n (c, t)‖1 ≤ 2

∞∑

k=n+1

(k + 1)
∣∣∣∣∆2

(
ck
k

)∣∣∣∣
π�

−π
|K̃(r+1)

k (t)| dt

+ 2(n+ 1)
∣∣∣∣∆
(
cn+1

n+ 1

)∣∣∣∣
π�

−π
|K̃(r+1)

n+1 (t)| dt+
∞∑

k=n+1

∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣
π�

−π
|E(r+1)
−k (t)| dt.

Applying Lemmas 4.5, 3,7 and 4.1, we have

‖f (r)(t)−G(r)
n (c, t)‖1 = O

( ∞∑

k=n+1

(k + 1)r+2

∣∣∣∣∆2
(
ck
k

)∣∣∣∣
)

+O

(
(n+ 1)r+2

∣∣∣∣∆
(
cn+1

n+ 1

)∣∣∣∣
)

+O

( ∞∑

k=n+1

∣∣∣∣∆
(
c−k − ck

k

)∣∣∣∣kr+1 log k
)
.

But
∣∣∣∣∆
(
cn+1

n+ 1

)∣∣∣∣ =
∣∣∣∣
∞∑

k=n+1

∆2
(
ck
k

)∣∣∣∣ ≤
∞∑

k=n+1

kr+2

kr+2

∣∣∣∣∆2
(
ck
k

)∣∣∣∣

≤ 1
(n+ 1)r+2

∞∑

k=n+1

kr+2

∣∣∣∣∆2
(
ck
k

)∣∣∣∣ = o

(
1

(n+ 1)r+2

)
, n→∞.

Hence, ‖f (r)(t) − G(r)
n (c, t)‖1 = o(1), n → ∞ by the hypothesis of the theorem. Since

G
(r)
n (c, t) is a polynomial, it follows that f (r) ∈ L1(T ).



Convergence and integrability of trigonometric series 59

The proof of (iii) follows from the estimate∣∣∣∣ ‖f (r) − S(r)
n (f)‖1 −

∥∥∥∥
i

n+ 1
(f̂(n+ 1)E(r+1)

n − f̂(−(n+ 1))E(r+1)
−n )

∥∥∥∥
1

∣∣∣∣

≤ ‖f (r) −G(r)
n (c, t)‖1 = o(1), n→∞,

and from Lemma 4.2.

Considering the sums U (r)
n instead of G(r)

n and in view of Remark 4.1, statement (ii)
in Theorem 4.2 can be replaced by:

(ii′) f (r) ∈ L1(T ) and ‖U (r)
n (c, t)− f (r)(t)‖1 = o(1), n→∞.

Thus we have the following result:

Theorem 4.3. Under the hypothesis of Theorem 4.2, statements (i), (ii′) and (iii) hold.

4.2. On a theorem of P. L. Ul’yanov. The function ϕ(x) is called A-integrable on
[a, b] if

a) mE{|ϕ(x)| > n} = o(1/n),
b) the limit limn→∞ � ba[ϕ(x)]n dx = I exists, where

[ϕ(x)]n =




n if ϕ(x) > n,
ϕ(x) if |ϕ(x)| ≤ n,
−n if ϕ(x) < −n.

The number I is called the A-integral of ϕ on [a, b].
As an application of A-integrals, P. L. Ul’yanov [68] obtained an interesting result

concerning the integrability of |f |p and |g|p, for any 0 < p < 1, where

f(x) =
∞∑

k=1

ak cos kx, g(x) =
∞∑

k=1

ak sin kx,

and {an} is a null sequence of bounded variation:

Theorem 4.4 ([68]). Let {an} ∈ BV . Then for any 0 < p < 1,

(4.4) lim
n→∞

π�

−π
|f(x)− Sn(x)|p dx = 0, lim

n→∞

π�

−π
|g(x)− S̃n(x)|p dx = 0.

It is obvious that the assertion of this theorem holds when the coefficients {an} belong
to the classes S, Fq, Sq, Sqα (case r = 0) for some q > 1, α ≥ 0.

Next, we shall define a new Lp-integrability class (0 < p < 1) as follows. A null
sequence {an} belongs to the class Hqα, 0 < q ≤ 1, α ≥ 0, if there exists a decreasing
sequence {Ak} such that

∞∑

k=1

kαAk <∞,
1

nqα+q

n∑

k=1

|∆ak|q
Aqk

= O(1).

Theorem 4.5. For any 0 < q ≤ 1 and any α ≥ 0 the class Hqα is a subclass of BV .

Proof. Applying the Abel transformation and the well known inequality

(4.5)
(∑

bi

)q
≤
∑

bqi for bi ≥ 0 and 0 < q ≤ 1,
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we obtain
n∑

k=1

|∆ak| =
n−1∑

k=1

kα+1(∆Ak)
(

1
kα+1

k∑

j=1

|∆aj |
Aj

)
+ nα+1An

(
1

nα+1

n∑

j=1

|∆aj |
Aj

)

≤
n−1∑

k=1

kα+1(∆Ak)
(

1
kqα+q

k∑

j=1

|∆aj |q
Aqj

)1/q

+ nα+1An

(
1

nqα+q

n∑

j=1

|∆aj |q
Aqj

)1/q

= Oq(1)
[ n−1∑

k=1

kα+1(∆Ak) + nα+1An

]
.

Now, letting n→∞ and applying Lemmas 1.10 and 1.11, we obtain {an} ∈ BV .

Combining this theorem and Theorem 4.5, we obtain

Corollary 4.1. Let {an} ∈ Hqα for some 0 < q ≤ 1 and α ≥ 0. Then for any 0 < p < 1,
the limits (4.4) hold.

In this section, I shall prove a version of Ul’yanov’s theorem and extend it to the rth
derivative of the complex series

∑

|n|<∞
cne

int, t ∈ T,

where {cn} is a null sequence of complex numbers such that for some r ∈ N ∪ {0},
(4.6)

∑

|k|<∞
kr|∆ck| <∞.

The class of null sequences of complex numbers such that (4.6) holds is denoted by
(BV )∗r . For r = 0, we have (BV )∗ = (BV )∗r , i.e. it is the class of null sequences of
complex numbers of bounded variation.

Theorem 4.6. Let r ∈ N ∪ {0} and {cn} ∈ (BV )∗r. Then the pointwise limit f (r) of the
rth derivative of the sums (4.1) exists in T \ {0} and for any 0 < p < 1,

(4.7) lim
n→∞

π�

−π
|f (r)(t)− S(r)

n (t)|p dt = 0.

Proof. If t 6= 0, we obtain
n∑

k=0

ck(eikt)(r) =
n−1∑

k=1

∆ckE
(r)
k (t) + cnE

(r)
n (t).

Applying (4.3) and

cnn
r ≤

∞∑

k=n

kr|∆ck| → 0, n→∞,

we see that
∑∞

k=0 ck(eikt)(r) exists a.e. Similarly
∑−1
k=−∞ ck(eikt)(r) converges a.e. and

hence limn→∞S
(r)
n (t) = f (r)(t) exists in T \ {0}. It is obvious that for t 6= 0,

f(t)− Sn(t) =
∑

|j|≥n+1

∆cjEj(t).
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By (4.3) the series
∑
|j|≥n+1 ∆cjE

(r)
j (t) is uniformly convergent on any compact subset

of T \ {0}. Consequently,

f (r)(t)− S(r)
n (t) =

∑

|j|≥n+1

∆cjE
(r)
j (t).

Finally, we obtain
π�

−π
|f (r)(t)− S(r)

n (t)|p dt =
π�

−π

∣∣∣
∑

|j|≥n+1

∆cjE
(r)
j (t)

∣∣∣
p

dt

= O
(( ∑

|j|≥n+1

jr|∆cj |
)p) π�

−π

dt

|t|p → 0, n→∞.

Let us replace the conditions =r, Spr, Fpr, Spαr by the conditions =∗r , S∗pr, F ∗pr, S∗pαr
when the coefficients are sequences of complex numbers. It is obvious that =∗r ⊂ (BV )∗r ,
S∗pr ⊂ (BV )∗r , F

∗
pr ⊂ (BV )∗r , S

∗
pαr ⊂ (BV )∗r . Applying these inclusions we obtain the

following corollaries of Theorem 4.6.

Corollary 4.2. Let r ∈ N ∪ {0} and {cn} ∈ =∗r. Then the pointwise limit f (r) of the
rth derivative of the sums (4.1) exists in T \ {0} and for any 0 < p < 1, the limit (4.7)
holds.

Corollary 4.3. Let q > 1, r ∈ N ∪ {0} and {cn} ∈ S∗qr. Then the pointwise limit f (r)

of the rth derivative of the sums (4.1) exists in T \ {0} and for any 0 < p < 1, the limit
(4.7) holds.

Corollary 4.4. Let q > 1, r ∈ N ∪ {0} and {cn} ∈ F ∗qr. Then the pointwise limit f (r)

of the rth derivative of the sums (4.1) exists in T \ {0} and for any 0 < p < 1, the limit
(4.7) holds.

Corollary 4.5. Let q > 1, α ≥ 0, r ∈ {0, 1, . . . , [α]} and {cn} ∈ S∗qαr. Then the
pointwise limit f (r) of the rth derivative of the sums (4.1) exists in T \ {0} and for any
0 < p < 1, the limit (4.7) holds.

Now, we shall define a new subclass of (BV )∗r . Namely, a null sequence {ck} of complex
numbers belongs to the class H∗qαr, 0 < q ≤ 1, α ≥ 0, r ∈ {0, 1, . . . , [α]}, if there exists a
decreasing sequence {Ak} such that

∑∞
k=1 k

αAk <∞ and

1
nq(α−r)+q

n∑

k=1

|∆ck|q
Aqk

= O(1).

Theorem 4.7. For any 0 < q ≤ 1, α ≥ 0 and r ∈ {0, 1, . . . , [α]} we have the embedding
H∗qαr ⊆ (BV )∗r.

Proof. Let {cn} ∈ H∗qαr. Applying the Abel transformation and (4.5), we obtain

n∑

k=1

kr|∆ck| =
n−1∑

k=1

kα+1(∆Ak)
(

1
kα+1

k∑

j=1

jr
|∆cj |
Aj

)
+ nα+1An

(
1

nα+1

n∑

j=1

jr
|∆cj |
Aj

)

≤
n−1∑

k=1

kα+1(∆Ak)
(

1
kα−r+1

k∑

j=1

|∆cj |
Aj

)
+ nα+1An

(
1

nα−r+1

n∑

j=1

|∆cj |
Aj

)
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≤
n−1∑

k=1

kα+1(∆Ak)
(

1
kq(α−r)+q

k∑

j=1

|∆cj |q
Aqj

)1/q

+ nα+1An

(
1

nq(α−r)+q

n∑

j=1

|∆cj |q
Aqj

)1/q

=Oq(1)
[ n−1∑

k=1

kα+1(∆Ak) + nα+1An

]
.

Letting n→∞, and applying Lemmas 1.10 and 1.11, we obtain {cn} ∈ (BV )∗r .

Corollary 4.6. Let 0 < q ≤ 1, α ≥ 0, r ∈ {0, 1, . . . , [α]} and {cn} ∈ H∗qαr. Then the
pointwise limit f (r) of the rth derivative of the sums (4.1) exists in T \ {0} and for any
0 < p < 1, the limit (4.7) holds.
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[6] H. Bor, On integrability of Rees–Stanojević sums, Bull. Inst. Math. Acad. Sinica 13 (1985),

357–361.
[7] —, Integrability of Rees–Stanojević sums, Tamkang J. Math. 15 (1984), 157–160.
[8] L. S. Bosanquet, Note on convergence and summability factors (III ), Proc. London Math.

Soc. 50 (1949), 482–496.
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