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ON NUMERICAL EVALUATION OF THE MAXIMUM
OF A FUNCTION

In many practical applications functions are given only by the table
of their numerical values (the finite-difference method of solution of
differential equations, experimental data and so on). The aim of the
Present paper is to give some formulae for evaluating the maximum or
minimum and the inflection point of such a function of one real variable;
this problem is very important since extreme values are often uged for
further applications. A numerical determination of the maximum is
lecessary for the technique of some types of approximation (W. Walter
[6], M. Zyezkowski [7]). The method may be useful also for functions
given explicitly but by such complicated formulae that analytical in-
vestigation is practically impossible.

The paper deals only with the derivation of the approximate formulae
and no estimation of error will be given, but accuracy will be illustrated
by some numerical examples.

Denote the required extreme value of the funection f(x) by f» and
the corresponding point « by z. At first we derive an analytical formula
OXpressing f,, by means of the values of the function and its derivatives
at an arbitrary point which is assumed to lie near 7. This arbitrarily chosen
Point will be denoted by # = 0 without loss of generality. Assume that
bhe function is regular and can be expanded in a Maclaurin series

(1) f(@) =f(0)+f (0)e45f (0) a2 +1f" (0)a®+...,

And the point z lies inside the radius of convergence of this series. In
wWhat follows the values of the function and its derivatives at # — 0 will
be denoted by £, f', ”, ..., without argument or index. The first deriva.
bive f'(x) is determined by the series

@ F(@) = +f o3 a0

The equation determining z is of the form f'(x) = 0. It may be solve'd'_
by means of REuler's method ([3]). Namely we invert the series (2) with
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respect to the variable v = f'(#)—f' (the coefficients being determined
by the formulae of Van Orstrand, [5]) and put f'(x) = 0 getting

T 1(_3f"’2 _f_lj) g

B F=-

f” 2fu3 6 fr 5 fud.
1 (15frn3 10fm IV + 3 f’4
24 fll7 fuﬁ fll5 b

The convergence of the series (3) depends mainly on the second derivative
f"" and deteriorates with the decrease of the absolute value of this derivat-
ive. As a rule, however, the second derivative is sufficiently large in the
neighbourhood of the maximum or the minimum. Several error estima-
tions are given in [3]. After the substitution of (3) into (1) we determine
the required extreme value f(Z) == f,, by the formula

. 1 2 fur 3 1 3fu;2 fIV' 4
4) fm=f— 2f”f —Gf,,af _2—4'(_},,_5—?,7.‘)f -
1 15fH13 lofrn vV fV 5
a 120 ( fu7 - fr:6 + fns) T

Practically no shifting of the axis x is necessary for using this formula.
Such a shifting must be carried out when (3) is used.

The degree of convergence of the series obtained will be illustrated
by the following example. Determine the maximum of the function f(x)
= ginz assuming the values of the function and their derivatives at the
point # = arccos0,1 = 84°15'39”" to be known. Namely we have f
= 0,994988, f' = 0,1, f’' = —0,994988, "’ = —0,1 and so on. The
numerical calculations are as follows:

fm = 0,994988
+0,005025

1,000013
—0,000017

0,999996
+0,000004

1,000000;

thus four terms of the series ensure the accuracy of six decimal places.
The withdrawal of the “starting point” from % causes, of course, the con-
vergence to deteriorate; taking the values at z = 60° = /3 as known,
we obtain from the first four terms of (4) f,, = 1,00235 with an error
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of 0,24 per cent — but for many applications even this error may be
treated as negligible.

Now we pass to finite differences. Formulae for derivatives in terms
of finite differences may be found in many text-books and monographs,
but probably the most complete and eonvenient ones are given in a book
by Sh. B. Mikeladze ([4], p. 276). We find there the expressions for the
derivatives of the first, second, ete. up to the tenth order in terms of
differences up to the eleventh or to the twelfth inclusive. Namely we have

W' = pdf—zudf+ gudf— gy udf+...,
W = 8 — 0%+ 50—y

5 r1r

®) T S RESE | S
P = 8 —2 8% ...,

------------------------

where d8f, 62f, 6%f... denote the successive differences (the odd ones taken
Inside the interval, the even ones — at the pivotal points), x is the aver-
aging operator, namely

of i+ of 4

3 P
(6) pof = B ’

and kb is the distance between the pivotal points (interval); this distance
is without special meaning inasmuch as after substitution into (4) it is
Simply cancelled.

The substitution of (5) into (4) yields the required general formula,
expressing the maximum or the minimum of the function, f,, by its finite
differences, i. e. by the values at some equally spaced points:

(pof—gudf+...)} (w8 —...)(pof—gpubf+...)°
2(8%f — 5 0% +...) 6(8% — 5 &' +...)°

B S (8 — 8 N+ ) (wof — T+
24 (8% — 5 8% +...)°

(7) fm =f—

An especially simple formula will be obtained for the approximation
of the function f(x) by the parabola of the second degree. Into (7) we
Substitute 8%f = é%f = ... = 0, getting the formula in the closed form

(!“Sf)2 =f N (f1"“‘f—1)2
28 0 8(foi—2fet+f)’

(8) fon Nf_
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where f_;, f, and f, denote the values of the function at the three neigh-
bouring points; the middle point should be chosen so as to lie nearest
to keep the approximation error as small as possible.

Approximating the given function by a parabola of a higher degree,
we get the final formula not in a closed form but as a series. For instance,
having five pivotal points at our disposal, we can calculate the differences
up to the fourth (thus replacing the function by the polynomial of the
fourth degree) and

(uof —5udf)  pOf(udf —gudl)
2(8f—50%)  6(8%—g5 oY)

sy

9) Jm = f—

or, expressing the differences in terms of the given values of the function,
denoted here by f_s, f_., fo, fi and f,,

(ot i Sfr b
24 (—f.+16f1— 30f, -+ 16f_y, —f_,)

(o= 2+ 2 —f o) (o 8~ 8t
12(—f, + 161, — 30f,  16f_;— o)’

Formula (8) is sometimes insufficiently accurate and the formula
(9) or (10) requires the knowledge of the values of the function at as many
as five points. Often it is convenient to use the parabola of the third
degree, which may be taken through four points. To get an appropriate
formula we have to fix the “starting point” inside one of the intervals;
then — for an even number of pivotal points — the symmetry of the
formula will be ensured. The values of the function f(x) at four equally
spaced points will now be denoted by f 5, f ,, f; and f,. This time we

2

2 2 2
have to express the values of the function and of its derivatives not at

the pivotal point but in the middle of the interval. Thus we apply the
formulae (D.R. Hartree [2], p. 62 and 127, L. Fox [1], p.11)

fo = uf—5p8f + mz udf—...,
hfy = Of — 5 8F + 55 6F—...,
(11) Wfy = u8f—gud'f+...,
By = &f—58F+...,
WiV = ué'f—...,

(10) Jm ~ fo—

which may be deduced in a formal way by multiplying or dividing (5)
by the “identity operator” u(14}6%~Y2. Odd differences are here taken
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inside the middle interval and the averaging operator z has a meaning
analogical to (6). Thus, substituting (11) into (4),

)_ (Of — 5 O +...F
2(udf—5ud%+...)
(8 —..)(8f — 5 O +...)°
. e — judf. )
Approximating the function f(x) by the parabola of the third degree,
Passing through four points (% = &*f = ... = 0), we get the formulae

o Wf—508f = 5 (—f+ 9+ 1 —F 3,

2 2 2

1 3
(12)  fm= (uf'—guézf—kﬁué‘*f—m —

hfy ~ 6f — iésf = %(—fg’!‘z’zfl“z’?f_ E+‘f_§)’
2 2

2 2

(13) Wy ~ ud'f = y(fi—h—F 1+f o)
2 2 2 2
Wy ~ &f =f§”‘3f3+3f_1—f_:37
2 2 2 2
,}V=f;’_=...=0,
and for the required extreme value f,

(of =50 Sfof -8

1) o {uf— 8] -

2ud’f  6(udY)
GG
8 (ud*)® "

or .
3 (—f§+27f3_27f_1+f_§)2
3 z 2 2 3
16 “_V 576(fi—'f3—f +f §)

~g —

~fs+9H+9 —f

(fim3+3f 1—F N —fat2Th—27f 1+f

2 2 2

10368(f—fr—f 1+1 o

~%5 —

Formulae of type (12) converge better than these of type (7) if the mi-
nimal difference &f is smaller than the minimal mean difference udf (in
absolute values); otherwise formulae of type (7) converge better.
The accuracy of the proposed approximate formulae will be illustrated
by the following example. Determine numerically the maximum of the
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funetion f(z) = —wzlnx, taking as known the values of this function at
z = 0,2, 0,3, 0,4, 0,5, and 0,6 or at the first four or at the middle three
points. Amnalytically we find without difficulty z = 1/e = 0,367879 and
Jm =1[e = 0,367879. The values of .the function and of the successive
differences are listed in table 1.

TABLE 1
The function f(z) = —=xlnx and its successive differences
@ S (@) @y | @ | Ffe | e
0,2 0,321888
+ 39304
0,3 0,361192 — 33980
+ 5324 +8714
0,4 0,366516 — 25266 — 3385
— 19942 ‘ +5129
0,5 0,346574 —20137
— 40079
0,6 0,306495

The minimal difference is here |df| = 0,005324, and the minimal mean

difference |udf] = 0,007309; these values are of the same order, therefore

neither of the formulae (7) and (12) is evidently better than the other.
Apply at first the simplest formula (8), using the three middle pomts

We obtain

0,0073092

2-0,025266 0,367573,

fn 2 0,366516 -+

thus the error amounts to 0,000306 and does not exceed 0,1 per cent.
Approximating the function by the parabola of the fourth degree, (9),
we substitute 4% = 0,006922, and the convergence is as follows:
fm~ 0,366516
+0,001434
0,367950
—0,000045

0,367905
+0,000001

0,367906.

This series is convergent, of course, not to the value 1/e but to the maxi-
mum of the interpolation polynomial of the fourth degree. The error,
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however, is very small, and for the first four terms of the series it amounts
to 0,000027 only.

As far as the formula (14) is concerned we form here another aver-
aging process. Namely we have uf = 0,363854 (arithmetic mean of f(0, 3)
and £(0,4)), of = 0,0053324, pud*f = —0,029623, and

fm ~ 0,363854
+0,003703

0,367557
+0,000415

0,367972
+0,000007
0,367979;

the error for the first four terms of the series amounts to 0,000100.

The same method may be applied to determine the mﬂectlon point
of the function f(z). Denote the absecicssa of the inflection point by =z
and the corresponding value of f(z) by f;. Instead of (3) we now have

_ 1 v 1v? v
(16) P _Tfll__f__3fllz_(f - — f 4)f”3—...
‘ f 2flll 2flll 6f”,.
and after the substitution of (16) into (1)
L I ( _f'fW2 £ ) oy
f’“ 2fur3 3f/n2 2flll 6flll

Pasging to_ finite differences we may use (5) or (11). The simplest
formula is here obtained for the approximation of the function f(x) by
the polynomial of the third degree; thus the formulae (11) are more

an  fi=f

convenient, as a rule. Assuming &*f = 8f = ... = 0 we get the formula
In the closed form o
1 ofud?f  (ud¥)®
(18 '~ pf—— u 02— .
) f , uf 12 po%f 8%F + 3(8%)?

The derivatives may also be expressed in terms of the values of the fune-
tion f(x), (13), but the final formula will not be quoted here.
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M. ZYCZKOWSKI (Krakéw)

OEKRESLANIE ERSTREMOW FUNKCJI NA DRODZE NUMERYCZNEJ

STRESZCZENIE

Celem pracy jest podanie przyblizonych wzoréw, okreélajacych ekstremum
regularnej funkcji jednej zmiennej lub jej punkt przegiecia, przy znajomodeci wartosei
tej funkeji w kilku réwnomiernie rozlozonych punktach (wezlach). Zagadnienia tego
typu wystepuja przy analizie funkeji okreflonej réwnaniem rézniczkowym catkowa-
nym metoda réznic sgkonczonych, danymi doswiadezalnymi itp.

Zastosowano najpierw odwrdcenie szeregu potegowego i okreslono ekstremum
poprzez wartofci funkeji i jej kolejnych pochodnych w pewnym punkecie, lezgeym
blisko tego ekstremum. W dalszym ciggu wyrazono pochodne przez réznice skofczone
w dwéch wariantach: przyjeto, ze punkt wyjéciowy jest wezlem interpolacji, wzory (5),
lub ze lezy wewnatrz przedzialu, wzory (11). Technike obliczef i stopien zbieznosei
pokazano na przykladzie analizy funkeji f(x) = —wlnz.

M. JHHIYHKOBCKH (Kpaxos)

OIIPEJ[EJAEHHUE SHCTPEMYMA @®YHKIHH YHUCIEHHBIM METOAOM

PESKOME

[eapo BacroAmei#t paGOTH sABIAeTCA HOJydYeHHe NpUCHMMeHHHX QOPMyI,
C NOMOLISI0 HOTOPHIX MOJKHO OIIPeNesuTh BKCTpeMyM raafgxo# PyHKnAM ORHON me-
peMeHHOU M €& TouyKky neperu0a, 3HAA 3HAYEHUA 5TOH QYHKIHMH B HECKONBLKHUX PAaBHO-
MEPHO pacHpejeleHHHX TOUKAX (yajaax). 3ajaud 2TOro BUJA NOABIAAIOTCA IPH MC-
creoBaHuM (YHKIHM ompefdelNeHHo#i ¢ moMombio AuPPepeHnUANLHOrO ypPABHEHHA,
AHTETPUPOBAHHOTO METOJOM KOHEYHHX paaHocTelt, PyHKIUN cOCTABIEHHOR MO HCIE-
PUMEHTAJILHHM HAGHIONeHHAM U B JPYyIHX CIAYYamX. :

Cravana mpmmeHserca ofpameHue CTENEHHOrO PHAAA M OIpefelAeThbCA DKCTpe-
MyM N0 sHavYeHNAM QYHKUNHM W €8 NOCHef0BATEIbHHX NPOM3BOAHEIX B HEKOTOpO#
TOYKe ONN3KOH K BTOMY »Kcrpemym. Jlajlee NPOMBBOAHHE QYHKNAM BHParkaOTCA
4Yepe3 KOHEYHHIC PAaBHOCTM NBOAKNM 00pasoM: NMpeAnojaraercd, YT0 HCXOZHAA TOUKA
ABIACGTCH YBIIOM UHTEPNOTANMY - fopMyan (5) — HUIM ke, 4TO OHA HAXOAWTCH BHYTDH
nuTeppana - opmyan (11). BuumcaUTeNAbHAS TEXHHAKA M GHCTpOTa CXORMMOCTH
WITIOCTPHPYIOTCA HA npumepe JyHKuuu f(r) = —=zlnz.



