
European Conference on Mathematical and Theoretical Biology 2011

Joanna Tyrcha
Mathematical Statistics, Stockholm University
e-mail: joanna@math.su.se
John Hertz
Niels Bohr Institute, Copenhagen; Nordita, Stockholm
e-mail: hertz@nbi.dk
Yasser Roudi
Kavli Institute, NTNU, Trondheim; Nordita, Stockholm
e-mail: yasserroudi@gmail.com

Network reconstruction from nonstationary spike trains

Existing approaches to the problem of extracting neuronal connectivity from spike
data [1,2] assume that the network is in a stationary state, which it is not in many
experiments. Here we describe a method for inferring both the network connectivity
and the time-dependent external drive that causes the nonstationarity.

Consider an experiment in which the neurons recorded are subjected repeatedly
to a potentially unknown external input (such as would arise from sensory stimu-
lation). The spikes are assumed to be binned in time and represented by a binary
array: Si(t, r) = 1 indicates a spike and Si(t, r) = −1 indicates no spike by neu-
ron i in time bin t of repetition r of the measurement. We fit these data to the
simplest kind of binary stochastic model: At time step t of repetition r, each for-
mal neuron receives a net input, Hi(t, r) = hi(t) +

∑
j JijSj(t, r), and it takes the

value +1 at the next step with a probability given by a logistic sigmoidal function
1/[1 + exp(−Hi(t, r))] of Hi(t, r). Maximizing the likelihood of the data leads to
learning rules

δhi(t) = ηh {〈Si(t+ 1, r)〉r − 〈tanh[Hi(t, r))]〉r]}(1)
δJij = ηJ {〈Si(t+ 1, r)Sj(t, r)〉rt − 〈tanh[Hi(t, r)]Sj(t, r)〉rt}(2)

for the model parameters – the couplings Jij and external inputs hi(t). For weak
coupling or densely connected networks, faster alternative algorithms are possible
[3], based on expanding (1) and (2) around mean-field and TAP [4] equations for
mi(t) = 〈Si(r, t)〉r.

Here we present results of applying both this and methods assuming stationar-
ity to (1) data generated by the stochastic model itself (the realizable case), (2)
data from a realistic computational model of a small cortical network, and (3)
data recorded from salamander retina under visual stimulation. We show that, in
all three cases, performing the reconstruction assuming stationarity systematically
overestimates the couplings in the network: the algorithms effectively invent ficti-
tious couplings to explain stimulus-induced correlations. The nonstationary treat-
ment outlined above enables us to find, for sufficient data, the correct (weaker)
couplings and to extract the time-dependence of the external input.
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