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uxx = xu + 2u3, (1)

assuming that u is real-valued for real x .



Setup and outline

This talk discusses joint work with Alexander Its on the large x

asymptotical behavior of solutions u of the second Painlevé equation (PII)
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This talk discusses joint work with Alexander Its on the large x

asymptotical behavior of solutions u of the second Painlevé equation (PII)

uxx = xu + 2u3, (1)

assuming that u is real-valued for real x . We extend the Deift-Zhou
nonlinear steepest descent method to the case of singular solutions.

Recall the following Riemann-Hilbert representation of PII: Given

{sk}6
k=1 ⊂ C : s1 − s2 + s3 + s1s2s3 = 0, sk+3 = −sk , s1 = s̄3, s2 = s̄2,

put Sk =
(

1 0
sk 1

)
if k odd, Sk =

(
1 sk

0 1

)
if k even and consider the

following Riemann-Hilbert problem (RHP) which consists in finding the
piecewise analytic 2 × 2 function Ψ(λ):



Ψ(λ) is analytic on C\ ∪6
1 Γk

6

S
S

S

S

S

1

S2

3

4

5



Ψ(λ) is analytic on C\ ∪6
1 Γk

6

S
S

S

S

S

1

S2

3

4

5

Ψ+(λ) = Ψ−(λ)Sk , λ ∈ Γk



Ψ(λ) is analytic on C\ ∪6
1 Γk

6

S
S

S

S

S

1

S2

3

4

5

Ψ+(λ) = Ψ−(λ)Sk , λ ∈ Γk

Ψ(λ) =
(
I + O(λ−1)

)
e−i( 4

3 λ3+xλ)σ3 , λ → ∞



Ψ(λ) is analytic on C\ ∪6
1 Γk

6

S
S

S

S

S

1

S2

3

4

5

Ψ+(λ) = Ψ−(λ)Sk , λ ∈ Γk

Ψ(λ) =
(
I + O(λ−1)

)
e−i( 4

3 λ3+xλ)σ3 , λ → ∞

This RHP is for any s ≡ (s1, s2, s3) meromorphically w.r.t. x solvable
[Bolibruch, Its, Kapaev, 2004]



Ψ(λ) is analytic on C\ ∪6
1 Γk

6

S
S

S

S

S

1

S2

3

4

5

Ψ+(λ) = Ψ−(λ)Sk , λ ∈ Γk

Ψ(λ) =
(
I + O(λ−1)

)
e−i( 4

3 λ3+xλ)σ3 , λ → ∞

This RHP is for any s ≡ (s1, s2, s3) meromorphically w.r.t. x solvable
[Bolibruch, Its, Kapaev, 2004] and its solution determines the solution of
(1) via

u(x) ≡ u(x ; s) = 2 lim
λ→∞

(
λ(Ψ(λ)e i( 4

3 λ3+xλ)σ3 )12

)
, ū(x) = u(x̄).



Theorem (Kapaev, 1992; BoIts, 2010)
As x → −∞ and |s1| > 1, the following asymptotical behavior holds for

real-valued solutions of PII equation (1)
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However as x → +∞ and s2 6= 0, we have

u(x) = σ

√
x

2
cot
(
√

2

3
x3/2 +

γ

2
ln
(
8
√

2x3/2
)

+ φ
)

+ O(x−1),

where

σ = sgn s2, γ =
1

π
ln |s2|, φ = −1

2
arg Γ

(1

2
+ iγ

)
− 1

2
arg (1 + s2s3) +

π

2
.
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can be expressed in terms of the Cauchy-type integral

Ψ(λ) = I +
1

2πi

∫

∪6
1Γk

Ψ−(w)
(
G(w) − I

) dw

w − λ
, λ /∈ ∪6

1Γk , (2)

so as |x | → ∞ a “steepest descent evaluation” for the oscillatory integral
is needed.
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2πi
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where arg (1 − s1s3) ∈ (−π, π] and
(
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In the neighborhood of z+ we notice the quadratic local behavior of ϑ(z):

ϑ(z) = ϑ(z+) + 2i(z − z+)2 + O
(
(z − z+)3

)
, z → z+

and make use of the parabolic cylinder function Dν(ζ), a solution of

d2Dν

dζ2
+

(

ν +
1

2
− ζ2

4

)

Dν = 0, Dν(ζ) ∼ ζνe−
ζ2

4 , ζ → +∞. (3)
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Skipping details, we can introduce a parametrix Ψr (z) near z = z+, such
that locally its jumps coincide with those of Ψ(z) and as t → ∞ the
following match-up relation between Ψr (z) and ΨD(z) holds

Ψr (z) =

(

1 − νs3

h1
e

2it
3 β(z) 1

ζ(z)

− h1

s3
e−

2it
3 β−1(z) 1

ζ(z) 1

)
(

I + O(t−1)
)

ΨD(z),

as long as 0 < r1 ≤ |z − z+| ≤ r2 < 1, with h1 =
√

2π
Γ(−ν)e

iπν ,

ζ(z) = 2
√

−tϑ(z) + tϑ(z+) = e i
3π
4 2

√
2t(z − z+)

(
1 + O(z − z+)

)

and

β(z) =

(

ζ(z)
z − z−
z − z+

)2ν

, i.e. β±1 1

ζ
= O

(
t−

1
2±ℜν

)
, t → ∞.
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(
recall ν = − 1

2πi
ln(1 − |s1|2)

)

β±1 1

ζ
= o(1), t → ∞ if |s1| < 1, i.e. Ψr (z) =

(
I + O(t−1)

)
ΨD(z)

however, here |s1| > 1, so ν = − 1
2πi

ln(|s1|2 − 1) − 1
2 ≡ ν0 − 1

2 , i.e.

βζ =
β0(z)

α(z)
= O(1), t → ∞ i.e. Ψr (z) =

(
Er (z) + O(t−1)

)
ΨD(z)

with

Er (z) =

(

1 0

− h1

s3
e−

2it
3

α(z)
β0(z) 1

)

, β0(z) =

(

ζ(z)
z − z−
z − z+

)2ν0

and α(z) = z−z−

z−z+
.
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χ(z) is analytic on C\Cr ∪ Cl ∪ {infinite branches} l CrC

χ+(z) = χ−(z)Ψr,l (z)
(
ΨD(z)

)−1
, z ∈ Cr,l

χ(z) → I , z → ∞

but ‖Ψr,l
(
ΨD
)−1 − I‖ 9 0 as t → ∞. To this end employ an undressing

transformation and pass from χ(z) to Φ(z):
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χ(z)Er (z), |z − z+| < r ;
χ(z)σ2Er (−z)σ2, |z − z−| < r ;
χ(z), |z − z±| > r ,

which satisfies a RHP with pole singularities at z±, since after all

Er (z) =
R

z − z+
+ O(1), z → z+, (4)

however all Φ-jump-matrices approach the unit matrix as t → ∞.

To deal with the singularities, use a final dressing transformation:

Φ(z) = (zI + B)Y (z)

(
1

z−z+
0

0 1
z−z−

)

and determine B uniquely from the residue-relations (4).
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t
, c > 0

the singular integral equation

Y−(z) = I +
1

2πi

∫

contour

Y−(w)
(
GY (w) − I

) dw

w − z−
,

can be solved iteratively in L2(jump contour) and its unique solution
satisfies

‖Y− − I‖L2(jump contour) ≤
c

t
, t → ∞.
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In the end use the latter estimate together with the integral
representation for Y (z)

Y (z) = I +
1

2πi

∫

contour

Y−(w)
(
GY (w) − I

) dw

w − z

= I +
i

2πz

∫

contour

Y−(w)
(
GY (w) − I

)
dw + O

(
z−2
)

and extract the required asymptotics via

u(x) = 2
√
−x lim

z→∞

(
z(Ψ(z)etϑ(z)σ3 )12

)

by tracing back: Ψ(z) → χ(z) → Φ(z) → Y (z).
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