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## Introduction

The main purpose of this work is to formulate and describe in a short way the isomorphism theorem between the categories of vertex operator algebras and vertex associative algebras, which are algebras over operads of determinant lines of Riemann spheres with tubes. The vertex operator algebra (VOA) is an algebraic structure, which consist of a $\mathbb{Z}$-graded module $V$ over Virasoro algebra, the distinguished elements $\mathbf{1} \in V_{(0)}$ and $\omega \in V_{(2)}$ and the vertex operator

$$
V \otimes V \rightarrow V\left[\left[x, x^{-1}\right]\right]
$$

or equivalently

$$
Y: v \mapsto Y(v, x) \in \operatorname{End}(V)\left[\left[x, x^{-1}\right]\right] .
$$

It is in fact rather complicated generalization of an associative, commutative algebra, which is strictly commutative and associative only up to turning some rational function into power series in different ways. On the other hand, the notion of vertex associative algebra is rather geometric. It consist also of a $\mathbb{Z}$-graded vector space with some morphisms between $V^{\otimes n} \rightarrow V$ for $n \in \mathbb{N}$. These morphisms are determined by the Riemann spheres with $n+1$ parametrised punctures, one parametrised positively and the othernegatively, together with a point from a line bundle over moduli space of such spheres, called determinant line bundle. The operation of sewing two spheres along tubes using parametrisations corresponds to the composition of morphisms.

The isomorphism theorem is important from at least two points of view. The first is that it parially asnswers the question, what is the underlying algebraic structure of the conformal field theory. G. B. Segal defined in [Seg] the conformal field theory in geometric terms; it is an algebra over a PROP of Riemann surfaces, i.e. a vector space with morphisms determined by the Riemann surfaces with parmetrised boundaries. From this description it was not obvious what kind of algebraic structure this construction describes. If the answer was known the problem of constructing conformal field theories, which are objects described geometrically, would be purely algebraic. The second point of view is to understand the vertex operator algebra in a more intuitive geometric terms. In spite of their complicacy, there are some natural and very nontrivial examples of VOAs, the most famous is probably the Moonshine Module, described in [FLM], which is closely related to the Griess-Fischer Monster group.

In the first chapter we introduce the notions of an operad, partial operad and PROP, together with examples. The material is taken from [Vor] and [Hu].

In the second chapter the definitions of topological and conformal field theories are given. The definition of TFT, together with the most of the proof of Theorem (2.1.3), is taken from [Vor2]. The material concerning the determinant lines can be found in $[\mathrm{Hu}]$, and the definition of CFT is based on a definition given in [Seg].

In the third chapter we define the partial sphere operad, the vertex associative algebra and the vertex operator algebra and we sketch the proof of an isomorphism theorem. Most of the content of this chapter is based on [ Hu ], where the isomorphism theorem is formulated and a complete proof is given. In this work we present theoretical stuff necessary to understand the main theorem and we complete its proof in the places which were ommited in $[\mathrm{Hu}]$.

Acknowledgements: I would like to thank Prof. Michael Weiss for giving me the idea for writing this work, helping me to understand basic notions related to the topic and indicating the sources. I would also like to thank Prof. Henryk Żołądek for his comments on this work and additional materials and dr Andrzej Weber for his support and help in finding supervisor.

## Chapter 1

## Operads and PROPs

In this chapter we define notions of an operad and of a PROP. In spite of rather complicated definition, they are rather simple objects introduced to simplify description of much more complex structures. Generally one could think of an operad as a collection of 'boxes with many $(n \geqslant 0)$ inputs and one output' such that we can compose two such objects by sewing input of one object with an output of another one, satisfying some axioms on composing the sewing operation and admitting an action of some symmetric groups on inputs. PROP is a slight generalization of an operad: it is a collection of objects with many inputs and many outputs. Good introduction to the operad and PROP theory with many examples is written for example in [Ad] or [Vor]. Another good source is Appendix C in $[\mathrm{Hu}]$ where notions of partial and pseudo operads are described.

### 1.1. Operads

Definition 1.1.1. An operad $\mathcal{C}$ is a family of $\operatorname{sets} \mathcal{C}(j), j \in \mathbb{N}$ together with:

1. substitution maps

$$
\begin{aligned}
\gamma: \mathcal{C}(k) \times \mathcal{C}\left(j_{1}\right) & \times \ldots \times \mathcal{C}\left(j_{k}\right)
\end{aligned} \rightarrow \mathcal{C}\left(j_{1}+\ldots+j_{k}\right), ~\left(c ; d_{1}, \ldots, d_{k}\right) \mapsto \gamma\left(c ; d_{1}, \ldots, d_{k}\right)
$$

for each $k \geqslant 1, j_{1}, \ldots, j_{k} \in \mathbb{N}$
2. an identity element $I \in \mathcal{C}(1)$
3. left action of the symmetric group $S_{j}$ on $\mathcal{C}(j)$.

Moreover, the following axioms are satisfied:
(i) Operad-associativity: for any $c \in \mathcal{C}(k), d_{s} \in \mathcal{C}\left(j_{s}\right)(s=1, \ldots k)$ and $e_{t} \in \mathcal{C}\left(i_{t}\right)$ $\left(t=1, \ldots, j_{1}+\ldots+j_{k}\right)$ we have

$$
\begin{equation*}
\gamma\left(\gamma\left(c ; d_{1}, \ldots, d_{k}\right) ; e_{1}, \ldots, e_{j_{1}+\ldots+j_{k}}\right)=\gamma\left(c ; f_{1}, \ldots, f_{k}\right) \tag{1.1}
\end{equation*}
$$

where $f_{s}=\gamma\left(d_{s} ; e_{j_{1}+\ldots+j_{s_{1}}+1}, \ldots, e_{j_{1}+\ldots+j_{s}}\right)$;
(ii) for any $c \in \mathcal{C}(k), d \in \mathcal{C}(l), k, l \in \mathbb{N}, k \geqslant 1$,

$$
\begin{align*}
\gamma(c ; I, \ldots, I) & =c  \tag{1.2}\\
\gamma(I ; d) & =d \tag{1.3}
\end{align*}
$$

(iii) for any $c \in \mathcal{C}(k), d_{s} \in \mathcal{C}\left(j_{s}\right)(s=1, \ldots, k), \sigma \in S_{k}$,

$$
\begin{equation*}
\gamma\left(\sigma(c) ; d_{1}, \ldots, d_{k}\right)=\sigma\left(j_{1}, \ldots, j_{k}\right) \gamma\left(c ; d_{\sigma(1)}, \ldots, d_{\sigma(k)}\right) \tag{1.4}
\end{equation*}
$$

where $\sigma\left(j_{1}, \ldots, j_{k}\right)$ denotes the permutation of $\sum_{s=1}^{k} j_{s}$ elements which permutes $k$ blocks of letters determined by the partition $\left(j_{1}, \ldots, j_{k}\right)$, and for any $\tau_{s} \in S_{j_{s}}$, $s=1, \ldots, k$,

$$
\begin{equation*}
\gamma\left(c ; \tau_{1}\left(d_{1}\right), \ldots \tau_{k}\left(d_{k}\right)\right)=\left(\tau_{1} \oplus \ldots \oplus \tau_{k}\right) \gamma\left(c ; d_{1}, \ldots, d_{k}\right) \tag{1.5}
\end{equation*}
$$

where $\left(\tau_{1} \oplus \ldots \oplus \tau_{k}\right)$ denotes the permutation of $\sum_{s=1}^{k} j_{s}$ elements given as an image of $\left(\tau_{1}, \ldots, \tau_{k}\right)$ under the inclusion $S_{j_{1}} \times \ldots \times S_{j_{k}} \rightarrow S_{j_{1}+\ldots+j_{k}}$.

It is easy to see that the axioms (ii) and (iii) describe existence of an 'identity element' $I$ and equivariance of substitution map with respect to the action of symmetric group. The most complicated axiom, operad-associativity, describes an independence of the order of applying substitution maps.

We would like to have also reasonable notion of a morphism between operads.
Definition 1.1.2. A morphism $\psi$ between operads $\mathcal{C}, \mathcal{D}$ is a collection of maps $\psi_{k}$ : $\mathcal{C}(k) \rightarrow \mathcal{D}(k), k \in \mathbb{N}$ such that

1. $\psi_{1}\left(I_{\mathcal{C}}\right)=I_{\mathcal{D}}$;
2. $\psi_{k}(\sigma(c))=\sigma\left(\psi_{k}(c)\right)$ for any $c \in \mathcal{C}(k), \sigma \in S_{k}$;
3. the following diagram is commutative:


Remark 1.1.3. We can require that sets $\mathcal{C}(k)$ in the definition of an operad carry some additional structure, e.g. topological, smooth or analytic. If substitution map and action of symmetric groups preserve this structure, we say such an operads are topological, smooth or analytic operads respectively.
Example 1.1.4 (Endomorphism operad). Let $X$ be a set (topological/vector/etc. space) and let

$$
\mathcal{C}_{X}(k)=\{\text { set of (continuous/multilinear/etc.) functions } \underbrace{X \times \ldots \times X}_{k} \rightarrow X\}
$$

for $k \geqslant 1$ and $\mathcal{C}_{X}(0)=X$. We can define an operad structure on collection $\mathcal{C}_{X}=$ $\left\{\mathcal{C}_{X}(k)\right\}_{k \in \mathbb{N}}$ as follows:
(i) as substitution map define:

$$
\gamma\left(f ; g_{1}, \ldots, g_{k}\right)\left(x_{1}, \ldots, x_{j_{1}+\ldots+j_{k}}\right)=f\left(g\left(x_{1}, \ldots, x_{j_{1}}\right), \ldots, g\left(x_{j_{1}+\ldots+j_{k-1}+1}, \ldots, x_{j_{1}+\ldots+j_{k}}\right)\right)
$$

where $f \in \mathcal{C}_{X}(k), g_{s} \in \mathcal{C}_{X}\left(j_{s}\right), s=1, \ldots, k$ and $x_{i} \in X, i=1, \ldots, j_{1}+\ldots+j_{k}$;
(ii) as an identity we take $I d \in \mathcal{C}_{X}(1)=\{$ endomorphisms of $X\}$;
(iii) symmetric group acts on $f \in \mathcal{C}_{X}(k)$ simply as a permutation of arguments;

$$
\sigma(f)\left(x_{1}, \ldots, x_{k}\right)=f\left(x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(n)}\right)
$$

Moreover, if $\mathcal{C}$ is an operad and we have a morphism $\psi: \mathcal{C} \rightarrow \mathcal{C}_{X}$ we say that an operad $\mathcal{C}$ acts on a space $X(X$ is a $\mathcal{C}$-space $)$.

We should also emphasise two special cases of such operad:

- Let $X=\{*\}$ be a one point set. In this case $\mathcal{C}_{X}$ is a trivial example of an operad and we call it symmetric set operad.
- Let $V$ be a vector space and consider only multilinear functions $\underbrace{V \times \ldots \times V}_{k} \rightarrow V$ (that is, $\left.\mathcal{C}_{V}(k)=\operatorname{Hom}\left(V^{\otimes k}, V\right)\right)$. We denote such operad as $\mathcal{E}_{V}$ and call it the multilinear endomorphism operad. If an operad $\mathcal{C}$ acts on a space $V$ by morphism $\nu$, we say that a pair $(V, \nu)$ is an algebra over an operad $\mathcal{C}$ (a $\mathcal{C}$-algebra).

Sometimes a $\mathcal{C}$-algebra is called a representation of an operad $\mathcal{C}$, which seems to be more proper name. However, the name $\mathcal{C}$-algebra is motivated by examples which show that every such representation is some generalization of an algebra:

Example 1.1.5. Consider an algebra over symmetric set operad $S$. It is easy to see that such an algebra is equivalent to the commutative, associative algebra with a unit and with product given by an image of $\{*\} \in \mathcal{S}(2)$ in $\operatorname{Hom}\left(V^{\otimes 2}, V\right)$ and a unit given by an image of $\{*\} \in \mathcal{S}(0)$ in $V$.

We would also like to present one more example, which is not needed in this work and is slightly different from the other presented examples, but was a motivation for introducing operads.

Example 1.1.6 (Little cube operad). Let $\mathcal{L}(0)=\emptyset$ and for $k \geqslant 1$ let $\mathcal{L}_{n}(k)$ be a set of non-overlapping orientation-preserving embeddings of $k n$-dimensional cubes into $n$ dimensional cube. We define $I$ as an identity embedding, the symmetric group acts by permutations of the embeddings and the substitution map

$$
\left.\begin{array}{rl}
\gamma: \mathcal{C}(k) \times \mathcal{C}\left(j_{1}\right) & \times \ldots \times \mathcal{C}\left(j_{k}\right)
\end{array} \rightarrow \mathcal{C}\left(j_{1}+\ldots+j_{k}\right)\right)
$$

as a composition of the embedding of $j_{1}+\ldots+j_{k}$ cubes into $k$ cubes (represented by $d_{1}, \ldots, d_{k}$ ) and the embedding of $k$ cubes into one represented by $c$. It is easy to check that $\mathcal{L}_{n}$ is an operad. Moreover, on each set $\mathcal{L}_{n}(k)$ we have compact-open topology, so $\mathcal{L}_{n}$ is in fact a topological operad. It is known that the action of $\mathcal{L}_{n}$ on a space with compactly generated topology detects a structure of $n$-fold loop space.

At the end of this section we would like to give one more remark. Instead of describing substitution map as something that sews simultaneously $k$ objects to all inputs of one object in $\mathcal{C}(k)$, we could describe them as maps sewing at once only one input to one output. More precisely, we can define single substitution map $\circ_{i}$ by

$$
c \circ_{i} d=\gamma(c ; \underbrace{I, \ldots, I}_{i-1}, d, \underbrace{I, \ldots, I}_{k-i})
$$

for $c \in \mathcal{C}(k), d \in \mathcal{C}(j), 1 \leqslant i \leqslant k$. This leads to an alternative definition of an operad.
Definition 1.1.7. An operad $\mathcal{C}$ is a family of sets $\mathcal{C}(j), j \in \mathbb{N}$, together with:

1. substitution maps

$$
\begin{aligned}
\circ_{i}: \mathcal{C}(k) \times \mathcal{C}(j) & \rightarrow \mathcal{C}(k+j-1) \\
(c ; d) & \mapsto c \circ_{i} d
\end{aligned}
$$

for each $k, j, i \in \mathbb{N}, 1 \leqslant k, 1 \leqslant i \leqslant k$;
2. an identity element $I \in \mathcal{C}(1)$;
3. left action of the symmetric group $S_{j}$ on $\mathcal{C}(j)$
such that the following axioms are satisfied:
(i) Operad-associativity: for any $c \in \mathcal{C}(k)(k \geqslant 1), d \in \mathcal{C}(j)(k+j-1 \geqslant 1), e \in \mathcal{C}(l)$, $1 \leqslant i_{1} \leqslant k$ and $1 \leqslant i_{2} \leqslant k+j-1$ we have

$$
\left(c \circ_{i_{1}} d\right) \circ_{i_{2}} e= \begin{cases}\left(c \circ_{i_{2}} e\right) \circ_{l+i_{1}-1} d, & \text { for } i_{2}<i_{1}  \tag{1.6}\\ c \circ_{i_{1}}\left(d \circ_{i_{2}-i_{1}+1} e\right), & \text { for } i_{1} \leqslant i_{2}<i_{1}+j \\ \left(c \circ_{i_{2}-j+1} e\right) \circ_{i_{1}} d, & \text { for } i_{1}+j<i_{2}\end{cases}
$$

(ii) for any $c \in \mathcal{C}(k), d \in \mathcal{C}(l), k, l \in \mathbb{N}, k \geqslant 1$,

$$
\begin{align*}
c \circ_{i} I & =c,  \tag{1.7}\\
I \circ_{1} d & =d ; \tag{1.8}
\end{align*}
$$

(iii) for any $c \in \mathcal{C}(k), d \in \mathcal{C}(j), \sigma \in S_{k}, k \geqslant 1,1 \leqslant i \leqslant k$,

$$
\begin{equation*}
\sigma(c) \circ_{i} d=\sigma(\underbrace{1, \ldots, 1}_{i-1}, j, \underbrace{1 \ldots, 1}_{k-i})\left(c \circ_{\sigma(i)} d\right) \tag{1.9}
\end{equation*}
$$

and for any $\tau \in S_{j}$

$$
\begin{equation*}
c \circ_{i} \tau(d)=(\underbrace{1 \oplus \ldots \oplus 1}_{i-1} \oplus \tau \oplus \underbrace{1 \oplus \ldots \oplus 1}_{k-i})\left(c \circ_{i} d\right) . \tag{1.10}
\end{equation*}
$$

It is easy to see that this definition of an operad is equivalent to the definition 1.1.1 by defining:

$$
\gamma\left(c ; d_{1}, \ldots, d_{k}\right)=\left(\ldots\left(\left(c \circ_{k} d_{k}\right) \circ_{k-1} d_{k-1}\right) \ldots\right) \circ_{1} d_{1}
$$

for $c \in \mathcal{C}(k), d_{s} \in \mathcal{C}\left(j_{s}\right), s=1, \ldots, k$. All notions described in this section could be easily defined using this alternative definition of an operad, so we will not do that.

### 1.2. Partial and rescalable operads

In some cases, notion of an operad is too strong, i.e. substituting is not always possible. In such situation we can still have a structure of a partial operad.

Definition 1.2.1. A partial operad $\mathcal{P}$ is a collection of $\operatorname{sets} \mathcal{P}(k), k \in \mathbb{N}$, which satisfy all the axioms of an operad (in the sense Definition (1.1.1)), but substitution maps $\gamma$ are only partial functions, i.e. they are defined only on some subsets of $\mathcal{C}(k) \times \mathcal{C}\left(j_{1}\right) \times \ldots \times \mathcal{C}\left(j_{k}\right)$, $k \geqslant 1, j_{1}, \ldots, j_{k} \in \mathbb{N}$. It is understood that operad-associativity and permutation axioms holds iff both sides of (1.1), (1.4) and (1.5) exist and both sides of (1.2) and (1.3) in the definition of an operad always exist.

Weakening the definition of an operad, we obtain the following.
Definition 1.2.2. A partial pseudo-operad $\mathcal{P}$ is a collection of sets $\mathcal{P}(k)$ satisfying all the axioms of a partial operad (in the sense of definition 1.1.1), except the operadassociativity axiom.

Definition 1.2.3. A morphism $\psi$ between partial (pseudo) operads $\mathcal{P}, \mathcal{Q}$ is a collection of maps $\psi_{k}: \mathcal{P}(k) \rightarrow \mathcal{Q}(k), k \in \mathbb{N}$, such that:

1. $\psi_{1}\left(I_{\mathcal{P}}\right)=I_{\mathcal{Q}}$;
2. $\psi_{k}(\sigma(c))=\sigma\left(\psi_{k}(c)\right)$ for any $c \in \mathcal{P}(k), \sigma \in S_{k}$;
3. image of domains of $\gamma_{\mathcal{P}}$ by $\psi$ is contained in domains of $\gamma_{\mathcal{Q}}$ and the following diagram is commutative

$$
\begin{array}{ll}
\mathcal{P}(k) \times \mathcal{P}\left(j_{1}\right) \times \ldots \times \mathcal{P}\left(j_{k}\right) \xrightarrow{\gamma_{\mathcal{P}}} & \mathcal{P}\left(j_{1}+\ldots+j_{k}\right) \\
\psi_{k} \times \psi_{j_{1}} \ldots \times \psi_{j_{k}} \\
\mathcal{Q}(k) \times \mathcal{Q}\left(j_{1}\right) \times \ldots \times \mathcal{Q}\left(j_{k}\right) \xrightarrow{\gamma_{\mathcal{Q}}} \quad & \psi_{j_{1}+\ldots+j_{k}} \downarrow \\
\longrightarrow & \mathcal{Q}\left(j_{1}+\ldots+j_{k}\right)
\end{array}
$$

Remark 1.2.4. One can define the same notions using alternative definition of an operad (1.1.7). However, such two definitions of partial (pseudo) operads are in general not equivalent. Consider a partial (pseudo) operad $\mathcal{P}$ in the sense of definition 1.2.1 with partial substitution maps $\gamma$. We can obtain partial single substitution maps $\circ_{i}$ and using them again partial substitution maps $\gamma^{\prime}$. Maps $\gamma$ and $\gamma^{\prime}$ differ only by the domains; it is obvious that the domains of $\gamma^{\prime}$ are contained in the domains of $\gamma$, but they are in general not equal. However, we can restrict the domains of maps $\gamma$ to the domains of $\gamma^{\prime}$, and then the equivalence follows. In this case (i.e. domains of $\gamma$ and $\gamma^{\prime}$ are equal) we say that a partial (pseudo) operad $\mathcal{P}$ has induced domain. We can therefore say that the notions of a partial (pseudo) operad with induced domain and partial (pseudo) operad obtained by using definition 1.1.7 of an operad are equivalent.

In some cases a given structure is a partial operad, but it is not far from being just an operad, i.e. after applying some minor changes to 'inputs' one can always compose two objects. This leads to the following notions.

Definition 1.2.5. Let $\mathcal{P}$ be a partial operad. A subset $G \in \mathcal{P}(1)$ is called a rescaling group for $\mathcal{P}$ if it satisfies following conditions:

1. $I \in G$.
2. $\gamma\left(g_{1} ; g_{2}\right) \in G$ for $g_{1}, g_{2} \in G$ and $G$ is a group with respect to multiplication induced by $\gamma$ and neutral element $I$.
3. The substitution maps are defined on $G \times \mathcal{P}(k)$ and $\mathcal{P}(k) \times G^{k}$ for any $k \in \mathbb{N}$. Moreover, in operad-associativity axiom if $c \in G, d_{1}, \ldots, d_{k} \in G$ or $e_{1}, \ldots, e_{j_{1}+\ldots+j_{k}} \in$ $G$ then both sides of (1.1) exist iff either side exists.

Definition 1.2.6. Let $\mathcal{P}$ be a partial operad with rescaling group $G$. We say that $c_{1}, c_{2} \in \mathcal{P}(k)$ are $G$-equivalent if there exists $g \in G$ such that $c_{2}=\gamma\left(g ; c_{1}\right)$.

It is obvious from the definition of rescalable group that $G$-equivalence forms an equivalence relation on each set $\mathcal{P}(k), k \in \mathbb{N}$.

Definition 1.2.7. We say that a partial operad $\mathcal{P}$ is $(G-)$ rescalable if there exists a rescaling group $G$ for $\mathcal{P}$ and for any $c \in \mathcal{P}(k)$ and any $d_{s} \in \mathcal{P}\left(j_{s}\right), s=1, \ldots, k$, there exist $d_{s}^{\prime} \in \mathcal{P}\left(j_{s}\right), s=1, \ldots, k$, such that $d_{1}, \ldots, d_{k}$ are $G$-equivalent to $d_{1}^{\prime}, \ldots, d_{k}^{\prime}$ respectively and $\gamma\left(c ; d_{1}^{\prime}, \ldots, d_{k}^{\prime}\right)$ exists.

There is one important example of a partial pseudo-operad, which leads to generalization of a notion of $\mathcal{C}$-algebra.

Example 1.2.8. Let $G$ be a group and $V=\bigoplus_{M \in \mathcal{A}} V_{(M)}$ be a completely reducible $G$ module, where $\mathcal{A}$ is a set of equivalence classes of all irreducible $G$-modules, $V_{(M)}$ is the sum of all $G$-submodules of $V$ in the class $M$ and $\operatorname{dim}\left(V_{(M)}\right)<\infty$ for all $M \in \mathcal{A}$. Denote $V^{\prime}:=\bigoplus_{M \in \mathcal{A}} V_{(M)}^{*}$ and $\bar{V}=V^{*}=\prod_{M \in \mathcal{A}} V_{(M)}$ and define $\mathcal{H}_{V}^{G}(k)=\operatorname{Hom}\left(V^{\otimes k}, \bar{V}\right)$. We can define a partial pseudo-operad structure on $\mathcal{H}_{V}^{G}$ by taking an obvious embedding
of $V$ into $\bar{V}$ as $I_{V}^{G}$ and an action of $S_{k}$ on $\mathcal{H}_{V}^{G}(k)$ by permuting the arguments of $f \in$ $\operatorname{Hom}\left(V^{\otimes k}, \bar{V}\right)$. In this case it is easier to define partial single substitution maps, but to achieve this, we first define a contraction operator. Given $f \in \mathcal{H}_{V}^{G}(k)$ and $g \in \mathcal{H}_{V}^{G}(j)$, consider the following series for $v_{1}, \ldots, v_{k+j-1} \in V$ and $v^{\prime} \in V^{\prime}$ :

$$
\sum_{M \in \mathcal{A}}\left\langle v^{\prime}, f\left(v_{1}, \ldots, v_{i-1}, P_{M}\left(g\left(v_{i}, \ldots, v_{i+j-1}\right), v_{i+j}, \ldots, v_{k+j-1}\right)\right\rangle\right.
$$

where $P_{M}$ are the obvious projections on the factors $V_{(M)}$. If it converges absolutely for any $v_{1}, \ldots, v_{k+j-1} \in V$ and $v^{\prime} \in V^{\prime}$, we say that the contraction of $f$ at the $i$-th argument and $g$ at the 0 -th argument exists. In this case we can define a contraction $f_{i} *_{0} g \in \mathcal{H}_{V}^{G}(k+j-1)$. Using this construction, we can define partial single substitution map:

$$
\begin{array}{lll}
\circ_{i}: \mathcal{H}_{V}^{G}(k) \times \mathcal{H}_{V}^{G}(j) & \rightarrow & \mathcal{H}_{V}^{G}(k+j-1) \\
(f, g) & \mapsto & f \circ_{i} g=f_{i} *_{0} g
\end{array}
$$

where $k, j, i \in \mathbb{N}, k \geqslant 1,1 \leqslant 1 \leqslant k$. We call partial pseudo-operad $\mathcal{H}_{V}^{G}$ a multilinear endomorphism partial pseudo-operad. Note that it is only a pseudo-operad; the operadassociativity fails because we cannot expect in general the convergence of multisums corresponding to applying contraction operation several times, therefore the sides of (1.6) may vary.

Definition 1.2.9. Let $\mathcal{P}$ be a partial operad with rescaling group $G$. A $\mathcal{P}$-pseudoalgebra is a pair $(V, \nu)$, where $V=\bigoplus_{M \in \mathcal{A}} V_{(M)}$ is a completely reducible $G$-module with $\operatorname{dim}\left(V_{(M)}\right)<\infty$ for all $M \in \mathcal{A}$ and $\nu$ is a morphism from $\mathcal{P}$ to $\mathcal{H}_{V}^{G}$, where $\nu(G) \subset$ $\nu(\mathcal{P}) \subset \mathcal{H}_{V}^{G}$ are given representations of $G$. Note that the image of $\nu$ is in fact operadassociative, because $\mathcal{P}$ is so. If $\mathcal{P}$ is $G$-rescalable, we say that adequate $\mathcal{P}$-pseudo-algebra is just $\mathcal{P}$-algebra.

It is indeed a generalization of an algebra over an operad in finite-dimensional case; note that every operad $\mathcal{C}$ is $\{I\}$-rescalable, where $I \in \mathcal{C}(1)$ forms in fact one-element rescaling group. Then the only irreducible representation of $\{I\}$ is one dimensional, $V$ is a finite sum of one-dimensional spaces and contraction is always defined, hence a substitution map for $\mathcal{H}_{V}^{I}$.

### 1.3. PROPs

A PROP is in fact a simple generalization of an operad; it is an operad which can have more than 1 (or 0) 'outputs'. One could then expect more complicated definition. However, using some category theory, we can define such an object in a much shorter way.

Definition 1.3.1. A monoidal category is a category $\mathcal{C}$ equipped with a bifunctor $\otimes$ : $\mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ (a tensor product), an identity object $I$, and natural isomorphisms $\alpha_{A, B, C}:$
$(A \otimes B) \otimes C \cong A \otimes(B \otimes C), \lambda_{A}: A \otimes I \cong A$ and $\rho_{A}: I \otimes A \cong A$ such that for all $A, B, C, D$ the following diagrams are commutative:


We say that monoidal category is symmetric if there exist isomorphisms $\gamma_{A . B}: A \otimes B \rightarrow$ $B \otimes A$ and strict if all mentioned isomorphisms ( $\alpha, \lambda, \rho$ and $\gamma$ in the symmetric case) are in fact identities.

Definition 1.3.2. A $P R O$ ( $P R O d u c t s$ ) is a strict symmetric monoidal category, whose objects are natural numbers $\mathbb{N}$ and tensor product is given by addition, with an identity $0 \in \mathbb{N}$. A PROP (PROducts and Permutations) is a PRO with a left action of the symmetric group $S_{m}$ and right action of $S_{n}$ on a set $\operatorname{Mor}(m, n)$, compatible with composition of morphism and tensor product.

It is not difficult to obtain an operad from a PROP: given a PROP $\mathcal{R}$, as $\mathcal{C}(k)$ take $\operatorname{Mor}_{\mathcal{R}}(k, 1)$ and define:

$$
\gamma\left(c ; d_{1}, \ldots, d_{k}\right):=c \circ\left(d_{1} \otimes \ldots \otimes d_{k}\right)
$$

An operad identity is obviously $I d \in \operatorname{Mor}_{\mathcal{R}}(1,1)$. The operad-associativity holds, for example, because

$$
\begin{aligned}
\gamma\left(\gamma\left(c ; d_{1}, \ldots, d_{k}\right) ; e_{1}, \ldots, e_{j_{1}+\ldots+j_{k}}\right)= & \left(c \circ\left(d_{1} \otimes \ldots \otimes d_{k}\right)\right) \circ\left(e_{1} \otimes \ldots \otimes e_{j_{1}+\ldots+j+k}\right) \\
= & c \circ\left(\left(d_{1} \otimes \ldots \otimes d_{k}\right) \circ\left(e_{1} \otimes \ldots \otimes e_{j_{1}+\ldots+j+k}\right)\right) \\
= & c \circ\left(\left(d_{1} \circ\left(e_{1} \otimes \ldots \otimes e_{j_{1}}\right)\right) \otimes \ldots\right. \\
& \left.\ldots \otimes\left(d_{k} \circ\left(e_{j_{1}+\ldots+j_{k-1}+1} \otimes \ldots \otimes e_{j_{1}+\ldots+j_{k}}\right)\right)\right) \\
= & \gamma\left(c ; f_{1}, \ldots, f_{k}\right)
\end{aligned}
$$

Where $f_{s}=\gamma\left(d_{s} ; e_{j_{1}+\ldots+j_{s-1}+1}, \ldots, e_{j_{1}+\ldots+j_{s}}\right)$. The last but one equality comes from the fact that tensor product is bifunctor, so it preserves compositions of morphisms, i.e. $(c \otimes d) \circ(e \otimes f)=(c \circ e) \otimes(d \circ f)$ for $c, d, e, f \in \operatorname{Mor}(\mathcal{R})$ whenever this equality makes sense.

We have analogous notions of an endomorphism PROP and of an algebra over a PROP.

Example 1.3.3 (Endomorphism PROP). Let $X$ be a set (topological/vector/etc. space). Define a PROP $\mathcal{R}_{X}$ by:

$$
\operatorname{Mor}_{\mathcal{R}_{X}}(n, m)=\left\{\text { set of (continuous/multilinear/etc.) maps } X^{n} \rightarrow X^{m}\right\}
$$

for $n, m \in \mathbb{N}$, where $X^{k}=\underbrace{X \times \ldots \times X}_{k}$ and $X^{0}$ is a one point space (a field in the linear case). Composition of morphisms and actions of symmetric groups are obtained in an obvious way. If $\mathcal{R}$ is another PROP and we have a morphism $\psi: \mathcal{R} \rightarrow \mathcal{R}_{X}$ we say that $\mathcal{R}$ acts on a space $X$.

Example 1.3.4. Let $V$ be a vector space and consider only multilinear maps $V^{n} \rightarrow V^{m}$ (that is, $\operatorname{Mor}_{\mathcal{R}_{V}}(n, m)=\operatorname{Hom}\left(V^{\otimes n}, V^{\otimes m}\right)$ ). We denote such PROP as $\mathcal{E}_{V}$ and call it the multilinear endomorphism $P R O P$. If a PROP $\mathcal{R}$ acts on a space $V$ by a morphism $\nu$ then we say that a pair $(V, \nu)$ is an algebra over a $\operatorname{PROP} \mathcal{R}($ a $\mathcal{R}$-algebra $)$.

## Chapter 2

## Riemann surfaces and field theories

In this chapter we define important example of a PROP, in which morphisms are surfaces (with topological or complex structure) with parametrized boundaries and composition of morphisms, is defined by sewing two surfaces along boundaries. Such PROP leads to the definition of topological field theory, more information can be found for example in [Vor2]. In order to define conformal field theory, we need to define PROP using not only surfaces with complex structures, but also a determinant line bundle over a moduli space of surfaces. A definition of mentioned PROP is given, for example, in [Vor] and the theory of determinant lines is described in appendix D in $[\mathrm{Hu}]$.

### 2.1. Topological field theory

Definition of the topological field theory using PROPs is rather easy. Consider a PROP $\mathcal{T}$ where we identify object $k \in \mathbb{N}$ with the one-dimensional compact manifold with $k$ labelled connected components (i.e. $k$ labelled circles) and let:
$\operatorname{Mor}_{\mathcal{T}}(n, m)=\{$ cobordisms between $n$ and $m$ labelled circles, up to a homeomorphism $\}$
Morphisms in this PROP are in fact homeomorphism classes of topological surfaces with $n+m$ labelled boundary components. If we have two surfaces $\Sigma_{1}$ and $\Sigma_{2}$ in $\operatorname{Mor}_{\mathcal{T}}(n, m)$ and $\operatorname{Mor}_{\mathcal{T}}(m, l)$ respectively, we can define the composition as a cobor$\operatorname{dism} \Sigma_{1} \# \Sigma_{2} \in \operatorname{Mor}_{\mathcal{T}}(n, l)$ obtained by sewing $\Sigma_{1}$ and $\Sigma_{2}$ along $m$ boundary circles, using the labeling to decide how the circles need to be sewn. Because topological type of obtained cobordism does not depend on the way we sew single circles, this operation is well defined. Symmetric groups acts on $\Sigma$ by relabelling corresponding circles in the boundary, and the identity is a trivial cobordism $I \times S^{1} \in \operatorname{Mor}_{\mathcal{T}}(1,1)$. Having PROP $\mathcal{T}$, we can introduce the following.

Definition 2.1.1. A topological field theory is an algebra over a $\operatorname{PROP} \mathcal{T}$

This definition gives very simple description of the TFT. What interests us next is the underlying algebraic structure. In this case the answer is also not complicated; it turns out that every TFT in the sense of the definition above is equivalent to a commutative Frobenius algebra defined below.

Definition 2.1.2. A Frobenius algebra over a field $k$ is finite-dimensional, unital, associative algebra $A$ over $k$ equipped with a functional $\operatorname{tr}: A \rightarrow k$ (a trace) such that the bilinear form $\langle\rangle:, A \times A \rightarrow k$ defined as $\langle a, b\rangle:=\operatorname{tr}(a b)$ is non-degenerate. We say that $A$ is commutative if it is commutative as an algebra.

Note that commutativity implies also symmetry of the bilinear form $\langle$,$\rangle .$
Theorem 2.1.3 (Folklore). Categories of topological field theories based on a vector spaces over $k$ and commutative Frobenius algebras over $k$ are isomorphic.

Proof. Let $(V, \nu)$ be a TFT in the sense of Definition 2.1.1. We define product $V \times V \rightarrow V$ by the $\nu$-image of an element of $\operatorname{Mor}_{\mathcal{T}}(2,1)$ shown in the figure 2.1:


Figure 2.1: $a \otimes b \mapsto a b$


Figure 2.2: $1 \mapsto e$


Figure 2.3: $a \mapsto \operatorname{tr}(a)$

Because there exists a homeomorphism from surface defined by Figure 2.1 to itself which interchange the labels of the input circles, we see, that this product is commutative. It is also associative by the homeomorphism:


Unit is defined by an image of $1 \in k$ under a function $k \rightarrow V$ defined by a surface shown in Figure 2.2. It is indeed a unit: we have homeomorphisms:


We define the trace $\operatorname{tr}: V \rightarrow k$ by an image of surface from Figure 2.3. We need only to show that bilinear form obtained by sewing the surfaces form Figures 2.1 and 2.3 is non-degenerate and $V$ is finite-dimensional. Note that because of TFT structure we have a symmetric coproduct $V \rightarrow V \otimes V$ represented by a surface from Figure 2.4:


Figure 2.4: $a \mapsto \sum_{i=1}^{n} a_{i} \otimes a_{i}^{\prime}$

To prove both statements, consider the homeomorphism:

Figure 2.5:


$$
a \otimes\left(\sum_{i}^{n} e_{i} \otimes e_{i}^{\prime}\right) \mapsto \sum_{i=1}^{n}\left\langle a, e_{i}\right\rangle e_{i}^{\prime} \quad \cong
$$


$a$

From the equality $a=\sum_{i=1}^{n}\left\langle a, e_{i}\right\rangle e_{i}^{\prime}$ which holds for every $a \in V$ we see that every element of $V$ is a linear combination of elements $e_{1}^{\prime}, \ldots, e_{n}^{\prime}$, hence $V$ is finite-dimensional. Moreover, the map $V \rightarrow V^{*}$ induced by a bilinear form $\langle$,$\rangle has trivial kernel, so it is$ an isomorphism (if $\langle b, a\rangle=0$ for every $a \in V$, then $b=\sum_{i=1}^{n}\left\langle b, e_{i}\right\rangle e_{i}^{\prime}=0$ ). It follows that $V$ is a commutative Frobenius algebra and, using a morphism $\psi:(V, \nu) \rightarrow(W, \mu)$ of two TFTs, we obtain an obvious linear map of associated vector spaces $V \rightarrow W$ which preserves the product and trace, because they were constructed as an images of morphisms in $\mathcal{T}$.

Before we continue the proof in the opposite direction we shall show that the coproduct $V \rightarrow V \otimes V$ shown on the figure 2.4 can be described in terms of bilinear form and dual spaces as follows. Firstly, there is an isomorphism $V \cong V^{*}$ given by $V \ni a \mapsto\langle a, \cdot\rangle \in V^{*}$. Note also that, because $V$ is finite-dimensional, the obvious inclusion $V^{*} \otimes V^{*} \hookrightarrow(V \otimes V)^{*}$ is an isomorphism. Our coproduct is in fact a composition

$$
V \cong V^{*} \xrightarrow{(\cdot)^{*}}(V \otimes V)^{*} \cong V^{*} \otimes V^{*} \cong V \otimes V
$$

Where $(\cdot): V \otimes V \rightarrow V$ is just the product. To show this, let $\alpha: V \rightarrow V \otimes V$ be a coproduct given by the surface from Figure 2.4. Because of non-degeneracy of $\langle\cdot, \cdot\rangle$ we only need to show that for every $a, b, c \in V$ we have $\alpha^{*}(a)(b \otimes c)=\langle a, b c\rangle$, where $\alpha^{*}: V \rightarrow(V \otimes V)^{*}$ is a composition of $\alpha$ with isomorphisms $V \otimes V \cong V^{*} \otimes V^{*} \cong(V \otimes V)^{*}$. It can be shown using the following homeomorphism:

Figure 2.6:


$$
\cong \quad \operatorname{tr}(a(b c))=\langle a, b c\rangle
$$

Assume now that we have a Frobenius algebra $A$. We will construct a TFT based on $A$ as a vector space. To construct a morphism from $\mathcal{T}$ to $\mathcal{E}_{A}$ observe that any surface with boundary can be cut into the following parts:
A



D

E


We define corresponding morphisms as:

- A: trace $\operatorname{tr}: A \rightarrow k$
- B: $1 \mapsto e$, where $e \in A$ is a unit
- $\mathrm{C}: I d: A \rightarrow A$
- D: product $(a, b) \mapsto a b$
- E: coproduct $V \cong V^{*} \xrightarrow{(\cdot)^{*}}(V \otimes V)^{*} \cong V^{*} \otimes V^{*} \cong V \otimes V$

The fact, that homomorphism does not depend on the way we cut corresponding surface is implied by associativity, commutativity and construction of a coproduct (which gives the equalities associated with homeomorphism shown on Figure 2.6, hence also on Figure 2.5) and coassociativity of this coproduct. Given morphism $A \rightarrow B$ of Frobenius algebras, it can be easily extended to the morphism of associated TFTs, so we have a functor from the category of Frobenius Algebras to the category of TFTs (over $k$ ). The fact that both constructed functors are inverse to each other is obvious from the construction, so we have the desired isomorphism.

### 2.2. Conformal field theory

We would like to generalize our definition to the conformal case, i.e. to define a conformal field theory as an algebra over a PROP of complex cobordisms between circles, up to conformal isomorphisms. However, to do this we need some additional structure. First of all it is no longer true that a surface obtained by sewing two surfaces along
circle(s) is independent from the homeomorphism of the circles, we cannot even choose every homeomorphism, because they need to preserve holomorphic structures on the sewing surfaces. Next thing is that in conformal case we should take care of 'conformal anomaly': morphism given by a surface which is sewn from two other is the composition of corresponding morphisms only up to some scalar factor, depending on central charge of a theory. Therefore we need to give more precise definition of a PROP of Riemann surfaces and introduce determinant line bundle. From now on all vector spaces will be over $\mathbb{C}$.

### 2.2.1. PROP of Riemann surfaces

Our goal in this section is to give precise definition of a PROP of Riemann surfaces $\mathcal{R}$. Because it is not clear how to sew two surfaces along boundaries, in order to define morphism in a surface PROP we need some additional structure. To define Mor $_{\mathcal{R}}$, we take closed Riemann surfaces with $n+m$ punctures (distinguished points) with parametrised neighbourhoods instead of surfaces with $n+m$ boundary components.
Definition 2.2.1. A Riemann surface with $n$ negatively-oriented and $m$ positivelyoriented punctures is a tuple $\left(\Sigma ; x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m} ;\left(U_{1}, \phi_{1}\right), \ldots,\left(U_{n}, \phi_{n}\right) ;\left(V_{1}, \psi_{1}\right), \ldots,\left(V_{m}, \psi_{m}\right)\right)$, where:

- $\Sigma$ is closed Riemann surface.
- $x_{i} \in \Sigma, i=1, \ldots, n$, are distinguished negatively-oriented points together with open neighbourhoods $x_{i} \in U_{i} \subset \Sigma, i=1, \ldots, n$, and maps $\phi_{i}: U_{i} \rightarrow \mathbb{C}$ biholomorphic on their images such that for each $i=1, \ldots, n$, the image of $\phi_{i}$ contains unit circle (i.e. $\left.\{z:|z| \leqslant 1\} \subset \phi_{i}\left(U_{i}\right)\right)$ and $\phi_{i}\left(x_{i}\right)=0$.
- $y_{j} \in \Sigma, j=1, \ldots, m$, are distinguished positively-oriented points together with open neighbourhoods $y_{j} \in V_{j} \subset \Sigma, j=1, \ldots, m$, and maps $\psi_{j}: V_{j} \rightarrow \widehat{\mathbb{C}}$ biholomorphic on their images such that for each $\left.j=1, \ldots, m,\{z:|z| \geqslant 1\} \subset \psi_{j}\left(V_{j}\right)\right)$ and $\psi_{j}\left(y_{j}\right)=\infty$.
- Sets $U_{i}, i=1, \ldots, n$, may have non-empty intersection, but the preimages of certain closed disks under the maps $\phi_{i}, \psi_{j}$ are disjoint, i.e. sets $\phi_{i}^{-1}(\{z:|z| \leqslant 1\}), i=$ $1, \ldots, n, \psi_{i}^{-1}(\{z:|z| \geqslant 1\}), j=1, \ldots, m$ are pairwise disjoint. The only exceptions from this rule are the 'identity' surface $\mathcal{S}=(\hat{\mathbb{C}} ; 0 ; \infty ;(\mathbb{C}, z) ;(\hat{\mathbb{C}} \backslash 0, z)$ ) (we denote here by $z$ a standard map $\widehat{\mathbb{C}} \ni z \mapsto z \in \widehat{\mathbb{C}})$ and disjoint sums of other surfaces with $\mathcal{S}$.

One can think of a Riemann surface with $n+m$ parametrized punctures as of a Riemann surface with $n+m$ parametrised boundary components. Therefore the above construction with boundary components actually sewn with disks may seem unnatural, but it allows us to provide identity in a natural way. This point of view will be also useful in the next chapter, where the partial sphere operad is defined.

Sometimes we will say for short that a Riemann surface with $n$ negatively-oriented and $m$ positively-oriented punctures is just a Riemann surface of type $(n, m)$.

Definition 2.2.2. We say that two Riemann surfaces of type ( $n, m$ ): ( $\Sigma ; x_{1}, \ldots, x_{n} ; y_{1}, \ldots$, $\left.y_{m} ;\left(U_{1}, \phi_{1}\right), \ldots,\left(U_{n}, \phi_{n}\right) ;\left(V_{1}, \psi_{1}\right), \ldots,\left(V_{m}, \psi_{m}\right)\right),\left(\Sigma^{\prime} ; x_{1}^{\prime}, \ldots, x_{n}^{\prime} ; y_{1}^{\prime}, \ldots, y_{m}^{\prime} ;\left(U_{1}^{\prime}, \phi_{1}^{\prime}\right), \ldots,\left(U_{n}^{\prime}\right.\right.$, $\left.\left.\phi_{n}^{\prime}\right) ;\left(V_{1}^{\prime}, \psi_{1}^{\prime}\right), \ldots,\left(V_{m}^{\prime}, \psi_{m}^{\prime}\right)\right)$ are isomorphic, if there exists biholomorphic map $F: \Sigma \rightarrow \Sigma^{\prime}$ such that $F\left(x_{i}\right)=x_{i}^{\prime}, i=1, \ldots, n, F\left(y_{i}\right)=y_{i}^{\prime}, j=1, \ldots, m$, and $\phi_{i}^{\prime} \circ F=\phi_{i}, i=1, \ldots, n$, $\psi_{j}^{\prime} \circ F=\psi_{j}, j=1, \ldots, m$, on some neighbourhoods of $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ respectively.
Remark 2.2.3. Note that the isomorphism class of a Riemann surface of type $(n, m)$ is independent of a choice of neighbourhoods $U_{1}, \ldots, U_{n}$ and $V_{1}, \ldots, V_{n}$. The definition above guaranties that, because of the identity theorem, the corresponding maps $\phi_{i}^{\prime} \circ F$ and $\psi_{j}^{\prime} \circ F$ agree on some neighbourhoods of the preimages of $\{z:|z| \leqslant 1\}$ and $\{z:|z| \geqslant 1\}$ respectively.

In order to give a definition of a PROP $\mathcal{R}$, we only need to describe compositions of morphisms, i.e. sewing operation. Suppose we are given two Riemann surfaces $\left(\Sigma ; x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m} ;\left(U_{1}, \phi_{1}\right), \ldots,\left(U_{n}, \phi_{n}\right) ;\left(V_{1}, \psi_{1}\right), \ldots,\left(V_{m}, \psi_{m}\right)\right),\left(\Sigma^{\prime} ; x_{1}^{\prime}, \ldots, x_{k}^{\prime} ; y_{1}^{\prime}, \ldots\right.$, $\left.y_{l}^{\prime} ;\left(U_{1}^{\prime}, \phi_{1}^{\prime}\right), \ldots,\left(U_{k}^{\prime}, \phi_{k}^{\prime}\right) ;\left(V_{1}^{\prime}, \psi_{1}^{\prime}\right), \ldots,\left(V_{l}^{\prime}, \psi_{l}^{\prime}\right)\right)$ of types $(n, m),(k, l)$ respectively, where $m \geqslant 1$ and $k \geqslant 1$. Given $0 \leqslant i \leqslant m$ and $0 \leqslant j \leqslant k$, we can obtain new surface $\left(\Sigma^{\prime \prime} ; x_{1}^{\prime \prime}, \ldots, x_{n+k-1}^{\prime \prime} ; y_{1}^{\prime \prime}, \ldots, y_{m+l-1}^{\prime \prime} ;\left(U_{1}^{\prime \prime}, \phi_{1}^{\prime \prime}\right), \ldots,\left(U_{n+k-1}^{\prime \prime}, \phi_{n+k-1}^{\prime \prime}\right) ;\left(V_{1}^{\prime \prime}, \psi_{1}^{\prime \prime}\right), \ldots,\left(V_{m+l-1}^{\prime \prime}\right.\right.$, $\left.\psi_{m+l-1}^{\prime \prime}\right)$ ) of type $(n+k-1, m+l-1)$ in the following way:

- Choose $1<r$ such that $\{z:|z|>1 / r\} \subset \psi_{i}\left(V_{i}\right)$ and $\{z:|z|<r\} \subset \phi_{j}^{\prime}\left(U_{j}^{\prime}\right)$ and let

$$
\Sigma^{\prime \prime}=\left(\Sigma \backslash \psi_{i}^{-1}(\{z:|z| \geqslant r\})\right) \sqcup\left(\Sigma^{\prime} \backslash \phi_{j}^{\prime-1}(\{z:|z| \leqslant 1 / r\})\right) / \sim
$$

where the relation $\sim$ identify points $x \in \Sigma, y \in \Sigma^{\prime} \Leftrightarrow \psi_{i}(x)=\phi_{j}^{\prime}(y)$, whenever this equality makes sense (it can happen actually only when $x \in \psi_{i}^{-1}(\{z: 1 / r<|z|<$ $r\})$ and $\left.y \in \phi_{j}^{\prime-1}(\{z: 1 / r<|z|<r\})\right)$. The new surface $\Sigma^{\prime \prime}$ is compact because it is homeomorphic to the connected sum of the underlying topological surfaces $\Sigma$, $\Sigma^{\prime}$. It is also easy to see that the new surface $\Sigma^{\prime \prime}$ has complex structure, because on parts $\Sigma \backslash \psi_{i}^{-1}(\{z:|z| \geqslant r\})$ and $\Sigma^{\prime} \backslash \phi_{j}^{\prime-1}(\{z:|z| \leqslant 1 / r\})$ it has structures induced by complex structures of $\Sigma$ and $\Sigma^{\prime}$ respectively and on the intersection (i.e. $\left.\psi_{i}^{-1}(\{z: 1 / r<|z|<r\})=\phi_{j}^{\prime-1}(\{z: 1 / r<|z|<r\})\right)$ both structures agree.


- Let $x_{s}^{\prime \prime}=\left\{\begin{array}{ll}x_{s}^{\prime} & \text { for } 0<s<j \\ x_{s-j+1} & \text { for } j \leqslant s<j+n \\ x_{s-n+1}^{\prime} & \text { for } j+n \leqslant s<n+k\end{array}\right.$ and $y_{t}= \begin{cases}y_{t} & \text { for } 0<t<i \\ y_{t-i+1}^{\prime} & \text { for } i \leqslant t<i+l \\ y_{t-l+1} & \text { for } i+l \leqslant t<l+m\end{cases}$

- Maps and neighbourhoods $\left(U_{i}^{\prime \prime}, \phi_{i}^{\prime \prime}\right), 1 \leqslant i<m+l$ and $\left(V_{j}^{\prime \prime}, \psi_{j}^{\prime \prime}\right), 1 \leqslant j<n+k$, are the same as maps and neighbourhoods of the corresponding points in $\Sigma$ and $\Sigma^{\prime}$, maybe after reducing the neighbourhoods because of deleting open sets $\psi_{i}^{-1}$ (\{z: $|z| \geqslant r\})$ and $\phi_{j}^{\prime-1}(\{z:|z| \leqslant 1 / r\})$. Because deleted sets are contained in the preimages of certain open disks, all new maps contain disks $\{z:|z| \leqslant 1\}$ or $\{z:|z| \geqslant 1\}$ in their images. Preimages of interiors of these disks are also disjoint because of the same reason.

It is easy to see that the whole construction is independent of the choice of constant $r$. We often denote this new surface as $\Sigma_{i} \#_{j} \Sigma^{\prime}$. Moreover, if we have surface $\Sigma$ of type $(n, m)$, where $n, m>0$, we can obtain in an analogous way new surface $\Sigma_{i \sim j}(1 \leqslant i \leqslant n$, $1 \leqslant j \leqslant m$ ) by sewing positively and negatively oriented punctures of $\Sigma$. It is always well defined except in the case of the 'identity' surface $\mathcal{S}$. To see what happens, consider the underlying topological situation: in fact we try to sew both sides of a circle (degenerated surface with two boundary components). As a result the surface $\mathcal{S}_{1 \sim 1}$ is in fact an open annulus $\{z: 1 / r<|z|<r\}$, so it is neither independent of $r$, nor closed. The reason is that we do not assume that preimages of a closed disks $\{z:|z| \leqslant 1\}$ and $\{z:|z| \geqslant 1\}$ have empty intersection in $\mathcal{S}$. It means that, if we consider the underlying topological situation with certain open disks removed, this is the degenerate case. However, the sewing operation for one surface will be always well defined in our applications.

Now we are ready to give proper definition of a $\operatorname{PROP} \mathcal{R}$ :
Definition 2.2.4. PROP of Riemann surfaces $\mathcal{R}$ is a $\operatorname{PROP}$ where $\operatorname{Mor}_{\mathcal{R}}(n, m)$ is the set of equivalence classes of closed Riemann surfaces of type $(n, m)$, the identity is the surface $\mathcal{S}=(\hat{\mathbb{C}} ; 0 ; \infty ;(\mathbb{C}, z) ;(\hat{\mathbb{C}} \backslash 0, z))$, and tensor product of morphisms is given by taking disjoint union of two surfaces. Given two surfaces $\Sigma, \Sigma^{\prime}$ of types $(n, m)$ and $(m, l)$ respectively, we define the composition of morphisms:

$$
\Sigma^{\prime} \circ \Sigma=\left(\Sigma_{m} \#_{m} \Sigma^{\prime}\right)_{(m-1) \sim(m-1),(m-2) \sim(m-2), \ldots, 1 \sim 1}
$$

Remark 2.2.5. In fact the PROP $\mathcal{R}$ is topological, i.e. space $\operatorname{Mor}_{\mathcal{R}}(n, m)$ is topological for every $n, m \in \mathbb{N}$ with one connected component for every topological type of surfaces. We only sketch the construction here, the details can be found in [Seg]. Denote by $\mathcal{M}_{g, k}$ the moduli space of all closed surfaces of genus $g$ with $k$ distinguished points and
prescribed tangent vectors at these points; it can be given the topological structure. One can construct the space $\mathcal{B}_{g, n, m}$ of all genus $g$ surfaces of type $(n, m)$ by constructing a fibration over $\mathcal{M}_{g, n+m}$, whose fiber over ( $[\Sigma] ; x_{1}, \ldots, x_{n+m} ; \xi_{1}, \ldots, \xi_{n+m}$ ) is the set of all holomorphic embeddings of $n+m$ closed disks into $\Sigma$ satisfying all conditions described in the definition of PROP $\mathcal{R}$ and such that their derivatives in 0 are $\xi_{1}, \ldots, \xi_{n+m}$. This construction can be also improved to give the space $\mathcal{B}_{g, n, m}$ a holomorphic structure. In the case of genus-zero there is a simple method to give the space $\mathcal{B}_{0, n, m}$ the structure of infinite dimensional complex Banach manifold; for more details see [ Hu ]. Moreover, one can show that the composition of morphisms induce a holomorphic map

$$
\sqcup_{g_{1}, g_{2} \in \mathbb{N}} \mathcal{B}_{g_{1}, n, m} \times \mathcal{B}_{g_{2}, m, k} \rightarrow \sqcup_{g \in \mathbb{N}} \mathcal{B}_{g, n, k}
$$

for $n, m, k \in \mathbb{N}$.

### 2.2.2. Determinant lines

In this section we define the notion of a determinant line over a Riemann surface and show that PROP $\mathcal{R}$ can be enriched in order to carry this additional structure. All the proofs are technical and usually long, so we give here only sketches of corresponding constructions. All the details can be found in appendix D in $[\mathrm{Hu}]$ and in $[\mathrm{Seg}]$.

In fact a determinant line is not a straightforward notion. It may refer to a finite dimensional vector space, a Fredholm operator between Hilbert spaces or a Riemann surface. In all listed cases we have the functor from these categories to the category of graded lines. The determinant line of an object is, briefly speaking, the image of this object under corresponding functor. We begin therefore with the definition of graded line.

Definition 2.2.6. A graded line $(L, \operatorname{deg} L)$ is a one dimensional vector space together with an element of $\mathbb{Z}_{2}$ called the degree.

Graded lines form a category $\mathcal{G}$ in a natural way. In fact it is a symmetric monoidal category, because given two lines $L_{1}, L_{2}$ we can define the tensor product of these lines $L_{1} \otimes L_{2}$ of the degree $\operatorname{deg} L_{1}+\operatorname{deg} L_{2}$. Symmetry of graded lines is given by a natural isomorphism $\mathcal{G} \times \mathcal{G} \rightarrow \mathcal{G} \times \mathcal{G}$ defined as:

$$
L_{1} \otimes L_{2} \ni v_{1} \otimes v_{2} \mapsto(-1)^{\operatorname{deg} L_{1} \operatorname{deg} L_{2}} v_{2} \otimes v_{1} \in L_{2} \otimes L_{1}
$$

Next we define the functors from several categories to the category of graded lines. Before we proceed, we need to make remark about isomorphisms of graded lines. Because all one dimensional vector spaces are isomorphic, every two graded lines are isomorphic whenever they have the same degree. We will say that two graded lines are canonically isomorphic, if the isomorphism comes from a natural transformation of a functors from some category to $\mathcal{G}$.

Definition 2.2.7. let $V$ be a finite dimensional vector space of dimension $n$. A determinant line Det $V$ of $V$ is a graded line $\bigwedge^{n} V$ of degree $(n \bmod 2)$.

It is obvious that the assignment defined above can be extended to a functor to $\mathcal{G}$ from the category with finite dimensional vector spaces as objects and linear isomorphisms as morphisms. We extend also this definition to a (formal) 0 -dimensional vector spaces by $\Lambda^{0} V=\mathbb{C}$.

Now let $H_{1}$ and $H_{2}$ be Hilbert spaces.
Definition 2.2.8. A bounded linear operator $F: H_{1} \rightarrow H_{2}$ is called a Fredholm operator, if its kernel and cokernel are finite dimensional. The index of a Fredholm operator is the number Index $F=\operatorname{dim} \operatorname{Ker} F-\operatorname{dim} \operatorname{Coker} F$.
Definition 2.2.9. Let $F_{1}: H_{1} \rightarrow H_{2}$ and $F_{2}: H_{3} \rightarrow H_{4}$ be two Fredholm operators. An equivalence from $F_{1}$ to $F_{2}$ is a pair of bounded linear isomorphisms $f_{1}: H_{1} \rightarrow H_{3}$, $f_{2}: H_{2} \rightarrow H_{4}$ such that the following diagram commutes:


Definition 2.2.10. A determinant line of a Fredholm operator $F$ is a graded line:

$$
\operatorname{Det} F=\operatorname{Det}(\operatorname{Ker} F)^{*} \otimes \operatorname{Det}(\operatorname{Coker} F)
$$

with the degree $\operatorname{Index} F \bmod 2$.
We can extend this definition to have a functor to $\mathcal{G}$ from the category of Fredholm operators as objects and equivalences as morphisms. Note that if $F$ is an isomorphism we have Det $F=\mathbb{C} \otimes \mathbb{C} \cong \mathbb{C}$ (because $\bigwedge^{0} \operatorname{Ker} F=\Lambda^{0} \operatorname{Coker} F=\mathbb{C}$ ). We state one of the most important properties of the determinant lines of Fredholm operators.

Proposition 2.2.11 (Snake lemma). Let $H_{i}, i=1, \ldots, 6$, be Hilbert spaces. Consider the commutative diagram

where $F_{1}, F_{2}, F_{3}$ are bounded linear operators, and the horizontal lines are exact. If two of the operators $F_{1}, F_{2}, F_{3}$ are Fredholm, so is the third. Moreover, there is a canonical isomorphism Det $F_{1} \otimes$ Det $F_{3} \cong$ Det $F_{2}$.

Now we turn again to the case of Riemann surfaces. We define the determinant line of a surface $\mathcal{S}$ to be just $\mathbb{C}$ of degree 0 . From now on we will consider here only nondegenerated surfaces. If $\left(\Sigma ; x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m} ;\left(U_{1}, \phi_{1}\right), \ldots,\left(U_{n}, \phi_{n}\right) ;\left(V_{1}, \psi_{1}\right), \ldots,\left(V_{m}, \psi_{m}\right)\right)$ is a Riemann surface with punctures, we denote by $\Sigma^{c}$ compact Riemann surface with boundary obtained from $\Sigma$ by deleting the images of open disks $\{z:|z|<1\}$ under
$\phi_{1}^{-1}, \ldots, \phi_{n}^{-1}$ and $\{z:|z|>1\}$ under $\psi_{1}^{-1}, \ldots, \psi_{m}^{-1}$. Then we have the Cauchy-Riemann operator $\bar{\partial}: \Omega^{0}\left(\Sigma^{c}\right) \rightarrow \Omega^{0,1}\left(\Sigma^{c}\right)$, where $\Omega^{0}\left(\Sigma^{c}\right)$ is the space of smooth functions on $\Sigma^{c}$ and $\Omega^{0,1}\left(\Sigma^{c}\right)$ is the space of $(0,1)$-forms on $\Sigma^{c}$ (i.e. forms that locally can be written as $f(x, y) d \bar{z}$, where $z=x+i y)$.

Let $C_{1}, C_{2}, \ldots, C_{n}$ be a negatively oriented connected components of $\partial \Sigma^{c}$ (i.e. preimages of set $\{z:|z|=1\}$ under $\left.\phi_{1}, \ldots, \phi_{n}\right)$ and $D_{1}, \ldots, D_{m}$ be a positively oriented components of $\partial \Sigma^{c}$. We denote by $\Omega_{+}^{0}\left(C_{i}\right), i=1, \ldots, n$, the set of smooth functions on $C_{i}$ (viewed as smooth functions on $S^{1}$ via the parametrizations $\phi_{i}$ ) such that their Fourier expansions are of the form $\sum_{n \in \mathbb{Z}_{-}} a_{n} e^{2 \pi n \theta i}$, where $\theta$ is the usual parametrisation of $S^{1}$ by angles. Analogously, if $D_{1}, \ldots, D_{m}$ are positively oriented connected components of $\partial \Sigma^{c}$, we denote by $\Omega_{+}^{0}\left(D_{j}\right), j=1, \ldots, m$ the set of smooth functions on $D_{j}$ such that their Fourier expansions are of the form $\sum_{n \in \mathbb{N}} a_{n} e^{2 \pi n \theta i}$. Finally, we define $\Omega_{+}^{0}\left(\partial \Sigma^{c}\right)=\oplus_{i=1}^{n} \Omega_{+}^{0}\left(C_{i}\right) \oplus_{j=1}^{m} \Omega_{+}^{0}\left(D_{j}\right)$. In an analogous way we can define the space $\Omega_{-}^{0}\left(\partial \Sigma^{c}\right)$ as consisting functions on $\partial \Sigma^{c}$ which are of the form $\sum_{n \in \mathbb{N}} a_{n} e^{2 \pi n \theta i}$ on negatively oriented components and $\sum_{n \in \mathbb{Z}_{-}} a_{n} e^{2 \pi n \theta i}$ on positively oriented ones. We denote by pr : $\Omega^{0}\left(\Sigma^{c}\right) \rightarrow \Omega_{+}^{0}\left(\partial \Sigma^{c}\right)$ the composition of a restriction operator $\Omega^{0}\left(\Sigma^{c}\right) \rightarrow \Omega^{0}\left(\partial \Sigma^{c}\right)$ with a projection $\Omega^{0}\left(\partial \Sigma^{c}\right) \rightarrow \Omega_{+}^{0}\left(\partial \Sigma^{c}\right)$. We would like to define the determinant line of a surface $\Sigma^{c}$ as the determinant line of the operator

$$
\bar{\partial} \oplus \operatorname{pr}: \Omega^{0}\left(\Sigma^{c}\right) \rightarrow \Omega^{0,1}\left(\Sigma^{c}\right) \oplus \Omega_{+}^{0}\left(\partial \Sigma^{c}\right)
$$

However, it is not possible to do it explicitly, because the spaces $\Omega^{0}\left(\Sigma^{c}\right)$ and $\Omega^{0,1}\left(\Sigma^{c}\right) \oplus$ $\Omega_{+}^{0}\left(\partial \Sigma^{c}\right)$ are not Hilbert, therefore we need to extend them to some reasonable Hilbert spaces.

Definition 2.2.12. Let $U$ be an open subset of $\mathbb{R}^{n}$. A Sobolev space $H_{(k)}(U), k \in \mathbb{R}$, $k \geqslant 0$, is the space

$$
H_{(k)}(U)=\left\{f \in L^{2}(U):\left(1+|\xi|^{2}\right)^{\frac{k}{2}} \mathcal{F}(f) \in L^{2}\left(\mathbb{R}^{n}\right)\right\}
$$

where $\mathcal{F}$ is the Fourier transform (i.e. $\mathcal{F}(f)(\xi)=(2 \pi)^{-k / 2} \int_{\mathbb{R}^{n}} f(x) e^{-i x \xi} d x$, at least for functions belonging to $\left.L^{1}(U)\right)$. It is a Hilbert space with the product

$$
\langle f, g\rangle=\left\langle\left(1+|\xi|^{2}\right)^{\frac{k}{2}} \mathcal{F}(f),\left(1+|\xi|^{2}\right)^{\frac{k}{2}} \mathcal{F}(g)\right\rangle_{L^{2}}
$$

We can also define $H_{(k)}\left(\overline{\mathbb{R}}_{+}^{n}\right)$ to be $H_{(k)}\left(\mathbb{R}^{n}\right) / H_{(k)}\left(\mathbb{R}_{-}^{n}\right)$ with quotient topology (where $\left.\mathbb{R}_{+}^{n}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{n}>0\right\}\right)$.

Definition 2.2.13. Let $M$ be a smooth compact manifold (possibly with boundary). We define a Sobolev space $H_{(k)}(M)$ as the set of all functions $f$ s.t. for every chart $(U, \phi)$ and every function $\psi \in C_{c o m p}^{\infty}(U)$ (functions in $C^{\infty}(U)$ with compact support) the function $\phi_{*}(\psi f) \in H_{(k)}\left(\mathbb{R}^{n}\right)$, where $\phi_{*}=\left(\phi^{-1}\right)^{*}$ (respectively $H_{(k)}\left(\overline{\mathbb{R}}_{+}^{n}\right)$, if the chart contains boundary).

In fact, these spaces also carry Hilbert space structure. The details on the defined Sobolev spaces can be found, for example, in [Hö]. Using them, we have the following result.

Proposition 2.2.14. For any $k \geqslant 1$ the operator $\bar{\partial} \oplus p r$ can be extended uniquely to the Fredholm operator

$$
H_{(k)}(\bar{\partial} \oplus p r): H_{(k)}\left(\Sigma^{c}\right) \rightarrow\left(H_{(k-1)}\left(\Sigma^{c}\right) \otimes \Omega^{0,1}\left(\Sigma^{c}\right)\right) \oplus H_{(k-1 / 2)}\left(\partial \Sigma^{c}\right)
$$

The kernel of this extension is equal to the kernel of $\bar{\partial} \oplus p r$ and the cokernel is canonically isomorphic to the cokernel of $\bar{\partial} \oplus p r$.

In fact the kernel of the operator $\bar{\partial} \oplus$ pr, hence also of $H_{(k)}(\bar{\partial} \oplus \mathrm{pr})$, can be easily described: it is the set of constant functions if $\Sigma$ is of type $(n, 0), n \in \mathbb{N}$, and 0 otherwise.

If $\Sigma$ is of type $(0,0), \operatorname{ker} \bar{\partial} \oplus \operatorname{pr}=\operatorname{ker} \bar{\partial}$. Let $f \in \operatorname{ker} \overline{\bar{\partial}}$. The condition that $f \in \operatorname{ker} \overline{\bar{\partial}}$ means that $f$ is holomorphic. Because $f$ is defined on a closed surface it is constant because of the maximum principle.

Suppose now that $\Sigma$ is of type $(n, 0), n \geqslant 1$ and $f \in \operatorname{ker} \bar{\partial} \oplus \operatorname{pr}$. Then, using the parametrisations $\phi_{1}, \ldots, \phi_{n}$ we see, that on every circle $C_{i}, i=1, \ldots, n, f$ can be written as $\sum_{n \in \mathbb{N}} a_{i, n} z^{n}$, therefore it can be extended (using map $\phi_{i}$ and identity theorem) to a function on $\Sigma$ by setting $f \circ \phi_{i}^{-1}(z)=\sum_{n \in \mathbb{N}} a_{i, n} z^{n}$. Hence it must be constant. We can give the same proof in the case of $\Sigma$ of type $(n, m)$ for $m \geqslant 1$, however, in this case $f \in \operatorname{ker} \bar{\partial} \oplus \operatorname{pr}$ must be zero because it is of the form $\sum_{n \in \mathbb{Z}_{-}} a_{j, n} z^{n}$ on every set $\psi_{j}^{-1}(\{z:|z| \geqslant 1\})$.

We are now ready to give a proper definition of Det $\Sigma$.
Definition 2.2.15. A determinant line of a surface $\Sigma$ is the determinant line of the Fredholm operator $H_{(k)}(\bar{\partial} \oplus \mathrm{pr})$, i.e. Det $\Sigma:=\operatorname{Det} H_{(k)}(\bar{\partial} \oplus \mathrm{pr})$.

Let $\operatorname{Hol}\left(\Sigma^{c}\right)$ be the set of holomorphic functions defined on a surface $\Sigma^{c}$. In case $(n, m) \neq(0,0)$ we have the following alternative description of determinant line over $\Sigma$ :

Proposition 2.2.16. For any $s \geqslant 1$ the operator

$$
\pi_{\Sigma^{c}}: \operatorname{Hol}\left(\Sigma^{c}\right) \rightarrow \Omega_{+}^{0}\left(\partial \Sigma^{c}\right)
$$

can be extended to a Fredholm operator $\bar{\pi}_{\Sigma^{c}(s)}: \overline{\operatorname{Hol}}_{(s)}\left(\Sigma^{c}\right) \rightarrow H_{(s-1 / 2)}$, where $\overline{\operatorname{Hol}}_{(s)}\left(\Sigma^{c}\right)$ is the completion of $\operatorname{Hol}(\Sigma)$ in $H_{(s)}\left(\Sigma^{c}\right)$. The kernel and cokernel of this extension are canonically isomorphic to the kernel and cokernel of $\pi_{\Sigma^{c}}$ respectively. Moreover, there is a canonical isomorphism Det $\Sigma \cong \operatorname{Det} \pi_{\Sigma^{c}}$.

Proof. The key of the proof is the fact that the commutative diagram with exact rows

induces the commutative diagram of the corresponding Sobolev spaces. Then one can prove that the extension $\bar{\pi}_{\Sigma^{c}(s)}$ has the desired properties and, using the snake lemma, we obtain the canonical isomorphism $\operatorname{Det} \Sigma \cong \operatorname{Det} \pi_{\Sigma^{c}} \otimes \operatorname{Det} I d_{\Omega^{0,1}\left(\Sigma^{c}\right)} \cong \operatorname{Det} \pi_{\Sigma^{c}}$.

One of the most important properties of determinant lines of Riemann surfaces is the existence of sewing isomorphism. We have the following result.

Theorem 2.2.17. For any $\Sigma, \Sigma^{\prime}$ of types $(n, m),(k, l)$ respectively $(m, k \geqslant 1)$ and $1 \leqslant i \leqslant m, 1 \leqslant j \leqslant k$, we have the canonical isomorphism

$$
l_{\Sigma, \Sigma^{\prime}}^{i, j}: \operatorname{Det} \Sigma \otimes \operatorname{Det} \Sigma^{\prime} \rightarrow \operatorname{Det} \Sigma_{i} \#_{j} \Sigma^{\prime}
$$

Proof. The above theorem is a consequence of the following three lemmas.
Lemma 2.2.18. The rows of the following commutative diagram are exact:

where $S=D_{i}=C_{j}^{\prime} \subset \Sigma_{i} \#_{j} \Sigma^{\prime}, \Delta_{\Sigma^{c}, \Sigma^{\prime c}}(f)=\left.f\right|_{D_{i}}-\left.f\right|_{C_{j}^{\prime}}$ for $f \in \operatorname{Hol}\left(\Sigma^{c} \sqcup \Sigma^{\prime c}\right)$ and $\bar{\pi}_{\Sigma^{c}, \Sigma^{\prime} c}(f)=\left(\left.f\right|_{\partial\left(\Sigma_{i}^{c} \#_{j} \Sigma^{\prime c}\right)}\right) \oplus \Delta_{\Sigma^{c}, \Sigma^{\prime} c}(f)$.

Lemma 2.2.19. The operator $\pi_{\Sigma \sqcup \Sigma^{\prime}}-\bar{\pi}_{\Sigma^{c}, \Sigma^{\prime}}$ is of a trace-class.
Lemma 2.2.20. Let $H_{1}, H_{2}$ be Hilbert spaces. If $F: H_{1} \rightarrow H_{2}$ is a Fredholm operator and $T: H_{1} \rightarrow H_{2}$ is a trace-class operator, there is a canonical isomorphism Det $F \cong$ Det $(F+T)$ such that if $T^{\prime}: H_{1} \rightarrow H_{2}$ is another trace-class operator then the following diagram of canonical isomorphisms is commutative:


Indeed, from the lemma 2.2.18 we have an isomorphism Det $\Sigma_{i} \#_{j} \Sigma^{\prime} \cong \operatorname{Det} \bar{\pi}_{\Sigma^{c}, \Sigma^{\prime c}}$. The lemmas 2.2 .19 and 2.2.20 give an isomorphism $\operatorname{Det} \bar{\pi}_{\Sigma^{c}, \Sigma^{\prime c}} \cong \operatorname{Det} \pi_{\Sigma \sqcup \Sigma^{\prime}}$. Finally, Det $\pi_{\Sigma \sqcup \Sigma^{\prime}} \cong \operatorname{Det} \Sigma \otimes \operatorname{Det} \Sigma^{\prime}$ because of the obvious commutative diagram:

where $\operatorname{Hol}\left(\Sigma^{c} \sqcup \Sigma^{c}\right) \cong \operatorname{Hol}\left(\Sigma^{c}\right) \oplus \operatorname{Hol}\left(\Sigma^{c}\right)$ and $\Omega_{+}^{0}\left(\partial\left(\Sigma^{c} \sqcup \Sigma^{\prime c}\right)\right) \cong \Omega_{+}^{0}\left(\partial \Sigma^{c}\right) \oplus \Omega_{+}^{0}\left(\partial \Sigma^{\prime c}\right)$.

Theorem 2.2.21. Suppose $\Sigma, \Sigma^{\prime}$ and $\Sigma^{\prime \prime}$ are Riemann surfaces of types $(n, m),(k, l)$ and $(p, q)$ respectively $(m, l, k, p \geqslant 1)$ and $1 \leqslant i \leqslant m, 1 \leqslant j \leqslant k, 1 \leqslant s \leqslant l, 1 \leqslant t \leqslant p$. Then the following diagram of canonical isomorphism is commutative:


Finally, we can repeat our reasoning with slight modifications to conclude that there are also canonical isomorphisms Det $\Sigma \cong \operatorname{Det} \Sigma_{\left(i_{1} \sim j_{1}\right), \ldots,\left(i_{k} \sim j_{k}\right)}$ whenever this formula makes sense. Hence we obtain

Theorem 2.2.22. Let $\Sigma, \Sigma^{\prime}$ be of types $(n, m)$, $(m, l)$ respectively. Then there is a canonical isomorphism $l_{\Sigma, \Sigma^{\prime}}: \operatorname{Det} \Sigma \otimes \operatorname{Det} \Sigma^{\prime} \cong \operatorname{Det} \Sigma^{\prime} \circ \Sigma$, where

$$
\Sigma^{\prime} \circ \Sigma=\left(\Sigma_{m} \#_{m} \Sigma^{\prime}\right)_{(m-1) \sim(m-1),(m-2) \sim(m-2), \ldots, 1 \sim 1}
$$

We would like to make one more remark, which will help us in defining CFT, and will be also useful later. Recall that if $\Sigma$ is not of the type $(0,0)$ the kernel of the map $\pi_{\Sigma^{c}}: \operatorname{Hol}\left(\Sigma^{c}\right) \rightarrow \Omega_{+}^{0}\left(\partial \Sigma^{c}\right)$ is 0 if $\Sigma$ has at least one positively oriented puncture and $\mathbb{C}$ (constant functions) otherwise. If $\Sigma$ is of genus 0 , the cokernel of this map is also known.

Lemma 2.2.23. If $\Sigma$ is of genus 0 and is not of the type $(0,0)$, the cokernel of the map $\pi_{\Sigma^{c}}$ is 0 .

As a consequence we have the following fact:
Proposition 2.2.24. If $m \geqslant 1, \sqcup_{[\Sigma] \in \mathcal{B}_{0, n, m}}$ Det $[\Sigma]$ is in canonical bijection with $\mathcal{B}_{0, n, m} \times \mathbb{C}$.
Remark 2.2.25. The above proposition shows, in fact, that Det forms a trivial holomorphic line bundle over $\mathcal{B}_{0, n, m}$. One can show also that if we denote by Det $\mathcal{B}_{0, n, m}$ the mentioned bundle, the sewing map Det $\mathcal{B}_{0, n, m} \otimes \operatorname{Det} \mathcal{B}_{0, m, l} \rightarrow$ Det $\mathcal{B}_{0, n, l}$ for $n, m, l \in \mathbb{N}$ defined as $([\Sigma], \lambda) \otimes\left(\left[\Sigma^{\prime}\right], \lambda^{\prime}\right) \mapsto\left(\Sigma^{\prime} \circ \Sigma, l_{\Sigma, \Sigma^{\prime}}\left(\lambda \otimes \lambda^{\prime}\right)\right)$ is holomorphic.

Moreover, because the bijection in the above proposition is canonical, we obtain a canonical flat connection on $\mathcal{B}_{0, n, m}$. We can ask whether this connection is compatible with the sewing map, i.e. the canonical connection on Det $\mathcal{B}_{0, n, l}$ on the image of the sewing map is equal to the push-forward of sum of canonical connections on Det $\mathcal{B}_{0, n, m}$ and Det $\mathcal{B}_{0, m, l}$. It turns out to be not true in general. However, if one restrics the question to the case where all surfaces are just Riemann spheres $\hat{\mathbb{C}}$ and prametrizations are given only by dilations and rotations (i.e. they are of the form $z \mapsto a z, a \in \mathbb{C}^{\times}$), the canonical connections are actually compatible with the sewing map. More generally, it is true as long as one restricts attention to the Riemann spheres with arbitrary fixed (up to dilations and rotations) parametrisations. The details can be found in $[\mathrm{Hu}]$.

### 2.2.3. The definition of a conformal field theory

Now we are ready to give the definition of a conformal field theory. The definition may differ from the definitions given in the literature, the closest definition is given for example in [Seg]. Although in our definition we forget about some structure mentioned in the definition given in [Seg], we will point out the differences between these two definitions and indicate how to complete the definition given here.

We begin with the definition of an underlying PROP.
Definition 2.2.26. A PROP of Riemann surfaces with determinant lines of central charge $c(c \in \mathbb{Z}) \operatorname{Det}^{c} \mathcal{R}$ is the PROP where the morphisms $\operatorname{Mor}_{\mathcal{H}}(n, m)$ are pairs $(\Sigma, \lambda)$, where $\Sigma$ is a Riemann surface of type $(n, m)$ and $\lambda \in \operatorname{Det}^{c} \Sigma$, the $c$-th tensor power of Det $\Sigma$ (where Det $^{-1}$ is Det*). We define the composition of morphism by:

$$
\left(\Sigma^{\prime}, \lambda^{\prime}\right) \circ(\Sigma, \lambda)=\left(\Sigma^{\prime} \circ \Sigma, l_{\Sigma, \Sigma^{\prime}}^{c}\left(\lambda \otimes \lambda^{\prime}\right)\right)
$$

where $l_{\Sigma, \Sigma^{\prime}}^{c}=l_{\Sigma, \Sigma^{\prime}} \otimes \ldots \otimes l_{\Sigma, \Sigma^{\prime}}: \operatorname{Det}^{c} \Sigma \otimes \operatorname{Det}^{c} \Sigma^{\prime} \cong \operatorname{Det}^{c} \Sigma^{\prime} \circ \Sigma$ is the tensor power of $c$ canonical isomorphisms $l_{\Sigma, \Sigma^{\prime}}$.

One can actually extend the definition to the case of complex parameter $c$ but we will not do this here. However, there is a good description of a Det ${ }^{c}$ in the case of genus-zero surfaces, which we will present it in the next chapter.

For our purposes it is convenient to give one more definition. We see that every set of morphisms in the $\operatorname{PROP} \operatorname{Det}^{c} \mathcal{R}$ has a $\mathbb{C}$-bundle structure. In particular, the multiplication by elements of $\mathbb{C}$ is defined. It is obviously also well defined for every $\mathbb{C}$-linear vector space. Hence we can give the following definition.

Definition 2.2.27. Let $k$ be a field, and $\mathcal{P}$ a PROP such that every set of morphisms $\operatorname{Mor}_{\mathcal{P}}(n, m), n, m \in \mathbb{N}$, is equipped with a $k$-bundle structure. We say that an algebra $(V, \psi)$ over a PROP $\mathcal{P}$ is fiberwise linear, if the $\mathcal{P}$-algebra structure is compatible with the bundle structure, in the sense that for $(h, \lambda) \in \operatorname{Mor}_{\mathcal{P}}(n, m), \psi((h, d \cdot \lambda))=d \psi((h, \lambda))$, where $d \in k$ and $\lambda$ is the element of the fiber over $h$.

Now we are ready to give the definition of CFT:
Definition 2.2.28. Let $V$ be a topological vector space over $\mathbb{C}$. A conformal field theory of central charge $2 c(c \in \mathbb{Z})$ is the continuous fiberwise linear algebra $(V, \psi)$ over a PROP $\operatorname{Det}^{c} \mathcal{R}$.

The continuity assumption means that all the maps $\psi_{n, m}$ defining a morphism $\psi$ : $\operatorname{Det}^{c} \mathcal{R} \rightarrow \mathcal{E}_{V}$ are continuous. It is in fact quite weak assumption; if we could define a suitable holomorphic structures on all sets of morphisms in PROPs $\operatorname{Det}^{c} \mathcal{R}$ (this is satisfied by remark 2.2 .5 ) and $\mathcal{E}_{V}$, we would demand that the maps $\psi_{n, m}$ are holomorphic.

The natural question is what is the underlying algebraic structure. However, it is much more difficult question than in the case of TFT. There is even a problem with constructing nontrivial examples of CFTs. In the next chapter we give a partial answer to this question. It shows the complexity of a possible general answer, but on the other hand it shows connections with other areas of mathematics, rather unexpected when looking only on the geometric construction above.

Remark 2.2.29. We can correct the above definition to be compatible with the definition given in [Seg]. To do this we need to add the assumptions that we have a hermitian product on $V$ and all the operators in the image of $\psi$ (except the identities) are of a trace-class. Another axiom is that we have also the morphism $\operatorname{Mor}_{\operatorname{Det}^{c} \mathcal{R}}(n, m) \rightarrow$ $M o \operatorname{Det}^{c} \mathcal{R}(n-k, m-k)$ for $k \leqslant n, m$, induced by the sewing $k$ boundary components in $\Sigma^{c}$, where $\Sigma$ is of type $(n, m)$ (i.e. an operation $\left.\Sigma \mapsto \Sigma_{\left(i_{1} \sim j_{1}\right), \ldots,\left(i_{k} \sim j_{k}\right)}\right)$, and this morphism lifts to a morphism $\operatorname{Hom}\left(V^{\otimes n}, V^{\otimes m}\right) \rightarrow \operatorname{Hom}\left(V^{\otimes n-k}, V^{\otimes m-k}\right)$ obtained by taking the partial trace of $\operatorname{Hom}\left(V^{\otimes k}, V^{\otimes k}\right)$. The last one is that we have a morphism $\operatorname{Mor}_{\operatorname{Det}^{c} \mathcal{R}}(n, m) \rightarrow \operatorname{Mor}_{\operatorname{Det}^{c} \mathcal{R}}(m, n)$ induced by the reversing complex structures on the underlying Riemann surfaces, which lifts to the morphism $\operatorname{Hom}\left(V^{\otimes n}, V^{\text {otimesm }}\right) \rightarrow$ $\operatorname{Hom}\left(V^{\otimes m}, V^{\otimes n}\right)$ obtained by taking the adjoint homomorphisms.

Remark 2.2.30. The original definition in [ Seg ], instead of using the determinant lines, was given by assuming that the images of $\psi$ lie not in the spaces $\operatorname{Hom}\left(V^{\otimes n}, V^{\otimes m}\right)$, but in the projective spaces of these. Either approach leads to the definition where in fact the image of composition of morphisms is defined only up to some scalar factor, but the determinant lines give us in most cases better control of the situation. In general it may not be true, but we will see in the next chapter that because Det forms a trivial line bundle over $\mathcal{B}_{0, n, 1}$ we have in this case a canonical section of this bundle, therefore we can compare the results obtained by composition of morphisms more precisely. Moreover, the determinant lines (and complex powers of these) are the only bundles that can extend our base PROP to give a reasonable algebra, where the compositions of morphism are defined only up to some scalar factor. This is a consequence of Mumford-Segal theorem; for more precise formulation and proof see $[\mathrm{Seg}]$ or $[\mathrm{Hu}]$.

## Chapter 3

## Partial sphere operad

In this chapter we define the partial sphere operad and formulate an isomorphisms theorem which states that every fiberwise linear algebra over the partial operad of spheres with determinant lines is equivalent to a vertex operator algebra. Partial sphere operad is just the operad obtained by taking the genus-zero part from the PROP $\mathcal{R}$ of Riemann surfaces with exactly one positive puncture. However, we also weaken the assumption that all the parametrisations must contain closed disks in their images. Because of this fact the sewing operation is defined only partially, but this operad turns out to be $\mathbb{C}^{\times}$rescalable. Good description of such operad and the isomorphism theorem is given in [Hu]. Vertex operator algebras, on the other hand, are rather complicated generalizations of the commutative associative algebras. They were originally introduced to explain the nature of Griess-Fischer Monster group, but vertex operators were previously used by physicists. It turned out that this group can be presented as the group of automorphisms of a Moonshine module, which has a structure of a vertex operator algebra. This result is presented in [FLM]. Later on more examples were found. For more details, see [BF].

### 3.1. Construction of an operad

As mentioned above, the partial sphere operad is obtained by taking genus-zero parts of $\operatorname{Mor}_{\mathcal{R}}(n, 1)(n \in \mathbb{N})$ from the PROP $\mathcal{R}$ of Riemann surfaces and by weakening the assumption that the images of parametrisations around the punctures need to contain closed disks. We formulate this more precisely.

Definition 3.1.1. The sphere with tubes of type $(n, 1), n \in \mathbb{N}$, is a tuple $\mathcal{Q}=\left(\mathcal{S} ; p_{0}, p_{1}, \ldots\right.$, $\left.p_{n} ;\left(\phi_{0}, U_{0}\right), \ldots,\left(\phi_{n}, U_{n}\right)\right)$, where:

- $\mathcal{S}$ is a Riemann surface of genus zero;
- $p_{0}, \ldots, p_{n} \in \mathcal{S}$, where all these points are different;
- $\mathcal{S} \supset U_{i}, i=0, \ldots, n$ are open neighbourhoods of $p_{i}, i=1, \ldots, n$ respectively, such that they do not contain any other distinguished point (i.e. $p_{0}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{n} \notin$ $U_{i}$;
- $\phi_{i}: U_{i} \rightarrow \widehat{\mathbb{C}}, i=0, \ldots, n$ are biholomorphic maps on their images such that $\phi_{0}\left(p_{0}\right)=$ $\infty$ and $\phi_{i}\left(p_{i}\right)=0$ for $i \geqslant 1$.

The set of all spheres with tubes of type ( $n, 1$ ) will be denoted as $K(n)$.
We define the isomorphism between two such spheres analogously as in Definition (2.2.2), so the isomorphism class of two spheres with tubes in fact does not depend on the neighbourhoods $U_{i}, i=1, \ldots, n$. Therefore we will omit writing down these sets unless it will be necessary.

To obtain the operad structure, we only need to define the substitution maps. In this case it will be much easier to define single substitution maps. Let $\mathcal{Q}=\left(\mathcal{S}_{1} ; p_{0}, p_{1}, \ldots, p_{n}\right.$; $\left.\left(\phi_{0}, U_{0}\right), \ldots,\left(\phi_{n}, U_{n}\right)\right), \mathcal{Q}^{\prime}=\left(\mathcal{S}_{2} ; q_{0}, q_{1}, \ldots, q_{m} ;\left(\psi_{0}, V_{0}\right), \ldots,\left(\psi_{m}, V_{m}\right)\right)$ be two spheres with tubes of types $(n, 1)$ and $(m, 1)$ respectively, where $n \geqslant 1$. Let $1 \leqslant i \leqslant n$ and assume that there exists a constant $r>0$ such that $\{z:|z| \leqslant r\} \subset \phi_{i}\left(U_{i}\right)$ and $\{z:|z| \geqslant r\} \subset \psi_{0}\left(V_{0}\right)$. Then we say that the spheres with tubes $\mathcal{Q}, \mathcal{Q}^{\prime}$ can be sewn along the $i$-th tube of $\mathcal{Q}$. We denote their composition as $\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}=\left(\mathcal{S}_{3} ; p_{0}, p_{1}, \ldots, p_{i-1}, q_{1}, \ldots, q_{m}, p_{i+1}, \ldots, p_{n} ;\left(\phi_{0}, U_{0}^{\prime}\right), \ldots\right.$, $\left.\left(\phi_{i-1}, U_{i-1}^{\prime}\right),\left(\psi_{1}, V_{1}^{\prime}\right), \ldots,\left(\psi_{m}, V_{m}^{\prime}\right),\left(\phi_{i+1}, U_{i+1}^{\prime}\right), \ldots,\left(\phi_{n}, U_{n}^{\prime}\right)\right)$. We construct $\mathcal{S}_{3}$ as follows: choose $r_{1}, r_{2}$ such that $r_{1}<r<r_{2}$ and $\left\{z:|z|<r_{2}\right\} \subset \phi_{i}\left(U_{i}\right)$ and $\left\{z:|z|>r_{1}\right\} \subset$ $\psi_{0}\left(V_{0}\right)$ and let

$$
\mathcal{S}_{3}=\left(\mathcal{S}_{1} \backslash \phi_{i}^{-1}\left(\left\{z:|z| \leqslant r_{1}\right\}\right)\right) \sqcup\left(\mathcal{S}_{2} \backslash \psi_{0}^{-1}\left(\left\{z:|z| \geqslant r_{2}\right\}\right)\right) / \sim
$$

where the relation $\sim$ identify points $x \in \mathcal{S}_{1}, y \in \mathcal{S}_{2} \Leftrightarrow \phi_{i}(x)=\psi_{0}(y)$, whenever this equality makes sense (it can happen actually only when $x \in \phi_{i}^{-1}\left(\left\{z: r_{1}<|z|<r_{2}\right\}\right)$ and $\left.y \in \psi_{0}^{-1}\left(\left\{z: r_{1}<|z|<r_{2}\right\}\right)\right)$. The new surface $\mathcal{S}_{3}$ is compact and of genus zero because it is homeomorphic to the connected sum of the underlying topological spheres $\mathcal{S}_{1}, \mathcal{S}_{2}$. It is also easy to see that the new surface $\mathcal{S}_{3}$ has complex structure, because on parts $\mathcal{S}_{1} \backslash \phi_{i}^{-1}\left(\left\{z:|z| \leqslant r_{1}\right\}\right)$ and $\mathcal{S}_{2} \backslash \psi_{0}^{-1}\left(\left\{z:|z| \geqslant r_{2}\right\}\right)$ it has structures induced by complex structures of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ respectively and on the intersection (i.e. $\left.\phi_{i}^{-1}\left(\left\{z: r_{1}<|z|<r_{2}\right\}\right)=\psi_{0}^{-1}\left(\left\{z: r_{1}<|z|<r_{2}\right\}\right)\right)$ both structures agree. Moreover, the isomorphism class of $\mathcal{S}_{3}$ does not depend on the choice of $r, r_{1}$ and $r_{2}$. Finally, the sets $U_{0}^{\prime}, \ldots, U_{i-1}^{\prime}, V_{1}^{\prime}, \ldots, V_{m}^{\prime}, U_{i+1}^{\prime}, \ldots, U_{n}^{\prime}$ are the sets $U_{0}, \ldots, U_{i-1}, V_{1}, \ldots, V_{m}, U_{i+1}, \ldots, U_{n}$, maybe reduced because of the deletion of open sets $\phi_{i}^{-1}\left(\left\{z:|z| \leqslant r_{1}\right\}\right)$ and $\psi_{0}^{-1}\left(\left\{z:|z| \geqslant r_{2}\right\}\right)$ from $\mathcal{S}_{1}, \mathcal{S}_{2}$ respectively.

Note also that the element $K(1) \ni I=(\hat{\mathbb{C}} ; \infty, 0 ;(z, \widehat{\mathbb{C}} \backslash\{0\}),(z, \mathbb{C}))$ (where by $z$ we denote the identity map $\widehat{\mathbb{C}} \rightarrow \hat{\mathbb{C}}$ ) acts as an identity for this operation; it can be sewn with any other sphere with tubes and $I_{1} \infty_{0} \mathcal{Q} \cong \mathcal{Q}$ for every $\mathcal{Q}$ and $\mathcal{Q}_{i} \infty_{0} I \cong \mathcal{Q}$ for $\mathcal{Q}$ of type ( $n, 1$ ), $n \geqslant i \geqslant 1$.

Now we are ready to define the operad.
Definition 3.1.2. The partial sphere operad $\mathcal{K}$ is the partial operad where $\mathcal{K}(n)=K(n)$, the identity is the element $I \in K(1)$, the group $S_{n}$ acts on $K(n)$ by permuting the negatively oriented punctures and the partial single substitution map is

$$
\begin{aligned}
\circ_{i}: \mathcal{K}(n) \times \mathcal{K}(m) & \rightarrow \mathcal{K}(n+m-1) \\
\left(\mathcal{Q} ; \mathcal{Q}^{\prime}\right) & \mapsto \mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}
\end{aligned}
$$

for $1 \leqslant i \leqslant n$, whenever $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ can be sewn along the $i$-th tube of $\mathcal{Q}$.
Our next task is to show that this operad is in fact $\mathbb{C}^{\times}$-rescalable. We would also like to have reasonable definition of meromorphic functions on $K(n)$. To achieve this, however, we need better description of the sets $K(n)$. We start by recalling the well known fact, that all genus-zero Riemann surfaces are in fact holomorphically isomorphic to $\hat{\mathbb{C}}$. Moreover we can make this statement more strict.

Proposition 3.1.3. Let $1 \geqslant n \in \mathbb{N}, 1 \leqslant j \leqslant n$ and let $\mathcal{Q}$ be a sphere with tubes of type $(n, 1)$. Then $\mathcal{Q}$ is isomorphic to the sphere with tubes of the form

$$
\left(\hat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n-1}, z_{n} ;\left(\phi_{0}, B_{\infty}^{r_{0}}\right),\left(\phi_{1}, B_{z_{1}}^{r_{1}}\right), \ldots,\left(\phi_{n}, B_{0}^{r_{n}}\right)\right)
$$

where $z_{j}=0, z_{i} \in \mathbb{C}^{\times}$for $i=1, \ldots, n, i \neq j, B_{z}^{r}$ is the open disk of radius $r$ centered at $z$ and

$$
\begin{aligned}
& \left.\frac{d\left(1 / \phi_{0}(z)\right)}{d(1 / z)}\right|_{z=\infty}=\lim _{z \rightarrow \infty} \frac{1 / \phi_{0}(z)}{1 / z} \quad=\lim _{z \rightarrow \infty} \frac{z}{\phi_{0}(z)}=\lim _{w \rightarrow 0} \frac{1 / \phi_{0}(1 / w)}{w}=1 \\
& \left.\frac{d \phi_{i}(z)}{d z}\right|_{z=z_{i}} \quad=\lim _{z \rightarrow z_{i}} \frac{\phi_{i}(z)}{z-z_{i}} \neq 0 \quad i=1, \ldots, n
\end{aligned}
$$

Proof. It is obviously enough to give the proof in the case $j=n$. Let $\mathcal{Q}=\left(\mathcal{S} ; p_{0}, p_{1}, \ldots, p_{n}\right.$; $\left.\left(\psi_{0}, U_{0}\right), \ldots,\left(\psi_{n}, U_{n}\right)\right)$. We can assume that $\mathcal{S}=\hat{\mathbb{C}}$. Moreover, using the conformal isomorphism of $\hat{\mathbb{C}}: z \mapsto \frac{z-p_{n}}{z-p_{0}}$ which maps $p_{0}$ to $\infty$ and $p_{n}$ to 0 , we can actually assume that $p_{0}=\infty$ and $p_{n}=0$. Let $a=\lim _{z \rightarrow \infty} \frac{z}{\psi_{0}(z)}\left(a \neq 0\right.$, because $\psi_{0}$ is a biholomorphic map). We see that by the conformal isomorphism of $\hat{\mathbb{C}}: z \mapsto \frac{z}{a}$ the sphere with tubes $\mathcal{Q}$ is isomorphic to $\left(\hat{\mathbb{C}} ; z_{0}, z_{1}, \ldots, z_{n} ;\left(\phi_{0}, B_{z_{0}}^{r_{0}}\right),\left(\phi_{1}, B_{z_{1}}^{r_{1}}\right), \ldots,\left(\phi_{n}, B_{z_{n}}^{r_{n}}\right)\right)$, where $z_{0}=\infty, z_{1}=\frac{p_{1}}{a}, \ldots, z_{n-1}=\frac{p_{n-1}}{a}, z_{n}=0$ and $\phi_{i}=\psi_{i} \circ\left(z \mapsto \frac{z}{a}\right)^{-1}$ for $i=0, \ldots, n$. We have also

$$
\lim _{z \rightarrow \infty} \frac{z}{\phi_{0}(z)}=\lim _{z \rightarrow \infty} \frac{z}{\psi_{0}(a z)}=\lim _{z \rightarrow \infty} \frac{z / a}{\psi_{0}(z)}=\frac{a}{a}=1
$$

Obviously, $\left.\frac{d \psi_{i}(z)}{d z}\right|_{z=z_{i}} \neq 0$, for $i=1, \ldots, n$, because all maps $\psi_{i}$ are biholomorphic.
We call the above form the canonical form of a sphere with tubes. If $j=n$, we say that the canonical form is standard. In the case $n=0$ we can actually improve our result and state that $\frac{1}{\phi_{0}(1 / z)}=z+\sum_{j=3}^{\infty} a_{j} z^{j}$, without $j=2$ term. It is an easy technical fact. We will assume from now on that $n \geqslant 1$, although all the results are true also for $n=0$ (maybe after some slight modifications) and proofs are straightforward.

The description above has also the following uniqueness property.
Proposition 3.1.4. Let $\mathcal{Q}=\left(\hat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n-1}, 0 ; \phi_{0}, \phi_{1}, \ldots, \phi_{n}\right)$ and $\mathcal{Q}^{\prime}=\left(\hat{\mathbb{C}} ; \infty, z_{1}^{\prime}, \ldots\right.$, $\left.z_{n-1}^{\prime}, 0 ; \phi_{0}^{\prime}, \phi_{1}^{\prime}, \ldots, \phi_{n}^{\prime}\right)$ be two spheres with tubes of type $(n, 1)$ in the (standard) canonical form, where $n \geqslant 1$. Then they are isomorphic if and only if $z_{i}=z_{i}^{\prime}$ for $i=1, \ldots, n-1$ and $\phi_{i}=\phi_{i}^{\prime}$ for $i=0, \ldots, n$ on some neighbourhoods of $z_{i}=z_{i}^{\prime}$.

Proof. If the all above equalities holds then the spheres are obviously isomorphic. Conversely, suppose there is a conformal isomorphism $F: \hat{\mathbb{C}} \rightarrow \hat{\mathbb{C}}$ such that $F(0)=0$, $F(\infty)=\infty, F\left(z_{i}\right)=z_{i}^{\prime}$ for $i=1, \ldots, n-1$ and $\phi=\phi^{\prime} \circ F$. We know that all conformal automorphisms of the sphere are Möbius transformations $z \mapsto \frac{a z+b}{c z+d}$, where $a, b, c, d \in \mathbb{C}$ and $a d-b c=1$. Because $F(0)=0$ and $F(\infty)=\infty, F$ must be of the form $F(z)=a z$ for some constant $a \in \mathbb{C}$. We have also

$$
1=\lim _{z \rightarrow \infty} \frac{z}{\phi_{0}(z)}=\lim _{z \rightarrow \infty} \frac{z}{\phi_{0}^{\prime} \circ F(z)}=\lim _{z \rightarrow \infty} \frac{z}{\phi_{0}^{\prime}(a z)}=\frac{1}{a} .
$$

Hence $a=1 \Rightarrow F=I d$.
This description allows us to define the space $K(n)$ precisely enough to describe the meromorphic functions on $K(n)$. Note that if the ( $\left.\hat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n-1}, 0 ; \phi_{0}, \phi_{1}, \ldots, \phi_{n}\right)$ is a sphere with tubes in the standard canonical form, functions $\frac{1}{\phi_{0}(1 / z)}, \phi_{1}\left(z+z_{1}\right), \ldots, \phi_{n-1}(z+$ $\left.z_{n-1}\right), \phi_{n}(z)$ can be expanded in the neighbourhood of 0 as a power series and are of the forms: $\frac{1}{\phi_{0}\left(\frac{1}{z}\right)}=z+\sum_{j \in \mathbb{Z}_{+}+1} a_{j}^{(0)} z^{j}, \phi_{i}\left(z+z_{i}\right)=\sum_{j \in \mathbb{Z}_{+}} a_{j}^{(i)} z^{j}$ for $i=1, \ldots, n$, where $a_{0}^{(i)} \neq 0$ for $i=1, \ldots, n$. Hence $K(n)$ is the subspace of $H=\left(\mathbb{C}^{\times}\right)^{n-1} \times\left(\left(\mathbb{C}^{\times}\right) \times \mathbb{C}^{\infty}\right)^{n+1}$ such that if $H \ni \mathcal{S}=\left(z_{1}, \ldots, z_{n-1},\left(a_{1}^{(0)}, \ldots, a_{m}^{(0)}, \ldots\right), \ldots,\left(a_{1}^{(n)}, \ldots, a_{m}^{(n)}, \ldots\right)\right)$ then $z_{i} \neq z_{j}$ for $i \neq j$ and the power series $\sum_{j \in \mathbb{Z}+} a_{j}^{(i)} z^{j}$ converge absolutely for $i=0, \ldots, n$.

Definition 3.1.5. We say that a function $f: K(n) \rightarrow \mathbb{C}$ is meromorphic, if it is a rational function with respect to the variables $z_{i}$ for $i=1, \ldots, n-1, a_{1}^{(i)}$ for $i=1, \ldots, n$ and $a_{j}^{(i)}$ for $i=0, \ldots, n, j \in \mathbb{Z}_{+}+1$, with $z_{i}=0, z_{i}=\infty i=1, \ldots, n-1, z_{i}=z_{j}$, $1 \leqslant i<j \leqslant n-1, a_{1}^{(i)}=0, a_{1}^{(i)}=\infty, i=1, \ldots, n$ and $a_{j}^{(i)}=\infty, i=0, \ldots, n, j \in \mathbb{Z}_{+}+1$, as the only possible poles. We denote the set of such functions as $\operatorname{Mer}(K(n))$.

We need to mention here one more technical tool, which allows us to handle the sewing operation. Suppose $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ are two spheres with tubes of types $(n, 1),(m, 1)$ ( $m \geqslant 1$ ) respectively, such that $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ can be sewn along the $i$-th tube of $\mathcal{Q}$. Given the spheres $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ in canonical forms, how can we obtain the canonical form of $\mathcal{Q}_{0} \infty_{i} \mathcal{Q}^{\prime}$ ? What we need is an unique isomorphism $F: \mathcal{Q}_{0} \infty_{i} \mathcal{Q}^{\prime} \mapsto \widehat{\mathbb{C}}$ that defines the canonical form for $\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}$. Let $\mathcal{Q}=\left(\widehat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n-1}, 0 ;\left(\phi_{0}, B_{\infty}^{r_{0}}\right),\left(\phi_{1}, B_{z_{1}}^{r_{1}}\right), \ldots,\left(\phi_{n}, B_{0}^{r_{n}}\right)\right)$ and $\mathcal{Q}^{\prime}=\left(\hat{\mathbb{C}} ; \infty, z_{1}^{\prime}, \ldots, z_{m-1}^{\prime}, 0 ;\left(\psi_{0}, B_{\infty}^{r_{0}^{\prime}}\right),\left(\psi_{1}, B_{z_{1}^{\prime}}^{r_{1}^{\prime}}\right), \ldots,\left(\psi_{m}, B_{z_{m}^{\prime}}^{r_{m}^{\prime}}\right)\right)$. Choose $r>0$ such that $\phi_{i}\left(B_{z_{i}}^{r_{i}}\right) \supset\{z:|z| \leqslant r\}$ and $\psi_{0}^{-1}\left(B_{\infty}^{r_{0}}\right) \supset\{z:|z| \geqslant r\}$. What we need are two biholomorphic maps $F^{(1)}$ and $F^{(2)}$, defined on some neighbourhoods of $\widehat{\mathbb{C}} \backslash \phi_{i}^{-1}(\{z:|z|<r\})$ and $\widehat{\mathbb{C}} \backslash \psi_{0}^{-1}(\{z:|z|>r\})$ respectively, such that the following equation is satisfied for $w$ in the neighbourhood of $\phi_{i}^{-1}(\{z:|z|=r\})$ :

$$
\begin{equation*}
F^{(1)}(w)=F^{(2)}\left(\psi_{0}^{-1} \circ \phi_{i}(w)\right) \tag{3.1}
\end{equation*}
$$

together with boundary conditions $F^{(1)}(\infty)=\infty, F^{(2)}(0)=0$ and $\lim _{w \rightarrow \infty} \frac{F^{(1)}(w)}{w}=1$ (the resulting sphere will be in canonical form with $z_{i+j-1}=0$, where $1 \leqslant j \leqslant m$ and $z_{j}^{\prime}=0$ ).

The equation (3.1) is called the sewing equation. Obviously it has unique solution because of the proposition 3.1.4. In fact this equation can be solved, and this task is one of the the most important and complicated part of the proof of the isomorphism theorem. Here we mention only one special case, in which $\phi_{i}(w)=a\left(w-z_{i}\right)$; then

$$
\begin{equation*}
F^{(1)}(w)=\frac{1}{a} \psi_{0}^{-1}\left(a\left(w-z_{i}\right)\right) \quad, \quad F^{(2)}(w)=\frac{1}{a} w \tag{3.2}
\end{equation*}
$$

This is well defined solution indeed, because in this case $F^{(1)}(w)=\frac{1}{a} \psi_{0}^{-1} \circ \phi_{i}(w)$. The map $\phi_{i}(z)=a\left(w-z_{i}\right)$ is well defined on the neighbourhood of $\hat{\mathbb{C}} \backslash \phi_{i}^{-1}(\{z:|z|<r\})$ and the image of this set is some neighbourhood of $\{z:|z| \geqslant r\}$, where $\phi_{0}^{-1}$ is defined.

Remark 3.1.6. In fact functions $F^{(1)}, F^{(2)}$ depend analytically on $\phi_{i}, \psi_{0}$ (i.e. coefficients of $\phi_{i}(z)-z_{i}$ and $\frac{1}{\psi_{0}(1 / z)}$. Therefore it can be shown that the sewing maps $K(n) \times$ $K(m) \rightarrow K(n+m-1)$ are 'holomorphic' in the sense that they induce the morphisms of meromorphic functions $\operatorname{Mer}(K(m+n-1)) \rightarrow \operatorname{Mer}(K(n) \times K(m))$. Moreover, if we put better structures on spaces $K(n)$ (for example infinite-dimensional Banach manifold, see appendix $B$ in $[\mathrm{Hu}]$ ) it can be shown that these maps are holomorphic in the more usual sense, i.e. they preserve given holomorphic structure.

If we have the solutions $F^{(1)}$ and $F^{(2)}$ of the sewing equation, we can write down explicitly the canonical form of $\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}$. Suppose $\mathcal{Q}=\left(\hat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n-1}, 0 ; \phi_{0}, \phi_{1}, \ldots, \phi_{n}\right)$ and $\mathcal{Q}^{\prime}=\left(\widehat{\mathbb{C}} ; \infty, z_{1}^{\prime}, \ldots, z_{m}^{\prime} ; \phi_{0}^{\prime}, \phi_{1}^{\prime}, \ldots, \phi_{m}^{\prime}\right)$. Then the sphere $\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}$ is in the form

$$
\begin{align*}
& \left(\hat{\mathbb{C}} ; \infty, F^{(1)}\left(z_{1}\right), \ldots, F^{(1)}\left(z_{i-1}\right), F^{(2)}\left(z_{1}^{\prime}\right), \ldots, F^{(2)}\left(z_{m}^{\prime}\right), F^{(1)}\left(z_{i+1}\right), \ldots, F^{(1)}\left(z_{n}\right) ; \phi_{0} \circ\left(F^{(1)}\right)^{-1},\right. \\
& \left.\ldots, \phi_{i-1} \circ\left(F^{(1)}\right)^{-1}, \psi_{1} \circ\left(F^{(2)}\right)^{-1}, \ldots, \psi_{m} \circ\left(F^{(2)}\right)^{-1}, \phi_{i+1} \circ\left(F^{(1)}\right)^{-1}, \ldots, \phi_{n} \circ\left(F^{(1)}\right)^{-1}\right) . \tag{3.3}
\end{align*}
$$

Obviously, if $z_{j}^{\prime}=0$ then the $(i+j-1)$-th puncture of the new sphere is 0 .
Now we are ready to prove the following proposition.
Proposition 3.1.7. An operad $\mathcal{K}$ is $\mathbb{C}^{\times}$-rescalable.
Proof. Let $G \subset K(1)$ be the set of spheres of the form $K_{a}:=(\hat{\mathbb{C}} ; \infty, 0 ; z, a z)$, where $a \in \mathbb{C}^{\times}$. We will show first that $G$ is a rescaling group in $\mathcal{K}$ and it is isomorphic to $\mathbb{C}^{\times}$. Obviously $I=K_{1} \in G$. Let $a_{1}, a_{2} \in \mathbb{C}^{\times}$. Using formula (3.2) we see that the solutions for sewing equations for $K_{a_{1} 1} \infty_{0} K_{a_{2}}$ are functions $F^{(1)}(w)=\frac{1}{a_{1}}\left(a_{1} w\right)=w$ and $F^{(2)}(w)=\frac{1}{a_{1}} w$. Because $K_{a_{1} 1} \infty_{0} K_{a_{2}}$ is of the form as in (3.3), we obtain

$$
K_{a_{1} 1} \infty_{0} K_{a_{2}} \cong\left(\hat{\mathbb{C}} ; \infty, 0 ; z, a_{2}\left(w \mapsto \frac{1}{a_{1}} w\right)^{-1}(z)\right)=\left(\hat{\mathbb{C}} ; \infty, 0 ; z, a_{1} a_{2} z\right)=K_{a_{1} a_{2}} .
$$

Hence $G$ is a group and $G \cong \mathbb{C}^{\times}$by the obvious isomorphism $K_{a} \mapsto a$. The substitution maps are also defined on $G \times K(n)$ and $K(n) \times G^{k}$, because image of every parametrisation of a neighbourhood of a puncture in the sphere in $G$ contains disk of arbitrary large radius. Finally, it is obvious that both sides in the operad-associativity axiom (1.1) exist
if either side exists and $c \in G$ or $d_{1}, \ldots, d_{k} \in G$ or $e_{1}, \ldots, e_{j_{1}+\ldots+j_{k}} \in G$. Therefore $G$ is the rescaling group for $\mathcal{K}$.

To show that $\mathcal{K}$ is $G$-rescalable, consider the sphere with tubes $\mathcal{Q}=\left(\hat{\mathbb{C}} ; \infty, z_{1}, \ldots, z_{n}\right.$; $\phi_{0}, \ldots, \phi_{n}$ ). We use again formula (3.2) to obtain corresponding maps for $K_{a 1} \infty_{0} \mathcal{Q}$ : $F^{(1)}(w)=\frac{1}{a} \phi_{0}^{-1}(a w), F^{(2)}(w)=\frac{1}{a} w$. In particular, new parametrization around point $z_{0}^{\prime}=\infty$ is

$$
\phi_{0}^{\prime}(z)=(z \mapsto z)^{-1} \circ\left(F^{(1)}\right)^{-1}(z)=\left(F^{(1)}\right)^{-1}(z)=\frac{1}{a} \phi_{0}(a z) .
$$

Note that $\lim _{z \rightarrow \infty} z / \phi_{0}(z)=1$, so $\phi_{0}$ is close to the identity map at $\infty$. Therefore $\phi_{0}^{\prime}$ can contain arbitrary large disk $D$ in its image when $|a|$ is large enough. Moreover, because $F^{(2)}(w)=\frac{1}{w}, a$ can be chosen such that all other punctures $z_{1}^{\prime}, \ldots, z_{n}^{\prime}$ are in the arbitrary small neighbourhod of 0 , in particular they will not be contained in the preimage of the disk $D$. Therefore if $\mathcal{Q}^{\prime}$ is another sphere with tubes of type $(1, m)$ and $1 \leqslant j \leqslant m$ then there always exists a number $a \in \mathbb{C}^{\times}$such that spheres $\mathcal{Q}^{\prime}$ and $K_{a 1} \infty_{0} \mathcal{Q}$ can be sewn along the $j$-th tube of $\mathcal{Q}^{\prime}$. Hence $\mathcal{K}$ is $G$-rescalable.

At the end of this section we would like to introduce the notion of a vertex associative algebra. It is a genus-zero analogue of the CFT. To define it, however, we need to define determinant line bundle over spaces $K(n)$ and describe the sewing operations, because by taking genus-zero part of an operad obtained from the CFT one obtain only the suboperad of $\mathcal{K}$.

Denote this suboperad by $\hat{\mathcal{K}}$, i.e. $\hat{K}(n)$ is the subset of $K(n)$ isomorphic to $\mathcal{B}_{0,1, n}$. We know from Proposition (2.2.24) and Remark (2.2.25) that Det forms a trivial holomorphic line bundle over every set $\hat{K}(n)$. Therefore we can extend this bundle over every set $K(n)$ to obtain a trivial line bundle Det $K(n)$. Moreover, the isomorphism Det $\hat{K}(n) \cong$ $\mathcal{B}_{0, n, 1} \times \mathbb{C}$ is canonical, hence we have a canonical flat connection on $\operatorname{Det} \hat{K}(n)$, which can be obviously extended to the flat connection on Det $K(n)$. Using these connections, by a parallel transport we obtain canonical sections of $\operatorname{Det} K(n)$.

Our next task is to define the sewing map $\circ_{i}$ : Det $K(n) \times \operatorname{Det} K(m) \rightarrow$ Det $K(n+$ $m-1)$, where $1 \leqslant i \leqslant n$. Let $\mathcal{Q} \in K(n)$ and $\mathcal{Q}^{\prime} \in K(m)$ be two spheres with tubes which can be sewed along the $i$-th tube of $\mathcal{Q}$. There exist elements $K_{a_{0}}, \ldots, K_{a_{n}}$ and $K_{b_{0}}, \ldots, K_{b_{m}}$ of the rescaling group $G$ such that the spheres

$$
\begin{aligned}
& \left.\left.\mathcal{B}=K_{a_{0} 1} \infty_{0}\left(\ldots\left(\mathcal{Q}_{1} \infty_{0} K_{a_{1}}\right)_{2} \infty_{0} K_{a_{2}}\right) \ldots\right)_{n} \infty_{0} K_{a_{n}}\right) \\
& \left.\left.\mathcal{B}^{\prime}=K_{b_{0} 1} \infty_{0}\left(\ldots\left(\mathcal{Q}_{1}^{\prime} \infty_{0} K_{b_{1}}\right)_{2} \infty_{0} K_{b_{2}}\right) \ldots\right)_{m} \infty_{0} K_{b_{m}}\right)
\end{aligned}
$$

can be sewn along $i$-th tube of $\mathcal{B}$ and $\mathcal{B} \in \hat{K}(n), \mathcal{B}^{\prime} \in \hat{K}(m)$. Now let $\lambda \in \operatorname{Det} \mathcal{Q}$ and $\lambda^{\prime} \in \operatorname{Det} \mathcal{Q}^{\prime}$. Using canonical sections of Det, these elements determine uniquely elements $\rho \in \operatorname{Det} \mathcal{B}$ and $\rho^{\prime} \in \operatorname{Det} \mathcal{B}^{\prime}$. We can apply canonical isomorphism $l_{\mathcal{B}, \mathcal{B}^{\prime}}$ to obtain an element $l_{\mathcal{B}, \mathcal{B}^{\prime}}\left(\rho \otimes \rho^{\prime}\right) \in \operatorname{Det} \mathcal{B}_{i} \infty_{0} \mathcal{B}^{\prime}$. Now we use again canonical section of Det to get the element $l_{\mathcal{Q}, \mathcal{Q}^{\prime}}^{i}\left(\lambda \otimes \lambda^{\prime}\right) \in \operatorname{Det} \mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}$. Finally, we define the sewing map as

$$
\begin{aligned}
\circ_{i}: \operatorname{Det} K(n) \times \operatorname{Det} K(m) & \rightarrow \operatorname{Det} K(n+m-1) \\
\left((\mathcal{Q}, \lambda),\left(\mathcal{Q}^{\prime}, \lambda^{\prime}\right)\right) & \mapsto\left(\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}, l_{\mathcal{Q}, \mathcal{Q}^{\prime}}^{i}\left(\lambda \otimes \lambda^{\prime}\right)\right)
\end{aligned}
$$

Because of Remark (2.2.25) this definition does not depend on the choice of numbers $a_{0}, \ldots, a_{n}, b_{0}, \ldots, b_{m} \in \mathbb{C}^{\times}$. Therefore we can define the operad $\operatorname{Det}^{c} \mathcal{K}, c \in \mathbb{Z}$, in an obvious way. We can define also the meromorphic functions on Det $\mathcal{K}$.

Definition 3.1.8. We say that a function $f: \operatorname{Det}^{c} K(n) \rightarrow \mathbb{C}$ is meromorphic, if it a polynomial with respect to the variable $\lambda$ (the last coordinate in $\left.(\mathcal{Q}, \lambda) \in \operatorname{Det}^{c} K(n)\right)$ with coefficients in $\operatorname{Mer}(K(n))$. We denote the set of such functions as $\operatorname{Mer}\left(\operatorname{Det}^{c} K(n)\right)$.

Before we give the last definition in this chapter, recall that all irreducible $\mathbb{C}^{\times}$modules are isomorphic to $\mathbb{C}$ and the action of $\mathbb{C}^{\times}$is given by $(a, x) \mapsto a^{-k} x$, where $a \in \mathbb{C}^{\times}, x \in \mathbb{C}$ and $k \in \mathbb{Z}$ is an arbitrary integer. Therefore every completely reducible $\mathbb{C}^{\times}$-module $V$ can be written as $V=\bigoplus_{k \in \mathbb{Z}} V_{(k)}$, where $a \in \mathbb{C}^{\times}$acts on $V_{(k)}$ by a multiplication by $a^{-k}$.

Definition 3.1.9. The vertex associative algebra of rank $2 c(c \in \mathbb{Z})(V, \nu)$ is the $\mathbb{C}^{\times}$rescalable fiberwise linear $\operatorname{Det}^{c} \mathcal{K}$-algebra such that:

1. $\operatorname{dim} V_{(k)}<\infty$ for every $k \in \mathbb{Z}$.
2. (Positive energy) $V_{(k)}=0$ for $k$ sufficiently small.
3. Let $n \in \mathbb{N}, v^{\prime} \in V^{\prime}=\bigoplus_{k \in \mathbb{Z}} V_{(k)}^{*}$ and $v_{1}, \ldots, v_{n} \in V$. Then the function

$$
(\mathcal{Q}, \lambda) \mapsto\left\langle v^{\prime}, \nu((\mathcal{Q}, \lambda))\left(v_{1} \otimes \ldots \otimes v_{n}\right)\right\rangle
$$

is meromorphic on Det $K(n)$ in the sense of Definition (3.1.8). If $z_{i}, z_{j}, i \neq j$, $1 \leqslant i, j \leqslant n$, are $i$-th and $j$-th punctures of $\mathcal{Q}$ (we use convention $z_{n}=0$ ) then for any $v_{i}, v_{j} \in V$ there exists a number $N\left(v_{i}, v_{j}\right)$ such that for any $v^{\prime} \in V^{\prime}$ and $v_{k} \in V, k=1, \ldots, n, k \neq i, j$, the order of the pole $z_{i}=z_{j}$ is less than $N\left(v_{i}, v_{j}\right)$.
4. If $P(z)=(\mathbb{C} ; \infty, z, 0 ; w, w-z, w) \in K(2)$ and $v^{\prime} \in V_{(k)}^{*} v_{1} \in V_{(l)}, v_{2} \in V_{(m)}$, then the function

$$
z \mapsto\left\langle v^{\prime}, \nu(P(z))\left(v_{1} \otimes v_{2}\right)\right\rangle
$$

is of the form $a_{-(l+m-k)} z^{-(l+m-k)}$ locally around 0 .
Remark 3.1.10. The last condition in the definition of vertex associative algebra is optional and was not originally given in $[\mathrm{Hu}]$, but guarantees that all vertex operators obtained by applying isomorphism theorem have gradation compatible with the definition of vertex algebra given in [BF]. Weakening the assumption about gradation in the definition of vertex algebra, we can skip this condition.

Remark 3.1.11. It seems that more proper name for a notion just defined would be something like 'geometric vertex (operator) algebra'. However, geometric vertex operator algebra was already defined in $[\mathrm{Hu}]$. In fact, it is essentially the same notion as the associative vertex algebra, but defined without using operads and determinant lines. One would not make big mistake when using these notions alternately.

In fact, we did not make use of an additional structure given by determinant lines so far. In the general case of Riemann surfaces of various genus it may not give much new information indeed. However, in the case of an algebra over $\operatorname{Det}^{c} \mathcal{K}$, because there exist canonical sections of $\operatorname{Det}^{c} K(n)$ for $n \in \mathbb{N}$, we can choose one coherent family $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ of these and interpret the homomorphism $\nu\left(\left(\mathcal{Q}, \psi_{n}(\mathcal{Q})\right)\right)$ as the 'real' homomorphism associated to the sphere with tubes $\mathcal{Q}$ of type $(n, 1)$. This way we get control over the 'conformal anomaly', i.e. we can compute the difference between the homomorphism associated with a sphere $\mathcal{Q}_{i} \infty \mathcal{Q}^{\prime}$ and the composition of homomorphisms associated to spheres $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$, when sewing them along the $i$-th tube of $\mathcal{Q}$.

We can make this statement more precise by choosing canonical sections $\left(\mu_{n}\right)_{n \in \mathbb{N}}$. Let $J=(\hat{\mathbb{C}} ; \infty ; z) \in K(0)$ and let $\mu_{0}(J)$ be any fixed nontrivial element of Det $K(0)$. It obviously defines the canonical section $\mu_{0}$ of Det $K(0)$. We define the section $\mu_{1}$ of Det $K(1)$ as the unique nontrivial section such that

$$
l_{\mathcal{S}, \mathcal{S}}^{1}\left(\mu_{1}(\mathcal{S}) \otimes \mu_{1}(\mathcal{S})\right)=\mu_{1}(\mathcal{S})
$$

The section $\mu_{2}$ is defined as the unique section such that

$$
l_{P(z), J}^{1}\left(\mu_{2}(P(z)) \otimes \mu_{0}(J)\right)=\mu_{1}(\mathcal{S})
$$

where $P(z)=(\hat{\mathbb{C}} ; \infty, z, 0 ; w, w-z, w)$. In general we define sections $\mu_{n}, n \geqslant 3$, to be the uniquely determined ones by the element

$$
l_{\ldots, P(1)}^{n-1}\left(\ldots\left(l_{\ldots, P(n-3)}^{3}\left(l_{P(n-1), P(n-2)}^{2}\left(\mu_{2}(P(n-1)) \otimes \mu_{2}(P(n-2))\right)\right) \otimes \mu_{2} P(n-3)\right) \otimes \ldots\right)
$$

of $\operatorname{Det}\left(\ldots\left(\left(P(n-1)_{2} \infty_{0} P(n-2)\right)_{3} \infty_{0} P(n-3)\right) \ldots\right)_{n-1} \infty_{0} P(1)=\operatorname{Det}(\hat{\mathbb{C}} ; \infty, n-1, n-$ $2, \ldots, 0 ; w, w-n+1, \ldots, w)$.

If we define sections $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ as above, we have the following proposition. The proof can be found in $[\mathrm{Hu}]$.
Proposition 3.1.12. The $i$-th substitution map $\circ_{i}: \operatorname{Det}^{c} K(n) \times \operatorname{Det}^{c} K(m) \rightarrow \operatorname{Det}^{c} K(n+$ $m-1$ ) is given by
$\circ_{i}:\left(\left(\mathcal{Q}, a_{1} \mu_{n}(\mathcal{Q})\right),\left(\mathcal{Q}^{\prime}, a_{2} \mu_{m}\left(\mathcal{Q}^{\prime}\right)\right)\right) \mapsto\left(\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}, a_{1} a_{2} e^{2 c \Gamma\left(\left(a_{j}^{(i)}\right)_{j \in \mathbb{N}},\left(b_{j}^{(0)}\right)_{j \in \mathbb{N}}\right)} \mu_{n+m-1}\left(\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}\right)\right)$
where the parametrisations around $i$-th point of $\mathcal{Q}$ and 0 -th point of $\mathcal{Q}^{\prime}$ are given by $\phi_{i}\left(z-z_{i}\right)=\sum_{j=0}^{\infty} a_{j}^{(i)} z^{j}$ and $\frac{1}{\psi_{0}(1 / z)}=\sum_{j=0}^{\infty} b_{j}^{(0)} z^{j}$ respectively and $\Gamma\left(\left(a_{j}\right)_{j \in \mathbb{N}},\left(b_{j}\right)_{j \in \mathbb{N}}\right)$ is some (described in [Hu]) canonical power series of variables $a_{j}$ and $b_{j}, j \in \mathbb{N}$, which converges if the sequences $\left(a_{j}\right)_{j \in \mathbb{N}},\left(b_{j}\right)_{j \in \mathbb{N}}$ represent the parametrisations of the holes which can be sewn.

Corollary 3.1.13. We can define vertex associative algebra of rank $2 c$ for every $c \in \mathbb{C}$ as a $\mathbb{C}^{\times}$-rescalable algebra over Det $\mathcal{K}$ satisfying all conditions from Definition (3.1.9), with substitution maps:
$\circ_{i}:\left(\left(\mathcal{Q}, a_{1} \mu_{n}(\mathcal{Q})\right),\left(\mathcal{Q}^{\prime}, a_{2} \mu_{m}\left(\mathcal{Q}^{\prime}\right)\right)\right) \mapsto\left(\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}, a_{1} a_{2} e^{2 c \Gamma\left(\left(a_{j}^{(i)}\right)_{j \in \mathbb{N}},\left(b_{j}^{(0)}\right)_{j \in \mathbb{N}}\right)} \mu_{n+m-1}\left(\mathcal{Q}_{i} \infty_{0} \mathcal{Q}^{\prime}\right)\right)$.

### 3.2. Vertex operator algebras

In this section we define vertex operator algebra. We will give here only brief definition; reader can found more details and nontrivial examples for example in [BF].

Before we give the definition, we need to introduce few technical facts and definitions. First two are the definitions of specific Lie algebras.

Definition 3.2.1. The Witt algebra is a complex Lie algebra of meromorphic vector fields on the Riemann sphere with poles only at 0 and $\infty$. That is, they are generated by $L_{n}=-z^{n+1} \frac{\partial}{\partial z}$ for $n \in \mathbb{Z}$ and the Lie bracket is given by $\left[L_{m}, L_{n}\right]=(m-n) L_{m+n}$.
Definition 3.2.2. The Virasoro algebra of central charge $c(c \in \mathbb{C})$ is the central extension of Witt algebra, i.e. it is spanned by $L_{n}, n \in \mathbb{Z}$ and $d$, such that

$$
\begin{aligned}
& {\left[L_{n}, d\right]=0} \\
& {\left[L_{m}, L_{n}\right]=(m-n) L_{m+n}+\frac{c}{12}\left(m^{3}-m\right) \delta_{m+n, 0} d}
\end{aligned}
$$

for $n, m \in \mathbb{Z}$. We denote this algebra by $\operatorname{Vir}_{c}$.
We would also like to have some control over formal power series in many variables. Let $S \subset \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ be a collection of homogeneous linear polynomials. Denote by $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{S}$ the ring of rational functions obtained by localizing polynomial ring $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ with respect to a set of products of polynomials from $S$. We would like to define reasonable maps $\iota_{i_{1}, . ., i_{n}}: \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{S} \rightarrow \mathbb{C}\left[\left[x_{1}, x_{1}^{-1} \ldots, x_{n}, x_{n}^{-1}\right]\right]$ for any permutation $\left(i_{1}, \ldots, i_{n}\right) \in S_{n}$. Because $\mathbb{C}\left[x_{1}\right] \subset \mathbb{C}\left[x_{1}, x_{1}^{-1}\right] \subset \mathbb{C}\left[\left[x_{1}, x_{1}^{-1}\right]\right], \iota_{1}$ is simply an inclusion. We can define $\iota_{12}$ to be an operator turning the element of $\mathbb{C}\left[x_{1}, x_{2}\right]_{S}$ into Laurent power series with respect to $x_{2}$. The coefficients are obviously the elements of $\mathbb{C}\left[x_{1}, x_{1}^{-1}\right]$, so this operator is well defined. We define $\iota_{21}$ analogously. In general assume that $\iota_{i_{1} \ldots i_{n-1}}$ are already defined for all permutations $\left(i_{1} \ldots i_{n-1}\right) \in S_{n}$. Let

$$
f\left(x_{1}, \ldots, x_{n}\right)=\frac{g\left(x_{1}, \ldots, x_{n}\right)}{\prod_{k=1}^{m}\left(\sum_{j=2}^{n} a_{k j} x_{i_{j}}\right) \prod_{k=1}^{l}\left(\sum_{j=1}^{n} b_{k j} x_{i_{j}}\right)}
$$

be an element of $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]_{S}$, where $g\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ and $b_{k 1} \neq 0$ for $k=$ $1, \ldots, l$. We can turn every term $1 /\left(\sum_{j=1}^{n} b_{k j} x_{i_{j}}\right)$ into power series with respect to the variable $\sum_{j=2}^{n} b_{k j} x_{i_{j}}$. If we multiply all these series, we obtain power series $h\left(x_{1}, \ldots, x_{n}\right)$. Denote by $g_{t}\left(x_{i_{2}}, \ldots, x_{i_{n}}\right)$ the coefficient of $x_{i_{1}}^{t}$ in $g\left(x_{1}, \ldots, x_{n}\right) h\left(x_{1}, \ldots, x_{n}\right)$. We set

$$
\iota_{i_{1} \ldots i_{n}} f\left(x_{1}, \ldots, x_{n}\right)=\sum_{t \in \mathbb{Z}} \iota_{i_{2} \ldots i_{n}}\left(\frac{g_{t}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)}{\prod_{k=1}^{m}\left(\sum_{j=2}^{n} a_{k j} x_{i_{j}}\right)}\right) x_{i_{1}}^{t}
$$

Now we are ready to give the definition of vertex operator algebra.
Definition 3.2.3. The vertex operator algebra of central charge $c$ is a $\mathbb{Z}$-graded Virmodule such that $\operatorname{dim} V_{(k)}<\infty$ for $k \in \mathbb{Z}$, together with the vacuum $\mathbf{1} \in V_{(0)}$, the Virasoro element $\omega \in V_{(2)}$ and a linear map

$$
\begin{aligned}
V & \rightarrow(\operatorname{End}(V))\left[\left[x, x^{-1}\right]\right] \\
v & \mapsto Y(v, x)=\sum_{n \in \mathbb{Z}} v_{n} x^{-n-1}\left(\text { where } v_{n} \in \operatorname{End}(V)\right)
\end{aligned}
$$

$(Y(v, x)$ is called the vertex operator associated with $v)$ such that if $v \in V_{(m)}$ then the operator $v_{n}$ is of degree $(m-n-1)$, satisfying the following axioms:

1. (positive energy) $V_{(k)}=0$ for $k$ sufficiently small;
2. $Y(\mathbf{1}, x)=I d$ (the identity endomorphism);
3. (creation property) $Y(v, x) \mathbf{1} \in V[[x]]$ and $v_{-1} \mathbf{1}=v$ (that is, $\left.\lim _{x \rightarrow 0} Y(v, x) \mathbf{1}=v\right)$;
4. $d v=c v$ (where $d$ is one of the generators of Vir) and $L_{0} v=k v$, where $v \in V_{(k)}$;
5. $Y(\omega, x)=\sum_{n \in \mathbb{Z}} L_{n} x^{-n-2}$ (where we treat the element $L_{n} \in V i r_{c}$ as an endomorphism of $V$ ), i.e. $L_{n}=\omega_{n+1}$;
6. (derivative property or translation axiom) $\frac{d}{d x} Y(v, x)=Y\left(L_{-1} v, x\right)$;
7. (rationality of products and commutativity) if $v^{\prime} \in V^{\prime}, v, v_{1}, v_{2} \in V$ then the power series $\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle$ lies in the image of $\iota_{12}$, and

$$
\left(\iota_{12}\right)^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle=\frac{g\left(x_{1}, x_{2}\right)}{x_{1}^{r} x_{2}^{s}\left(x_{1}-x_{2}\right)^{t}}=\left(\iota_{21}\right)^{-1}\left\langle v^{\prime}, Y\left(v_{2}, x_{2}\right) Y\left(v_{1}, x_{1}\right) v\right\rangle
$$

where $g\left(x_{1}, x_{2}\right) \in \mathbb{C}\left[x_{1}, x_{2}\right]$ and $r, s, t \in \mathbb{N}$;
8. (rationality of iterates) if $v^{\prime} \in V^{\prime}, v, v_{1}, v_{2} \in V$ then the two power series

$$
\left\langle v^{\prime}, Y\left(Y\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v\right\rangle,\left\langle v^{\prime}, Y\left(v_{1}, x_{0}+x_{2}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle
$$

lie in the image of $\iota_{20}$ and $\iota_{02}$ respectively, and

$$
\left(\iota_{20}\right)^{-1}\left\langle v^{\prime}, Y\left(Y\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v\right\rangle=\frac{k\left(x_{0}, x_{2}\right)}{x_{0}^{r} x_{2}^{s}\left(x_{0}+x_{2}\right)^{t}}=\left(\iota_{02}\right)^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{0}+x_{2}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle
$$

where $k\left(x_{0}, x_{2}\right) \in \mathbb{C}\left[x_{1}, x_{2}\right]$ and $r, s, t \in \mathbb{N}$;
9. (associativity) for $v^{\prime} \in V^{\prime}$ and $v, v_{1}, v_{2} \in V$, we have

$$
\left(\iota_{12}\right)^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle=\left.\left(\left(\iota_{20}\right)^{-1}\left\langle v^{\prime}, Y\left(Y\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v\right\rangle\right)\right|_{x_{0}=x_{1}-x_{2}}
$$

Remark 3.2.4. The assumption that the vertex operator $v_{n}$ is of degree $(k-n-1)$ whenever $v \in V_{(k)}$ is in fact optional, although in most cases it is satisfied. One needs to assume only that for any $v, u \in V, u_{n} v=0$ for $n$ sufficiently large, the formal series $\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle$ involves only finitely many negative powers of $x_{2}$ and finitely many positive powers of $x_{1}$ and the formal series $\left\langle v^{\prime}, Y\left(Y\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v\right\rangle$ and $\left\langle v^{\prime}, Y\left(v_{1}, x_{0}+x_{2}\right) Y\left(v_{2}, x_{2}\right) v\right\rangle$ involve only finitely many negative powers of $x_{0}$ and finitely many positive powers of $x_{2}$.

The commutativity and associativity axioms state in fact that the vertex operator algebra is some generalization of commutative, associative algebra, where various composition of operators may vary up to different ways of turning rational function into formal series. From the definition it is obvious that any nontrivial examples of VOA are rather complicated, although they exist and many of them can be found in [BF]. We will give here only the trivial one:

Example 3.2.5. Let $A$ be an associative, commutative $\mathbb{C}$-algebra with unit 1 . Then $A$ has a natural structure of a vertex operator algebra of central charge 0 , where all elements of $A$ are of degree 0 , the $\operatorname{Vir}_{0}$-module structure is trivial, the vacuum is $\mathbf{1}$ and the Virasoro element is $\mathbf{0} \in A$. The vertex operator is given obviously by

$$
Y(v, x) u=v u
$$

so $v_{n}=0$ for $n \neq-1$ and $v_{-1}$ is just a multiplication by $v$. All axioms of VOA are trivially satisfied.

Moreover, the converse is also true: if $V$ is strictly associative and commutative VOA then it is an associative and commutative algebra with gradation and derivation (in the sense that it is an operator $d: V \rightarrow V$ of degree 1 such that $d(v u)=d(v) u+v d(u))$ given by $L_{-1}$ and the action of $V i r_{c}$ is given. Details can be found again in [BF].

### 3.3. Isomorphism theorem

In this section we will finally construct the isomorphism between categories of vertex associative algebras and vertex operator algebras, announced in previous chapters. The proof is too long for this work and is for the most part very technical; it can be found in $[\mathrm{Hu}]$. We will, however, present a few shorter and easier steps of it.

Let us state the isomorphism theorem.
Theorem 3.3.1. Let $c \in \mathbb{C}$. Then the category of vertex associative algebras of rank $c$ and the category of vertex operator algebras of central charge $c$ are isomorphic.

We will start from the more difficult part of construction, i.e. given vertex operator algebra $(V, Y, \mathbf{1}, \omega)$, we will define vertex associative algebra $\left(V, \nu^{Y}\right)$. To do this, we need to describe the parametrisations of neighbourhoods of punctures on the sphere with tubes in a different way. Before we start, recall that if $V$ is a vector space and $F: V \rightarrow V$ is a linear endomorphism, then we define $e^{F}=\exp (F)$ to be

$$
e^{F}(v)=\exp (F)(v)=\sum_{k=0}^{\infty} \frac{F^{k}}{k!}(v) .
$$

Let $\left(\alpha_{j}\right)_{j=1}^{\infty}$ be any sequence of complex numbers. We define the sequence $\left(E_{j}(\alpha)\right)_{j=1}^{\infty}$ as

$$
z+\sum_{j=1}^{\infty} E_{j}(\alpha) z^{j+1}=\exp \left(\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)\right) z=\sum_{k=0}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z
$$

where we treat $z^{j} \frac{\partial}{\partial z}, j \in \mathbb{N}$, as a linear operator $\mathbb{C}[[z]] \rightarrow \mathbb{C}[[z]]$. We have the following fact.

Proposition 3.3.2. The map $E: \mathbb{C}^{\infty} \rightarrow \mathbb{C}^{\infty}$ is a bijection. In particular, for any power series of the form

$$
f(z)=z+\sum_{j=1}^{\infty} \alpha_{j} z^{j+1}
$$

we have

$$
f(z)=\left(\exp \left(\sum_{j=1}^{\infty} E_{j}^{-1}(\alpha) z^{j+1} \frac{\partial}{\partial z}\right) z\right.
$$

Proof. We will prove that $E_{j}(\alpha)=\alpha_{j}+r_{j}\left(\alpha_{1}, \ldots, \alpha_{j-1}\right)$, where $r_{j} \in \mathbb{C}\left[x_{1}, \ldots, x_{j-1}\right]$, $j \in \mathbb{Z}_{+}$. Observe that $\left(\prod_{j=1}^{k}\left(z^{p_{j}} \frac{\partial}{\partial z}\right)\right) z=c z^{q}$, where $c \in \mathbb{C}^{\times}$and $q=\left(\sum_{j=1}^{k} p_{j}\right)-k+1$. In particular, if $p_{j} \geqslant 2$ for $j=1, \ldots, k$, then $q>k$. We have

$$
\begin{aligned}
z+\sum_{j=1}^{\infty} E_{j}(\alpha) z^{j+1} & =\sum_{k=0}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z \\
= & z+\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right) z+\sum_{k=2}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z \\
& =z+\sum_{j=1}^{\infty} \alpha_{j} z^{j+1}+\sum_{k=2}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z .
\end{aligned}
$$

We see that $E_{1}(\alpha)=\alpha_{1}$ because the series $\sum_{k=2}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z$ has the form $\sum_{i=3}^{\infty} \beta_{i} z^{i}$. Moreover, $E_{n}(\alpha)=\alpha_{n}+r_{n}(\alpha)$, where $r_{n}$ depends only on
$\sum_{k=2}^{n} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z$ because the series $\sum_{k=n+1}^{\infty} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z$ are of the form $\sum_{i=n+2}^{\infty} \beta_{i} z^{i}$. Finally, $r_{n}(\alpha)$ is a polynomial of variables $\alpha_{1}, \ldots, \alpha_{n-1}$, for if the coefficient of $z^{m}$ in $\sum_{k=2}^{n} \frac{1}{k!}\left(\sum_{j=1}^{\infty} \alpha_{j} z^{j+1} \frac{\partial}{\partial z}\right)^{k} z$ is dependent on $\alpha_{l}, l \geqslant n$, then $m \geqslant l+1>n$.

Now consider the infinite system of equations

$$
E_{j}(\beta)=\alpha_{j}
$$

for $j \in \mathbb{Z}_{+}$, where $\beta=\left(\beta_{j}\right)_{j=1}^{\infty}$ is the unknown sequence. Because $E_{j}$ has the form indicated above, we can solve this equation inductively. This approach proves also that the solution is unique. Therefore we can define $E_{j}^{-1}(\alpha)$ to be the unique solution of this equation. The conclusion that $E\left(E^{-1}(\alpha)\right)=E^{-1}(E(\alpha))$ and

$$
f(z)=\left(\exp \left(\sum_{j=1}^{\infty} E_{j}^{-1}(\alpha) z^{j+1} \frac{\partial}{\partial z}\right) z\right.
$$

is obvious.
We need to extend our construction to the case $f(z)=\sum_{j=0}^{\infty} a_{j} z^{j+1}$, where $a_{0} \in \mathbb{C}^{\times}$, but is not necessarily equal to 1 . In this case we define $\bar{E}: \mathbb{C}^{\times} \times \mathbb{C}^{\infty} \rightarrow \mathbb{C}^{\times} \times \mathbb{C}^{\infty}$ as

$$
\bar{E}\left(\alpha_{0}, \alpha\right)=\alpha_{0}(1, E(\alpha))
$$

where $\alpha=\left(\alpha_{j}\right)_{j \in \mathbb{Z}_{+}}$. In this case we also have the inverse $\bar{E}^{-1}: \mathbb{C}^{\times} \times \mathbb{C}^{\infty} \rightarrow \mathbb{C}^{\times} \times \mathbb{C}^{\infty}$ which satisfies

$$
f(z)=\alpha_{0}\left(\exp \left(\sum_{j=1}^{\infty} \bar{E}_{j}^{-1}\left(\alpha / \alpha_{0}\right) z^{j+1} \frac{\partial}{\partial z}\right) z\right.
$$

for $f(z)=\sum_{j=0}^{\infty} \alpha_{j} z^{j+1}$
Suppose now we are given the sphere with tubes of type ( $n, 1$ ) in the standard canonical form $\mathcal{Q}=\left(\mathbb{C} ; n ; \infty ; z_{1}, \ldots, z_{n-1}, 0 ;\left(a_{j}^{(0)}\right)_{j \in \mathbb{Z}_{+}},\left(a_{j}^{(1)}\right)_{j \in \mathbb{N}}, \ldots,\left(a_{j}^{(n)}\right)_{j \in \mathbb{N}}\right)$. Using the construction described above, we can describe this sphere as

$$
\mathcal{Q}=\mathcal{Q}\left(n ; z_{1}, \ldots, z_{n-1} ;\left(A^{(0)}\right),\left(a_{0}^{(1)}, A^{(1)}\right), \ldots,\left(a_{0}^{(n)}, A^{(n)}\right)\right)
$$

where $A^{(i)}=\left(A_{j}^{(i)}\right)_{j \in \mathbb{Z}_{+}}=\left(\bar{E}_{j}^{-1}\left(a^{(i)} / a_{0}^{(i)}\right)\right)_{j \in \mathbb{Z}_{+}}, i=0, \ldots, n$ (where we assume $a_{0}^{(0)}=1$ ). We will write for short $\mathcal{Q}=\mathcal{Q}(n, z, a, A)$ if there will be no need to be more precise.

Before we give the definition of vertex associative algebra ( $V, \nu^{Y}$ ) associated with vertex operator algebra $(V, Y, \mathbf{1}, \omega)$, let us introduce few final notational conventions. Let $V$ be a $\mathbb{Z}$-graded Vir-module such that $L_{0}(v)=k v$ if $v \in V_{(k)}$. For a sequence $\left(A_{j}\right)_{j \in \mathbb{Z}_{+}}$we define two operators $L^{+}(A), L^{-}(A): V \rightarrow \bar{V}=\prod_{k \in \mathbb{Z}} V_{(k)}$ by

$$
L^{+}(A)=\sum_{j=1}^{\infty} A_{j} L_{j}, \quad L^{-}(A)=\sum_{j=1}^{\infty} A_{j} L_{-j} .
$$

These operators are always well defined because it is easy to check that each operator $L_{n}$, $n \in \mathbb{Z}$, has the degree $(-n)$. We can also define the adjoint operators $L^{\prime+}(A), L^{\prime-}(A)$ : $V^{\prime} \rightarrow \bar{V}^{\prime}=\prod_{k \in \mathbb{Z}} V_{(k)}^{*}$. Moreover, for $a \in \mathbb{C}$ we define operators $a^{L_{0}}: V \rightarrow V$ as

$$
a^{L_{0}} v=a^{k} v
$$

for $v \in V_{(k)}$.
Finally, given vertex operator algebra $(V, Y, \mathbf{1}, \omega)$ we define the map $\nu_{n}^{Y}: \operatorname{Det} K(n) \rightarrow$

$$
\begin{aligned}
& \mathcal{H}_{V}^{\mathbb{C}^{\times}}(n) \text { as } \\
& \left\langle v^{\prime}, \nu_{n}^{Y}\left(\left(\mathcal{Q}(n, z, a, A), \mu_{n}(\mathcal{Q})\right)\right)\left(v_{1} \otimes \ldots \otimes v_{n}\right)\right\rangle= \\
& =\left.\iota_{1 \ldots n-1}^{-1}\left\langle e^{-L^{\prime+}\left(A^{(0)}\right)} v^{\prime},\left(\prod_{i=1}^{n-1} Y\left(e^{-L^{+}\left(A^{(i)}\right)}\left(a_{0}^{(i)}\right)^{-L_{0}} v_{1}, x_{1}\right)\right) e^{-L^{+}\left(A^{(n)}\right)}\left(a_{0}^{(n)}\right)^{-L_{0}} v_{n}\right\rangle\right|_{x_{j}=z_{j}, j=1, \ldots, n-1}
\end{aligned}
$$

for $n \geqslant 1$ and

$$
\left\langle v^{\prime}, \nu_{n}^{Y}\left(\left(\mathcal{Q}\left(0 ; A^{(0)}\right), \mu_{0}(\mathcal{Q})\right)\right)\right\rangle=\left\langle e^{-L^{\prime+}\left(A^{(0)}\right)} v^{\prime}, \mathbf{1}\right\rangle
$$

for $n=0$. In particular, we have

$$
\begin{gathered}
\left\langle v^{\prime}, \nu_{0}^{Y}\left((\mathcal{Q}(0 ; \mathbf{0})), \mu_{0}(\mathcal{Q}(0 ; \mathbf{0}))\right)\right\rangle=\left\langle v^{\prime}, \mathbf{1}\right\rangle, \\
\left\langle v^{\prime}, \nu_{1}^{Y}\left(K_{a}, \mu_{1}\left(K_{a}\right)\right)(v)\right\rangle=\left\langle v^{\prime}, \nu_{1}^{Y}\left(\mathcal{Q}(1 ; \mathbf{0},(a, \mathbf{0})), \mu_{1}\left(K_{a}\right)\right)(v)\right\rangle=\left\langle v^{\prime}, a^{-L_{0}} v\right\rangle, \\
\left\langle v^{\prime}, \nu_{2}^{Y}\left(P(z), \mu_{2}(P(z))\right)\left(v_{1} \otimes v_{2}\right)\right\rangle=\left\langle v^{\prime}, \nu_{2}^{Y}\left(\mathcal{Q}(2 ; z ; \mathbf{0},(1, \mathbf{0}),(1, \mathbf{0})), \mu_{2}(P(z))\right)\left(v_{1} \otimes v_{2}\right)\right\rangle \\
=\left.\left\langle v^{\prime}, Y\left(v_{1}, x\right) v_{2}\right\rangle\right|_{x=z} .
\end{gathered}
$$

If it will not lead to any ambiguity, we will write $\operatorname{simply} \nu(\mathcal{Q})$ instead of $\nu\left(\left(\mathcal{Q}, \mu_{n}(\mathcal{Q})\right)\right)$.

Proposition 3.3.3. $\left(V, \nu_{Y}\right)$ is a vertex associative algebra.
Proof. The most difficult part of the proof that $\left(V, \nu^{Y}\right)$ is a vertex associative algebra is checking that it forms an algebra over $\operatorname{Det}^{c} \mathcal{K}$, especially the part that if two spheres with tubes can be sewn, the corresponding contraction of maps $V \rightarrow \bar{V}$ exists. For details, see $[\mathrm{Hu}]$. We will check all other axioms in Definition (3.1.9) of vertex associative algebra:

1. $\operatorname{dim} V_{(k)}<\infty$ for every $k \in \mathbb{Z}$ : it is satisfied from the definition of VOA;
2. Positive energy axiom: also follows from the definition of VOA;
3. Meromorphicity: the fact that the function

$$
(\mathcal{Q}, \lambda) \mapsto\left\langle v^{\prime}, \nu_{n}^{Y}((\mathcal{Q}(n, z, a, A), \lambda))\left(v_{1} \otimes \ldots \otimes v_{n}\right)\right\rangle
$$

is meromorphic is implied by the rationality of VOA. For the rest of the proof we can assume without loss of generality that $\mathcal{Q}$ is of the form $\mathcal{Q}=\left(n ; z_{1}, \ldots, z_{n-1} ; \mathbf{0}\right.$, $(1, \mathbf{0}), \ldots,(1, \mathbf{0}))$ and $i<j$. Suppose first that $j<n$. Using commutativity and associativity of VOA we obtain

$$
\begin{aligned}
& \left\langle v^{\prime}, \nu_{n}^{Y}(\mathcal{Q})\left(v_{1} \otimes \ldots \otimes v_{n}\right)\right\rangle=\left.\iota_{1 \ldots n-1}^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) \ldots Y\left(v_{n-1}, x_{n-1}\right) v_{n}\right\rangle\right|_{x_{k}=z_{k}, k=1, \ldots, n-1} \\
& =\iota_{1 \ldots(i-1) i j(i+1) \ldots(j-1)(j+1) \ldots n-1}^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) \ldots Y\left(v_{i}, x_{i}\right) Y\left(v_{j}, x_{j}\right) Y\left(v_{i+1}, x_{i+1}\right) \ldots\right. \\
& \left.\quad \cdot Y\left(v_{j-1}, x_{j-1}\right) Y\left(v_{j+1}, x_{j+1}\right) \ldots Y\left(v_{n-1}, x_{n-1}\right) v_{n}\right\rangle\left.\right|_{x_{k}=z_{k}, k=1, \ldots, n-1} \\
& =\iota_{1 \ldots(i-1) i j(i+1) \ldots(j-1)(j+1) \ldots n-1}^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) \ldots Y\left(Y\left(v_{i}, x_{0}\right) v_{j}, x_{j}\right) Y\left(v_{i+1}, x_{i+1}\right) \ldots\right. \\
& \left.\quad \cdot Y\left(v_{j-1}, x_{j-1}\right) Y\left(v_{j+1}, x_{j+1}\right) \ldots Y\left(v_{n-1}, x_{n-1}\right) v_{n}\right\rangle\left.\right|_{x_{k}=z_{k}, k=1, \ldots, n-1, k \neq i, x_{0}=z_{i}-z_{j}} .
\end{aligned}
$$

We see that, because there exists a constant $N\left(v_{i}, v_{j}\right)$ such that $\left(v_{i}\right)_{k} v_{j}=0$ for $k>N\left(v_{i}, v_{j}\right)$, the order of a pole $z_{i}=z_{j}$ is bounded by $N\left(v_{i}, v_{j}\right)$. In the case $j=n$ by commutativity we obtain

$$
\begin{gathered}
\left\langle v^{\prime}, \nu_{n}^{Y}(\mathcal{Q})\left(v_{1} \otimes \ldots \otimes v_{n}\right)\right\rangle=\left.\iota_{1 \ldots n-1}^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) \ldots Y\left(v_{n-1}, x_{n-1}\right) v_{n}\right\rangle\right|_{x_{k}=z_{k}, k=1, \ldots, n-1} \\
=\iota_{1 \ldots(i-1)(i+1) \ldots(n-1) i}^{-1}\left\langle v^{\prime}, Y\left(v_{1}, x_{1}\right) \ldots Y\left(v_{i-1}, x_{i-1}\right) Y\left(v_{i+1}, x_{i+1}\right) \ldots Y\left(v_{n-1}, x_{n-1}\right)\right. \\
\left.\cdot Y\left(v_{i}, x_{i}\right) v_{n}\right\rangle\left.\right|_{x_{k}=z_{k}, k=1, \ldots, n-1} .
\end{gathered}
$$

Hence the order of the pole $z_{i}=z_{j}$ is again bounded by a constant $N\left(v_{i}, v_{j}\right)$.
4. Let $P(z)=\mathcal{Q}(2 ; z ; \mathbf{0},(1, \mathbf{0}),(1, \mathbf{0}))$ and assume that $v^{\prime} \in V_{(k)}^{*}, v_{1} \in V_{(l)}, v_{2} \in V_{(m)}$. Then we have

$$
\begin{aligned}
\left\langle v^{\prime}, \nu_{2}(P(z))\left(v_{1} \otimes v_{2}\right)\right\rangle=\left.\left\langle v^{\prime}, Y\left(v_{1}, x\right) v_{2}\right\rangle\right|_{x=z}= & \left.\left\langle v^{\prime}, \sum_{n \in \mathbb{Z}}\left(v_{1}\right)_{n} v_{2} x^{-n-1}\right\rangle\right|_{x=z} \\
& =\left\langle v^{\prime},\left(v_{1}\right)_{l+m-k-1} v_{2}\right\rangle z^{-(l+m-k)}
\end{aligned}
$$

In the other direction suppose we are given vertex associative algebra $(V, \nu)$. Our task is to obtain the vertex operator algebra ( $V, Y_{\nu}, \mathbf{1}_{\nu}, \omega_{\nu}$ ). We define

$$
\begin{gathered}
\mathbf{1}_{\nu}=\nu_{0}(\mathcal{Q}(0 ; \mathbf{0})), \\
\omega_{\nu}=-\left.\frac{d}{d \epsilon} \nu_{0}(\mathcal{Q}(0 ;(0, \epsilon, 0, \ldots, 0, \ldots)))\right|_{\epsilon=0}
\end{gathered}
$$

and $Y_{\nu}\left(v_{1}, x\right)=\sum_{n \in \mathbb{Z}}\left(v_{1}\right)_{n} x^{-n-1}$ by

$$
\left.Y_{\nu}\left(v_{1}, x\right) v_{2}\right|_{x=z}=\nu(P(z))\left(v_{1} \otimes v_{2}\right) .
$$

In particular,

$$
\left\langle v^{\prime},\left(v_{1}\right)_{n} v_{2}\right\rangle=\operatorname{Res}_{z} z^{n}\left\langle v^{\prime}, \nu(P(z))\left(v_{1} \otimes v_{2}\right)\right\rangle .
$$

Proposition 3.3.4. $\left(V, Y_{\nu}, \mathbf{1}_{\nu}, \omega_{\nu}\right)$ has a structure of a vertex operator algebra.
Proof. Before we check all the axioms of VOA, we need to show that the elements $\mathbf{1}_{\nu}, \omega_{\nu}$ are in $V_{(0)}$ and $V_{(2)}$ respectively (note that they are defined as some elements of $\bar{V}$ ) and $V$ carries the structure of $V i r$-module.

Using the solution (3.2) of the sewing equation for $K_{a} \in K(1)$ and $\mathcal{Q}(0 ; \mathbf{0}) \in K(0)$ we obtain

$$
(a) \cdot \mathbf{1}_{\nu}=\nu_{0}\left(K_{a 1} \infty_{0} \mathcal{Q}(0 ; \mathbf{0})\right)=\nu_{0}(\mathcal{Q}(0 ; \mathbf{0}))=a^{0} \mathbf{1}_{\nu},
$$

hence $\mathbf{1}_{\nu} \in V_{(0)}$.
To prove that $\omega_{\nu} \in V_{(2)}$ it is enough to show that $\left\langle v^{\prime}, \nu_{1}\left(K_{a}\right)\left(\omega_{\nu}\right)\right\rangle=a^{-2}\left\langle v^{\prime}, \omega_{\nu}\right\rangle$ for $a \in \mathbb{C}$ and $v^{\prime} \in V^{\prime}$. Let $A(\epsilon)=\mathcal{Q}(0 ;(0, \epsilon, 0, \ldots, 0, \ldots))$. By meromorphicity axiom we know that the function $f(\epsilon)=\left\langle v^{\prime}, \nu_{0}(A(\epsilon))\right\rangle$ is a polynomial, hence $f(\epsilon)=\sum_{j=1}^{n} a_{j} \epsilon^{j}$. The expression

$$
\left.\left\langle v^{\prime},-\frac{d}{d \epsilon} \nu_{0}(A(\epsilon))\right\rangle\right|_{\epsilon=0}=-\left.\frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{0}(A(\epsilon))\right\rangle\right|_{\epsilon=0}
$$

corresponds to taking the $-a_{1}$ coefficient of polynomial $f(\epsilon)$. Applying the solution (3.2) of the sewing equation to $K_{a 1} \infty_{0} A(\epsilon)$ we obtain an element of $K(0)$ with parametrization of neighbourhood of $\infty$ equal to $\tilde{\psi}_{0}: w \mapsto\left(\frac{1}{a} \psi_{0}^{-1}(a w)\right)^{-1}=\frac{1}{a} \psi_{0}(a w)$, where $\psi_{0}$ is the parametrization around $\infty$ in $A(\epsilon)$. Thus we have

$$
\frac{1}{\tilde{\psi}_{0}(1 / z)}=\frac{1}{(1 / a) \psi_{0}(a / z)}=a \cdot \exp \left(\epsilon\left(\frac{z}{a}\right)^{3} \frac{d}{d(z / a)}\right) \frac{z}{a}=\exp \left(\epsilon a^{-2} z^{3} \frac{d}{d z}\right) z,
$$

hence $K_{a 1} \infty_{0} A(\epsilon)=A\left(\epsilon a^{-2}\right)$. We conclude that

$$
\begin{aligned}
\left\langle v^{\prime}, \nu_{1}\left(K_{a}\right)\left(\omega_{\nu}\right)\right\rangle & =\left\langle v^{\prime}, \nu_{1}\left(K_{a}\right)_{1} \circ_{0}-\left.\frac{d}{d \epsilon} \nu_{0}(A(\epsilon))\right|_{\epsilon=0}\right\rangle=-\left.\frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{0}\left(K_{a 1} \infty_{0} A(\epsilon)\right)\right\rangle\right|_{\epsilon=0} \\
= & -\left.\frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{0}\left(A\left(\epsilon a^{-2}\right)\right)\right\rangle\right|_{\epsilon=0}=-\left.a^{-2} \frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{0}(A(\epsilon))\right\rangle\right|_{\epsilon=0}=a^{-2}\left\langle v^{\prime}, \omega_{\nu}\right\rangle .
\end{aligned}
$$

Finally, we define $(d)(v)=c v$ (where $d \in \operatorname{Vir}_{c}$ is one of the generators) and $L_{n}$, $n \in \mathbb{Z}$, by:

$$
\begin{array}{ll}
L_{n}(v)=-\left.\frac{\partial}{\partial A_{-n}^{(0)}} \nu_{1}\left(\mathcal{Q}\left(1 ;\left(A^{(0)}\right),\left(a_{0}^{(1)}, A^{(1)}\right)\right)\right)\right|_{A^{(0)}, A^{(1)}=\mathbf{0}, a_{0}^{(1)}=1} \quad \text { for } n<0, \\
L_{0}(v)=-\left.\frac{\partial}{\partial a_{0}^{(1)}} \nu_{1}\left(\mathcal{Q}\left(1 ;\left(A^{(0)}\right),\left(a_{0}^{(1)}, A^{(1)}\right)\right)\right)\right|_{A^{(0)}, A^{(1)}=\mathbf{0}, a_{0}^{(1)}=1} \\
L_{n}(v)=-\left.\frac{\partial}{\partial A_{n}^{(1)}} \nu_{1}\left(\mathcal{Q}\left(1 ;\left(A^{(0)}\right),\left(a_{0}^{(1)}, A^{(1)}\right)\right)\right)\right|_{A^{(0)}, A^{(1)}=\mathbf{0}, a_{0}^{(1)}=1} \quad \text { for } n>0 .
\end{array}
$$

It is not obvious why these operators satisfy all the relations in $V i r_{c}$. It fact it requires some complicated computations, which can be found in $[\mathrm{Hu}]$.

Now we will check (or at least sketch the proof) all the axioms of vertex operator algebra:

1. Positive energy: It is obvious from the definition of $\left(V, Y_{\nu}, \mathbf{1}_{\nu}, \omega_{\nu}\right)$.
2. We have

$$
\begin{aligned}
&\left.Y_{\nu}\left(\mathbf{1}_{\nu}, x\right) v\right|_{x=z}=\nu_{2}(P(z))(\mathbf{1} \otimes v)=\left(\nu_{2}(P(z))_{1} \circ_{0} \nu_{0}(\mathcal{Q}(0 ; \mathbf{0}))\right)(v) \\
&=\nu_{1}\left(P(z)_{1} \infty_{0} \mathcal{Q}(0 ; \mathbf{0})\right)(v)=\nu_{1}(\mathcal{Q}(1 ; \mathbf{0},(1, \mathbf{0})))(v)=\nu_{1}\left(K_{1}\right)(v)=v
\end{aligned}
$$

hence $Y_{\nu}\left(\mathbf{1}_{\nu}, x\right)=I d ;$
3. Creation property: We have

$$
\begin{aligned}
\left.Y_{\nu}(v, x) \mathbf{1}_{\nu}\right|_{x=z}=\nu_{2}(P(z))\left(v \otimes \mathbf{1}_{\nu}\right)=\left(\nu_{2}(P(z))_{2} \circ_{0}\right. & \left.\nu_{0}(\mathcal{Q}(0 ; \mathbf{0}))\right)(v) \\
& =\nu_{1}\left(P(z)_{2} \infty_{0} \mathcal{Q}(0 ; \mathbf{0})\right)(v)
\end{aligned}
$$

Using the solution (3.2) of the sewing equation we obtain $F^{(0)}(w)=w, F^{(1)}(w)=$ $w$, hence $P(z)_{2} \infty_{0} \mathcal{Q}(0 ; \mathbf{0})=B(z) \in K(1)$ is a sphere with tubes at $\infty$ and $z$ with standard parametrizations around these punctures. We can define $B(z)$ this way for every $z \in \mathbb{C}$. Thus, because of meromorphicity axiom, the function

$$
g(z)=\left\langle v^{\prime}, \nu_{1}(A(z))(v)\right\rangle
$$

is a polynomial in $z$, hence $Y(v, x) \mathbf{1}_{\nu} \in V[[x]]$. Moreover

$$
\lim _{z \rightarrow 0}\left\langle v^{\prime}, \nu_{1}(A(z))(v)\right\rangle=\left\langle v^{\prime}, \nu_{1}(\mathcal{Q}(1 ; \mathbf{0},(1, \mathbf{0})))(v)\right\rangle=\left\langle v^{\prime}, v\right\rangle
$$

hence $\lim _{x \rightarrow 0} Y(v, x) \mathbf{1}_{\nu}=v ;$
4. Obviously $d v=c v$. For $v \in V_{(k)}$ we have also

$$
\begin{array}{r}
L_{0}(v)=-\left.\frac{\partial}{\partial a_{0}^{(1)}} \nu_{1}\left(\mathcal{Q}\left(1 ;\left(A^{0}\right),\left(a_{0}^{(1)}, A^{(1)}\right)\right)\right)\right|_{A^{(0)}, A^{(1)}=\mathbf{0}, a_{0}^{(1)}=1}=-\left.\frac{\partial}{\partial a} \nu_{1}\left(K_{a}\right) v\right|_{a=1} \\
=-\left.\frac{\partial}{\partial a} a^{-k} v\right|_{a=1}=\left.k a^{-k-1} v\right|_{a=1}=k v
\end{array}
$$

5. Let $A(\epsilon)=\mathcal{Q}(0 ;(0, \epsilon, 0, \ldots, 0, \ldots)) \in K(0)$. We define the linear functional

$$
\mathcal{L}_{I}(z) F=\left.\left(\frac{d}{d \epsilon} F\left(P(z)_{1} \infty_{0} A(\epsilon)\right)\right)\right|_{\epsilon=0} .
$$

on the meromorphic functions on $K(1)$. By the definition of $\omega_{\nu}$ we have

$$
\begin{aligned}
& \mathcal{L}_{I}(z)\left(\left\langle v^{\prime}, \nu_{1}(\cdot)(v)\right\rangle\right)=\left.\frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{1}\left(P(z)_{1} \infty_{0} A(\epsilon)\right)(v)\right\rangle\right|_{\epsilon=0} \\
& =\left.\frac{d}{d \epsilon}\left\langle v^{\prime}, \nu_{2}(P(z))_{1} \circ_{0} \nu_{0}(A(\epsilon))(v)\right\rangle\right|_{\epsilon=0}=\left\langle v^{\prime}, \nu_{2}(P(z))_{1} \circ_{0}\left(\left.\frac{d}{d \epsilon} \nu_{0}(A(\epsilon))\right|_{\epsilon=0}\right)(v)\right\rangle \\
& \quad=-\left\langle v^{\prime}, \nu_{2}(P(z))\left(\omega_{\nu} \otimes v\right)\right\rangle=-\left.\left\langle v^{\prime}, Y_{\nu}\left(\omega_{\nu}, x\right) v\right\rangle\right|_{x=z} .
\end{aligned}
$$

On the other hand, we have the following

## Proposition 3.3.5.

$$
\mathcal{L}_{I}(z)=\left.\left(z^{-2} \frac{\partial}{\partial a_{0}^{(1)}}+\sum_{j \in \mathbb{Z}_{+}} z^{j-2} \frac{\partial}{\partial a_{j}^{(0)}}+\sum_{j \in \mathbb{Z}_{+}} z^{-j-2} \frac{\partial}{\partial a_{j}^{(1)}}\right)\right|_{K_{1}} .
$$

where $K(1) \ni \mathcal{Q}\left(1 ;\left(a_{j}^{(0)}\right)_{j \in \mathbb{Z}_{+}},\left(a_{0}^{(1)},\left(a_{j}^{(1)}\right)_{j \in \mathbb{Z}_{+}}\right)\right)$.
The proof is not very complicated and can be found in [Hu]. Using the proposition above, we obtain

$$
\begin{aligned}
& \mathcal{L}_{I}(z)\left(\left\langle v^{\prime}, \nu_{1}(\cdot)(v)\right\rangle\right)=\left.\left(z^{-2} \frac{\partial}{\partial a_{0}^{(1)}}+\sum_{j \in \mathbb{Z}_{+}} z^{j-2} \frac{\partial}{\partial a_{j}^{(0)}}+\sum_{j \in \mathbb{Z}_{+}} z^{-j-2} \frac{\partial}{\partial a_{j}^{(1)}}\right)\right|_{K_{1}}\left(\left\langle v^{\prime}, \nu_{1}(\cdot)(v)\right\rangle\right) \\
= & -\left\langle v^{\prime}, z^{-2} L_{0} v\right\rangle-\sum_{j \in \mathbb{Z}_{+}}\left\langle v^{\prime}, z^{j-2} L_{-j} v\right\rangle-\sum_{j \in \mathbb{Z}_{+}}\left\langle v^{\prime}, z^{-j-2} L_{j} v\right\rangle=-\left.\left\langle v^{\prime}, \sum_{n \in \mathbb{Z}} L_{n} x^{-n-2} v\right\rangle\right|_{x=z} .
\end{aligned}
$$

Using these equalities we get the desired equality $Y_{\nu}\left(\omega_{\nu}, x\right)=\sum_{n \in \mathbb{Z}} L_{n} x^{-n-2}$;
6. Derivative property: Let $B\left(z_{0}\right) \in K(1)$ be a sphere with punctures at $\infty$ and $-z_{0}$.

We will show first that $B\left(z_{0}\right)$ is conformally equivalent to the sphere $\mathcal{Q}\left(1 ;\left(z_{0}, 0, \ldots, 0, \ldots\right),(1, \mathbf{0})\right)$.
Obviously $B\left(z_{0}\right)$ is conformally equivalent (by the equivalence $z \mapsto z+z_{0}$ ) to a sphere with tubes $\left(\mathbb{C} ; \infty, 0 ;\left(z \mapsto z-z_{0}\right),(z \mapsto z)\right)$. It suffices to show that the local coordinates at $\infty$ agree, i.e.

$$
\frac{1}{1 / z-z_{0}}=\exp \left(z_{0} z^{2} \frac{d}{d z}\right) z .
$$

We have

$$
\frac{1}{1 / z-z_{0}}=1 /\left(\frac{1-z z_{0}}{z}\right)=\frac{z}{1-z z_{0}}=z\left(\sum_{k=0}^{\infty}\left(z z_{0}\right)^{k}\right)=z+z_{0} z^{2}+z_{0}^{2} z^{3}+\ldots
$$

On the other hand, we have
$\exp \left(z_{0} z^{2} \frac{d}{d z}\right) z=\left(\sum_{k=0}^{\infty} \frac{z_{0} z^{2}}{k!} \frac{d}{d z}\right)^{k} z=z+z_{0} z^{2}+z_{0}^{2} z^{3}+\ldots=z\left(\sum_{k=0}^{\infty}\left(z z_{0}\right)^{k}\right)=\frac{1}{1 / z-z_{0}}$.
The next step is to show that $P\left(z-z_{0}\right)=P(z)_{1} \infty_{0} B\left(z_{0}\right)$. Using the solutions (3.2) of the sewing equation we see that $P(z)_{1} \infty_{0} B\left(z_{0}\right)$ is a sphere with punctures at $\infty,-z_{0}$ and $-z$ with parametrizations $w \mapsto w+z, w \mapsto w+z_{0}$ and $w \mapsto w+z$ respectively. Applying the diffeomorphism $w \mapsto w+z$ to this sphere we obtain a sphere with tubes $\left(\mathbb{C} ; 2 ; \infty, z-z_{0}, 0 ; w, w-\left(z-z_{0}\right), w\right)=P\left(z-z_{0}\right)$.
Finally, we have

$$
\begin{aligned}
& \left.\frac{d}{d x} Y_{\nu}\left(v_{1}, x\right) v_{2}\right|_{x=z}=-\left.\frac{d}{d z_{0}}\left(\left.Y_{\nu}\left(v_{1}, x\right) v_{2}\right|_{x=z-z_{0}}\right)\right|_{z_{0}=0} \\
& =-\left.\frac{d}{d z_{0}}\left(\nu_{2}\left(P\left(z-z_{0}\right)\right)\left(v_{1} \otimes v_{2}\right)\right)\right|_{z_{0}=0}=-\left.\frac{d}{d z_{0}}\left(\nu_{2}\left(P(z)_{1} \infty_{0} B\left(z_{0}\right)\right)\left(v_{1} \otimes v_{2}\right)\right)\right|_{z_{0}=0} \\
& =-\left.\frac{d}{d z_{0}}\left(\nu_{2}(P(z))_{1} \circ_{0} \nu_{1}\left(B\left(z_{0}\right)\right)\left(v_{1} \otimes v_{2}\right)\right)\right|_{z_{0}=0}=\nu_{2}(P(z))_{1} \circ_{0}\left(-\left.\frac{d}{d z_{0}} \nu_{1}\left(B\left(z_{0}\right)\right)\right|_{z_{0}=0}\right)\left(v_{1} \otimes v_{2}\right) \\
& \quad=\nu_{2}(P(z))_{1} \circ_{0}\left(-\left.\frac{d}{d z_{0}} \nu_{1}\left(\mathcal{Q}\left(1 ;\left(z_{0}, 0, \ldots, 0, \ldots\right),(1, \mathbf{0})\right)\right)\right|_{z_{0}=0}\right)\left(v_{1} \otimes v_{2}\right) \\
& =\nu_{2}(P(z))\left(L_{-1} v_{1} \otimes v_{2}\right)=\left.Y_{\nu}\left(L_{-1} v_{1}, x\right) v_{2}\right|_{x=z}
\end{aligned}
$$

7. Rationality of products and commutativity: We have

$$
\begin{aligned}
&\left.Y_{\nu}\left(v_{1}, x_{1}\right) Y_{\nu}\left(v_{2}, x_{2}\right) v_{3}\right|_{x_{1}=z_{1}, x_{2}=z_{2}}=\left(\nu_{2}\left(P\left(z_{1}\right)\right)_{2} \circ_{0} \nu_{2}\left(P\left(z_{2}\right)\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
&=\nu_{3}\left(P\left(z_{1}\right)_{2} \infty_{0} P\left(z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)=\nu_{3}\left(P\left(z_{1}, z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)
\end{aligned}
$$

where $P\left(z_{1}, z_{2}\right)=\mathcal{Q}\left(3 ; \infty, z_{1}, z_{2}, 0 ; \mathbf{0},(1, \mathbf{0}),(1, \mathbf{0}),(1, \mathbf{0})\right)$. In a similar way we obtain

$$
\left.Y_{\nu}\left(v_{2}, x_{2}\right) Y_{\nu}\left(v_{1}, x_{1}\right) v_{3}\right|_{x_{1}=z_{1}, x_{2}=z_{2}}=\nu_{3}\left(P\left(z_{2}, z_{1}\right)\right)\left(v_{2} \otimes v_{1} \otimes v_{3}\right)
$$

We see that

$$
\left\langle v^{\prime}, \nu_{3}\left(P\left(z_{1}, z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)\right\rangle=\left\langle v^{\prime}, \nu_{3}\left(P\left(z_{2}, z_{1}\right)\right)\left(v_{2} \otimes v_{1} \otimes v_{3}\right)\right\rangle
$$

because $P\left(z_{1}, z_{2}\right)=\sigma\left(P\left(z_{2}, z_{1}\right)\right)$, where $S_{3} \ni \sigma=(1,2)$. By the meromorphicity axiom it is therefore a rational function of the form

$$
\frac{g\left(z_{1}, z_{2}\right)}{z_{1}^{p} z_{2}^{q}\left(z_{1}-z_{2}\right)^{r}}
$$

for $p, q, r \in \mathbb{N}, g \in \mathbb{C}\left[z_{1}, z_{2}\right]$;
8. Rationality of iterates: We have

$$
\begin{aligned}
&\left.Y_{\nu}\left(Y_{\nu}\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v_{3}\right|_{x_{0}=z_{0}, x_{2}=z_{2}}=\left(\nu_{2} P\left(z_{2}\right)_{1} \circ_{0} \nu_{2}\left(P\left(z_{0}\right)\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
&=\nu_{3}\left(P\left(z_{2}\right)_{1} \infty_{0} P\left(z_{0}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)
\end{aligned}
$$

Applying the solutions (3.2) of the sewing equation to the sphere with tubes $P\left(z_{2}\right)_{1} \infty_{0} P\left(z_{1}-z_{2}\right)$ we obtain a sphere

$$
\left(\mathbb{C} ; 3 ; \infty, z_{0}, 0,-z_{2} ; w+z_{2}, w-z_{0}, w, w+z_{2}\right)
$$

This sphere, by the diffeomorphism $w \mapsto w+z_{2}$, is equivalent to a sphere with tubes

$$
\left(\mathbb{C} ; 3 ; \infty, z_{0}+z_{2}, z_{2}, 0 ; w, w-\left(z_{0}+z_{2}\right), w-z_{2}, w\right)=P\left(z_{0}+z_{2}, z_{2}\right)
$$

hence

$$
\begin{aligned}
& Y_{\nu}\left(Y_{\nu}\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v_{3} \mid x_{0}=z_{0}, x_{2}=z_{2}= \\
&=\nu_{3}\left(P\left(z_{2}\right)_{1} \infty_{0} P\left(z_{0}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
&=\nu_{3}\left(P\left(z_{0}+z_{2}, z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)=\nu_{3}\left(P\left(z_{0}+z_{2}\right)_{2} \infty_{0} P\left(z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
&=\left.Y_{\nu}\left(v_{1}, x_{0}+x_{2}\right) Y_{\nu}\left(v_{2}, x_{2}\right) v_{3}\right|_{x_{0}=z_{0}, x_{2}=z_{2}} .
\end{aligned}
$$

Because of meromorphicity we have also the following equality of rational functions

$$
\left\langle v^{\prime}, \nu_{3}\left(P\left(z_{0}+z_{2}, z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)\right\rangle=\frac{k\left(x_{0}, x_{2}\right)}{x_{0}^{p} x_{2}^{q}\left(x_{0}+x_{2}\right)^{r}}
$$

for $p, q, r \in \mathbb{N}, k \in \mathbb{C}\left[x_{0}, x_{2}\right]$.
9. Associativity: We see from the proofs of previous axioms that

$$
\begin{aligned}
\left.Y_{\nu}\left(v_{1}, x_{1}\right) Y\left(x_{2}, x_{2}\right) v_{3}\right|_{x_{1}=z_{1}, x_{2}=z_{2}}=\nu_{3}( & \left.\left(z_{1}\right)_{2} \infty_{0} P\left(z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
=\nu_{3}\left(P\left(z_{1}, z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)=\nu_{3}( & \left.\left(z_{2}\right)_{1} \infty_{0} P\left(z_{1}-z_{2}\right)\right)\left(v_{1} \otimes v_{2} \otimes v_{3}\right) \\
& =\left.Y_{\nu}\left(Y_{\nu}\left(v_{1}, x_{0}\right) v_{2}, x_{2}\right) v_{3}\right|_{x_{0}=z_{1}-z_{2}, x_{2}=z_{2}} .
\end{aligned}
$$

Remark 3.3.6. In most cases we did not check whether the suitable spheres can be sewn (e.g. $P\left(z_{1}\right)$ and $P\left(z_{2}\right)$ ). In general they can not always be sewn. However, we could always choose the parameters in a way that allows sewing. Because all parameters were in fact arbitrary, all results hold.
Remark 3.3.7. The above calculations are certainly valid in the case $c=0$, however, it is not obvious why are they correct in the case $c \neq 0$. In fact, they are valid also in this case because the sequence $\Gamma\left(\left(a_{j}\right)_{j \in \mathbb{N}},\left(b_{j}\right)_{j \in \mathbb{N}}\right)$, described in Proposition (3.1.12), can be written as

$$
\Gamma\left(\alpha_{0}, A, B\right)=\sum_{j \in \mathbb{Z}_{+}} \frac{j^{3}-j}{12} \alpha^{-j} A_{j} B_{j}+\Gamma_{0}(\alpha, A, B),
$$

where $\alpha=a_{0}, A=\bar{E}^{-1}\left(\left(a_{j} / a_{0}\right)_{j \in \mathbb{Z}_{+}}\right), B=\bar{E}^{-1}\left(\left(b_{j}\right)_{j \in \mathbb{Z}_{+}}\right)$(recall that in our applications $\left.b_{0}=1\right)$ and $\Gamma_{0}$ contains only terms which are the product of at least three of $A_{j}, B_{j}$, $j \in \mathbb{N}$, but not all $A_{j}$ 's or $B_{j}$ 's. The proof can be found in $[\mathrm{Hu}]$. In the proof above always at least one of the sequences $A$ or $B$ was equal to $\mathbf{0}$, so $\Gamma\left(\alpha_{0}, A, B\right)=0$ and it had no influence on the final result.

Remark 3.3.8. Using the above constructions we can define functors $F_{c}$ and $G_{c}$, the first from the category of vertex associative algebra of rank $c$ to the category of vertex operator algebras of central charge $c$ and the second one in the opposite direction. One can check that these functors establish an isomorphism of the mentioned categories. The details can be found in $[\mathrm{Hu}]$.
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