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Part I

Introduction





The Mathematical Statistics Conference has been held annually since 1973
(except 1981 and 1989). From December 5 to December 9, 2022, the 48th
edition will take place at the Research and Conference Center of the Institute
of Mathematics of the Polish Academy of Sciences in Będlewo.

The aim of the conference is to bring together scientists who share a com-
mon interest in mathematical statistics and its applications. The main topics
covered at the conference include:

• parametric and nonparametric estimation,
• testing statistical hypotheses,
• linear and generalized linear models,
• planning of experiments,
• time series analysis,
• multidimensional data analysis,
• asymptotic analysis,
• graphical models.

The special emphasis will be also paid on novel methods and algorithms
used in applied mathematics and computational statistics. The conference is
theoretical in nature, however, the solutions presented during the speeches
can be applicable in many areas of modern science and technology, including
genetics, biology, economics, agriculture and engineering.
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Program

Monday, 5 December 2022
8:00–9:00 Breakfast
9:20–9:30 Opening
9:30–10:30 A. Panorska: From butterflies to atmospheric rives: a journey with

heavy tails, I
10:30–11:00 Coffee break
11:00–11:20 M. Bogdan: Polya Tree prior shrinkage for the estimation in high-

dimensional Generalized Linear Models
11:20–11:40 D. Młynarczyk: Bayesian methods for radiation biodosimetry
11:40–12:00 M. Janiszewska: On estimation of block covariance matrix with

linearly structured blocks
12:00–12:30 Coffee break
12:30–12:50 A. Mieldzioc: Structure identification and estimation linearly

structured covariance matrix
12:50–13:10 B. Majewski: Spectral Density Estimation for Spectrally Corre-

lated Processes
13:10–13:30 M. Balcerek: Fractional Brownian motion with random Hurst ex-

ponent
13:30 Lunch
15:30–16:30 A. Panorska: From butterflies to atmospheric rives: a journey with

heavy tails, II
16:30–17:00 Coffee break
17:00–17:20 A. Wyłomańska: Discriminating Gaussian processes via quadratic

form statistics
17:20–17:40 J. Janczura: Probabilistic forecasts for the dynamic, short-term,

risk management strategies in electricity markets
17:40–18:00 K. Burnecki: Tempered fractionally integrated process with stable

noise
18:30–19:30 Dinner



Tuesday, 6 December 2022

8:00–9:00 Breakfast

9:30–10:30 A. Jakubowski: Estimation of high quantiles for maxima of sta-
tionary processes

10:30–11:00 Coffee break

11:00–11:20 B. Kołodziejek: Model selection in the space of Gaussian models
invariant by symmetry

11:20–11:40 M. Łazęcka: Conditional independence testing based on Condi-
tional Randomisation and Permutation

11:40–12:00 K. Maraj-Zygmąt: Empirical moments statistics for testing of the
processes with finite moments distributions

12:00–12:30 Coffee break

12:30–12:50 W. Żuławiński: Periodic autoregressive models with additive
noise: finite- and infinite-variance cases

12:50–13:10 J. Leśkow: Functional data analysis for nonstationary signals
13:10–13:30 E. Gajecka-Mirek: Functional Data Analysis for periodically cor-

related time series

13:30 Lunch

15:30–16:30 T. Kozubowski: Laplace probability distributions and generaliza-
tions: An excursion beyond normality, I

16:30–17:00 Coffee break

17:00–17:20 A. Geras: A novel probabilistic model for cell type identification
in spatial transcriptomics and single-cell RNA sequencing data

17:20–17:40 K. Grzesiak: A novel semiparametric model for hydrogen deu-
terium exchange monitored by mass spectrometry data

17:40–18:00 S. Piątek: Quantile versions of inequality curves and inequality
measures and their estimation

18:30–19:30 Dinner

19:30 Meeting of the Statistics Commission of the Committee
on Mathematics of the Polish Academy of Sciences



Wednesday, 7 December 2022

8:00–9:00 Breakfast

9:30–13:30 Excursion

13:30 Lunch

15:30–16:30 T. Kozubowski: Laplace probability distributions and generaliza-
tions: An excursion beyond normality, II

16:30–17:00 Coffee break

17:00–17:20 P. Sulewski: Easily Changeable Kurtosis Distribution
17:20–17:40 K. Pączek: Conditional variance ratio as an estimator of alfa-

parameter for symmetric stable distribution
17:40–18:00 Y. G. Yatracos: Limitations of the Wasserstein MDE

19:00 Conference dinner



Thursday, 8 December 2022

8:00–9:00 Breakfast

9:30–10:30 W.K. Härdle: Cryptos, NFTs, Digital Assets

10:30–11:00 Coffee break

11:00–11:20 J. Gajda: Fractional operators and machine learning
11:20–11:40 Ł. Rajkowski: Local Dependence Graphs for Discrete Time Pro-

cesses
11:40–12:00 K. Furmańczyk: A construction of a graphical model

12:00–12:30 Coffee break

12:30–12:50 K. Rudaś: Logistic regression for uplift modeling
12:50–13:10 P. Teisseyre: Cost-constrained feature selection using an

information-theoretic approach
13:10–13:30 J. Mielniczuk: One class classification approach to variational

learning from Positive Unlabeled Data

13:30 Lunch

15:30–15:50 M. Szymkowiak: Reversed Aging Intensity Functions
15:50–16:10 A. Goroncy: Upper bounds on expectations of order statistics

based on the IRFR distributions
16:10–16:30 T. Rychlik: Conditions for finiteness and bounds for moments of

kth record values

16:30–17:00 Coffee break

17:00–17:20 W. Rejchel: High-dimensionality categorical data and model se-
lection

17:20–17:40 S. Nowakowski: Model selection with high-dimensional categorical
real world data

17:40–18:00 P. Pokarowski: Knee Index Criterion for Generalized Linear Model
Selection

18:30–19:30 Dinner



Friday, 9 December 2022

8:00–9:00 Breakfast

9:30–9:50 P. Nowak: Estimation in the Cox model with grouped lifetimes
9:50–10:10 A. Markiewicz: Estimation of linearly structured covariance ma-

trix
10:10–10:30 M. Samordak: Graded version of the stochastic dispersive order

10:30–11:00 Coffee break

11:00–11:20 P. Grzegorzewski: A new test of independence for fuzzy data
11:20–11:40 K. Filipiak: Testing covariance matrix under T-distributed models
11:40–12:00 M. Mokrzycka: Maximum likelihood estimation of the covariance

matrix with compound symmetry structure in multivariate T-
distribution

12:00–12:20 G. Wyłupek: Verifying the validity of exponentiality
12:20–12:30 Closing

12:30 Lunch
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Wolfgang Karl Härdle (Humboldt-Universität zu Berlin, Germany)
Wolfgang Härdle completed his Dr. rer. nat. in Mathematics at Heidelberg
University and received his habilitation in Economics at Bonn University. He
was the founder and Director of Collaborative Research Center “Quantifica-
tion and Simulation of Economic Processes” (1994–2003), Director of “Eco-
nomic Risk” (2005–2016) and also of C.A.S.E. (Center for Applied Statistics
and Economics) (2001–2014). He is currently heading the Sino-German Grad-
uate School on “High dimensional non-stationary time series analysis”. He is
the Ladislaus von Bortkiewicz Professor at Humboldt-Universität zu Berlin
and Director of the BRC the joint Blockchain Research Centre with Zurich U
and ASE, Bukarest. His current research focuses on modern machine learning
techniques, smart data analytics and the crypto currency eco system. He has
published more than 40 books and more than 350 papers in top statistical,
econometrics and finance journals. He is highly cited, and among the top
scientists in mathematics and economics. He has also professional experience
in financial engineering, structured product design and credit risk analysis.
He is the Editor in Chief of the Springer Journal Digital Finance.

Adam Jakubowski (Nicolaus Copernicus University in Toruń, Pres-
ident of the Bernoulli Society)
Adam Jakubowski completed his PhD in mathematics at the faculty of Math-
ematics, Physics and Chemistry of Nicolaus Copernicus University. He re-
ceived habilitation in mathematics from the faculty of Mathematics, Infor-
matics and Mechanics of University of Warsaw. In 1998 he received the title
of Professor of Mathematics. He is the full professor at the faculty of Math-
ematics, Physics and Chemistry of the Nicolaus Copernicus University. In
1993-1999 he was the associate dean and in 1999-2005 the dean of this fac-
ulty. In 1984-1986 and 1993-2002 he was the head of the Department of
Probability Theory and Statistics and from 2003 he is the head of the De-
partment of Probability Theory and Stochastic Analysis. His main area of
interest are the advanced limit theorems in the theory of probability and
stochastic processes. Recently he also works on the applications of stochastic
methods for the digital image processing. His achievements in these areas
were acknowledged in 2009 by the prestigious Fellowship of the Institute of
Mathematical Statistics and by entrusting him the role of the President of
the Bernoulli Society (2021-2023).

Tomasz Kozubowski (University of Nevada, Reno, USA)
Following a graduate study of applied mathematics at the University of War-
saw, Poland, Tomasz J. Kozubowski received MS in Statistics from the Uni-
versity of Texas, El Paso, and Ph.D. in Statistics and Applied Probability
from University of California, Santa Barbara. He is currently a Professor
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in the Department of Mathematics & Statistics at the University of Nevada,
Reno. Dr. Kozubowski works in the general area of stochastic modeling of nat-
ural phenomena in variety of fields, including climate research, geosciences,
finance, and economics. His research interests include distribution theory,
Laplace distribution and its generalizations, limit theory for random sums,
heavy tailed distributions, extremes, mathematical statistics, financial and in-
surance mathematics, stochastic models for hydro-climatic phenomena, and
fractal scaling processes. He has co-authored two monographs and over 100
research papers in probability and statistics. Dr. Kozubowski is currently an
editorial board member of several academic journals and an active reviewer,
having refereed for over 100 different academic journals. With the 2016 Sen-
tinel of Science Reward, he was recognized by Publons as one of the top
researchers contributing to the peer review in the field of mathematics.

Anna Panorska (University of Nevada, Reno, USA)
Anna Panorska works in the areas of probability theory and mathematical
statistics, with focus on solving the problems that come from applications
involving data with heavy tails. In particular, she works on the mathemat-
ical and statistical treatment of random sums and maxima involving heavy
tails. Her recent research interests include studying extreme events in the
stochastic processes used to model weather, water, and ecology including the
impacts of climate change. Examples of those include flood, drought, deluge,
and heat waves. She also works with epidemiological, engineering, and sports
data and modeling. Her collaborators include hydrologists, biostatisticians,
climate researchers, atmospheric scientists, engineers, ecologists, and medi-
cal researchers in addition to statisticians and mathematicians. She received
funding from the US National Science Foundation, US Department of De-
fense, Nevada Department of Environmental Protection, NASA, and the EU
Framework 7 program.
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Cryptos, NFTs, Digital Assets

Wolfgang Karl Härdle
Blockchain Research Center, Center for Applied Statistics and Economics,
Humboldt-Universität zu Berlin, Germany

Abstract

Bitcoin (BTC) has attracted a plethora of investors and professional traders
and becomes an almost inevitable asset class in today’s financial markets. De-
ribit, the largest exchange for crypto options, offers European-typed inverse
options, which target to BTC in USD but have payoff denominated in BTC.
However, analytical insights to inverse options remain scarce. The dynam-
ics of the underlying BTC is well described by a stochastic volatility model
but in pricing inverse options one meets numerical difficulties in calibration
and hedging. Financial analytics for the practically useful stochastic volatil-
ity with correlated jumps model is provided and comparison with simpler
nested models both in in-sample and out-of-sample pricing is given [1].
The big bang of non-fungible tokens (NFTs) has caused the birth of a brand
new era for digital art. NFTs, driven by blockchain and smart contracts, pro-
vide both artists and art collectors an unprecedented marketplace which is
equipped with more security, flexibility, publicity, and freedom to monetize.
To precisely depict the NFT art market and offer a gauge for market volatil-
ity, we construct the price index – Digital Art Index (DAI) – using a hedonic
regression on the top 10 liquid NFT art collections and provide an empirical
overview on this emerging market [2]. Due to the common impact of outly-
ing phenomenon in the art markets, we propose two innovative alternative
procedures – Huberization and DCS-t filtering to robustify the index.

Keywords
Cryptocurrency, Non-fungible token, Blockchain technology, Stochastic volatil-
ity model, Hedonic regression.

References
1. Teng, H.-W. and W.K. Härdle (2022). Financial Analytics

of Inverse BTC Options in a Stochastic Volatility World.
Available at SSRN: https://ssrn.com/abstract=4238213 or
http://dx.doi.org/10.2139/ssrn.4238213

2. Lin, M.-B., B. Wang, F. Bocart, C. Hafner and W.K. Härdle (2022).代 DAI Dig-
ital Art Index: A robust price index for heterogeneous digital assets. Available
at SSRN: https://ssrn.com/abstract=4279412
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Estimation of high quantiles for maxima of
stationary processes

Adam Jakubowski
Faculty of Mathematics and Computer Science,
Nicolaus Copernicus University, Toruń

Abstract

The estimation of high quantiles of partial maxima of a stationary time series
remains a serious challenge. The dominating approach is based on analysis
of few largest values (like in the well-known Hill estimator or pick over the
threshold method).
In the present lecture we shall examine the block quantiles method in conjunc-
tion with the single sequence method (the latter described in [1]). The pro-
posed estimators perform very well in simulations, behave more stable com-
paring to the standard techniques and cover models which were intractable
so far.
This is a joint work with Wojciech Rejchel, Igor Rodionov and Pa-
tryk Truszczyński.

Keywords
stochastic extremes, high quantiles, tail index, extremal index, phantom dis-
tribution function.

References

1. Doukhan, P., Jakubowski, A. & Lang, G. (2015), Phantom distribution functions
for some stationary sequences. Extremes, Vol. 18, 697–725.

2. Jakubowski, A., Rejchel, W. & Truszczyński, P. (2020+), Estimation of the tail
index by the method of block quantiles (in preparation)

3. Jakubowski, A. & Rodionov, I. (2022+), Estimation of high quantiles of extrema
of stationary stochastic processes (in preparation)
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Laplace probability distributions and
generalizations: An excursion beyond

normality

Tomasz J. Kozubowski
Department of Mathematics & Statistics, University of Nevada, USA

Abstract

Asymmetric Laplace distributions, which naturally arise in connection with
random summation and quantile regression, offer an attractive and flexible al-
ternative to the classical Gaussian distribution in a variety of settings, where
the assumptions of symmetry and thin tail are too restrictive. There has been
a growing popularity of the Laplace-based models since the publication of
[1], which may be due to their flexibility and fundamental properties, which
include a sharp peak at the mode, heavier than Gaussian tails, existence
of all moments, infinite divisibility, random stability, and approximation of
geometric sums. Since the latter arise quite naturally, these distributions pro-
vide useful models in diverse areas, such as biology, economics, engineering,
finance, geosciences, and physics. We review fundamental properties of these
models, which give insight into their applicability in these areas, and discuss
some extensions, including discrete models, circular models, and multivariate
matrix-variate generalized Laplace distributions, among others.

This presentation is based on joint work with K. Podgórski and other collab-
orators.

Keywords
Asymmetric distribution, Circular data, Clustering and classification, Dis-
cretization, Distribution theory, Financial data, Gamma process, Heavy tail,
Infinite divisibility, Matrix variate distribution, Mixture of Gaussian distri-
butions, Non-Gaussian distribution, Quantile regression, Time series, Pareto
distribution, Power law, Random summation, Stochastic process, Subordina-
tion, Variance gamma distribution

References

1. S. Kotz, T.J. Kozubowski, and K. Podgórski, The Laplace Distribution and
Generalizations: A Revisit with Applications to Communications, Economics,
Engineering and Finance, Birkhäuser, Boston (2001).

27



From butterflies to atmospheric rives:
a journey with heavy tails

Anna K. Panorska1, Tomasz J. Kozubowski1, Marek
Arendarczyk2, Fares Qeadan3, Alexander Gershunov4,

Alexander Weyant4

1 Department of Mathematics and Statistics, University of Nevada, Reno, USA
2 Institute of Mathematics, University of Wroclaw, Poland
3 Parkinson School of Health Sciences and Public Health, Loyola University in
Chicago, USA
4 Climate Division, SCRIPPS Institution of Oceanography, University of
California San Diego, USA

Abstract

The goal of this sequence of two talks is to motivate research in statistics
driven by problems from many scientific disciplines. We present examples
of current scientific questions solved using stochastic methods and models.
While some questions are easier than others to solve, our work on the solutions
led to development of new models and mathematical as well as statistical
theory for those. The problems we present come from different research areas,
but they have a common property: importance of the information found in the
tails of distributions. In particular, we present research involving heavy tails.
The parameters of the models we discuss tell a powerful and interesting story
of the change of climate, and the subsequent change in the risk of disastrous
extreme events or change in the populations of animals. One model we spend
time on is (X, Y, N), where X describes the magnitude, Y the maximum,
and N the duration of events such as drought, heat wave, cold spell, extreme
wind, or deluge. The distribution of the vector (X, Y, N) is of direct interest
to water management, energy management companies, disaster management,
health departments, environmental protection, as well as state and federal
regulatory agencies. We present some very fresh results on the storms hitting
the western US, with focus on the atmospheric rivers among other examples.

Keywords
Stochastic models, heavy tails, extreme events, climate change

Acknowledgements
This research is partially supported by the National Science Foundation
(USA), ATM -0503722 and ATM-0231781, UNR VPRI Travel Award, RARE
grant, California Climate Change Center, California Energy Commission,
NOAA Office of Global Programs, Southwest Climate Science Center.
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Slash distributions, generalized convolutions,
and extremes

Marek Arendarczyk1, Tomasz J. Kozubowski, Anna K.
Panorska2

1Mathematical Institute, University of Wrocław, Poland
2Department of Mathematics and Statistics, University of Nevada, Reno

Abstract

An α-slash distribution built upon a random variable X is a heavy tailed
distribution corresponding to Y = X/U1/α, where U is standard uniform
random variable, independent of X. We point out and explore a connec-
tion between α-slash distributions, which are gaining popularity in statistical
practice, and generalized convolutions, which come up in probability theory
in connection with generalizations of the standard concept of convolution of
probability measures. Our theoretical results are illustrated by several exam-
ples involving standard and novel probability distributions and extremes.
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Fractional Brownian motion with random
Hurst exponent
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Abstract

Fractional Brownian motion, a Gaussian non-Markovian self-similar process
with stationary long-correlated increments, has been identified to give rise to
the anomalous diffusion behavior in a great variety of physical systems. The
correlation and diffusion properties of this random motion are fully charac-
terized by its index of self-similarity or the Hurst exponent. However, recent
single-particle tracking experiments in biological cells revealed highly compli-
cated anomalous diffusion phenomena that cannot be attributed to a class of
self-similar random processes. In the talk I will present the proposed process
that preserves the properties of the fractional Brownian motion at a single
trajectory level; however, the Hurst index randomly changes from trajectory
to trajectory. I will provide a general mathematical framework for analytical,
numerical, and statistical analysis of the fractional Brownian motion with
the random Hurst exponent. The presentation is a summary of [1].
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Abstract

Pólya trees form a popular class of prior distributions used in Bayesian non-
parametrics. So far, they have been used mainly for the nonparametric density
estimation. In this talk we will present their novel application in the context
of estimating parameters in the high dimensional Generalized Linear Models.
We will justify our approach with some theoretical results within the frame-
work of the Bayesian decision theory and present results of simulations in the
context of high dimensional linear and logistic regression.
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Tempered fractionally integrated process with
stable noise

Farzad Sabzikar1, Jinu Kabala2, Krzysztof Burnecki3

1Department of Statistics, Iowa State University, Ames, IA 50011, United States
of America
2Department of Computer Science, Iowa State University, Ames, IA 50011,
United States of America
3Hugo Steinhaus Center, Faculty of Pure and Applied Mathematics, Wroclaw
University of Science and Technology

Abstract

We present here the autoregressive tempered fractionally integrated mov-
ing average (ARTFIMA) process obtained by taking the tempered fractional
difference operator of the non-Gaussian stable noise [1]. The tempering pa-
rameter makes the ARTFIMA process stationary for a wider range of the
memory parameter values than for the classical autoregressive fractionally
integrated moving average, and leads to semi-long range dependence and
transient anomalous behavior. We investigate ARTFIMA dependence struc-
ture with stable noise and construct Whittle estimators [2].

Keywords
ARTFIMA process, long-range dependence, Whittle estimator, anomalous
diffusion.
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Testing covariance matrix under T-distributed
models
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Abstract

In recent literature the hypotheses related to the covariance structures are
tested by various test, including likelihood ratio and Rao score tests. However,
in the majority of the results the normality of the data is assumed, and thus
they cannot be applied for, e.g., heavy tailed distributions. Therefore, in
this talk we present the likelihood ratio test for testing hypothesis about
the covariance matrix being equal to a specific symmetric, positive definite
matrix.

Keywords
Covariance matrix, Likelihood ratio test, Maximum likelihood estimators,
multivariate T-distribution.

35



A construction of a graphical model

Konrad Furmańczyk
Institute of Information Technology, Warsaw University of Life Sciences (SGGW)

Abstract

We present a nonparametric construction of a graphical model. Our construc-
tion shows an undirected graph model that represents conditional indepen-
dence for general random variables defined by the conditional dependence
coefficient (see [2]). Graph structure learning is proposed by two steps se-
lection procedure using in last step Rothman et al. approach [6]. Proposed
graph recovery structure has been evaluated on artificial and real datasets.
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Fractional operators and machine learning
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Abstract

We will discuss the appearance of fractional operators in the context of data
analysis with the use of machine learning methods. We discuss the concept
of fractional (non-integer order) differentiation on real data of four datasets
based on stock prices of main international stock indexes: WIG 20, S&P
500, DAX and Nikkei 225. For fractionally differenced series we use artificial
neural networks (ANN) to build a predictive model. Our work is based on
the paper [1].
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Functional Data Analysis for periodically
correlated time series
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Abstract

The so-called functional approach is becoming popular in modern statistics.
It assumes that observations are functions, not random values. If we are
dealing with very large datasets, we can treat the time series as a set of
random functions. In practice, often, we deal with data that is not only very
numerous but also shows periodic behavior. In the presented results, the
use of a functional autoregressive model (FAR) for modeling periodic time
series will be proposed. Moreover the method of identifying the period will
be presented. The periodic FAR method will be applied to periodic signals
observed with high frequency which are energy price and bearing data.

Keywords
FDA, periodically correlated time series, periodic functional autoregressive
model.
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identification in spatial transcriptomics and
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Abstract

Various high-throughput technologies measuring gene expression, such as sin-
gle cell RNA-seq and spatial transcriptomics were developed to study the role
of different cell types in regulating the function of a tissue or an organ. Al-
though single-cell RNA sequencing enables the measurement of gene expres-
sion at the resolution of single cells, it lacks information on cells’positions
within the tissue [1]. However, recently developed spatial transcriptomics
(ST) [2,3] technology enables to retain this information. ST consists of RNA-
sequencing measurements in distinct spots containing an unknown number of
mixed cells. The mini bulk nature of the spot measurements poses a challenge
to decompose those cell-type mixtures.
In this study, we propose a novel hierarchical Bayesian probabilistic model
and a marker-gene-driven computational method that will simultaneously
perform the two tasks 1) assigning cell types in single cell data and 2) de-
composing ST mixtures and a new statistical method to infer the model’s
parameters.
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Upper bounds on expectations of order
statistics based on the IRFR distributions
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Abstract

Danielak [1], and Goroncy and Rychlik [2] presented the sharp positive upper
mean-variance bounds on the expectations of order statistics with relatively
high ranks based on independent identically distributed random variables
with the decreasing and increasing failure rates, respectively. In this paper
we determine analogous evaluations in the case when the parent distributions
have increasing reversed failure rates (IRFR).

Keywords
Order statistics, expected value, optimal bound, increasing reversed failure
rate.
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A new test of independence for fuzzy data
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Abstract

The question of whether the two features are independent arises in various
theoretical studies and practical applications. Many parametric and nonpara-
metric tests of bivariate independence can be found in the literature, like the
chi-square test for contingency tables, tests based on Pearson’s, Kendall’s,
and Spearman’s correlation coefficients, etc. The problem of testing indepen-
dence becomes much more difficult when the available data are imprecise,
incomplete, or vague. Although fuzzy modeling provides appropriate tools
for dealing with uncertain data, some limitations of fuzzy random variables
inhibit the straightforward generalization of the classical tests of indepen-
dence into the fuzzy framework.
In our presentation we consider a new method for testing independence with
fuzzy data based on the concept of distance covariance and distance correla-
tion [2]. We show that by tailoring the distance covariance to random fuzzy
numbers we can construct a permutation test suitable for the verification of
independence with fuzzy data (see [1]). Our test appears quite universal since
it works well against various alternatives and types of dependence.

Keywords
Fuzzy data, Fuzzy numbers, Permutation test, Random fuzzy number,
Test of independence.
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Abstract

The hydrogen-deuterium exchange monitored by mass spectrometry (HDX-
MS) is one of the methods for studying the structure of proteins. In principle,
the proteins are incubated in heavy water. During the incubation more ex-
posed residues undergo the exchange of amide hydrogens to deuters much
faster than others [1]. HDX-MS associates the speed of hydrogen-deuterium
exchange with the regional rigidity of a protein. Such stability may be af-
fected by the biological state [2] (e.g., presence of a ligand or lack thereof).
Therefore, the changes in the protein’s molecular structure caused by the
biological state are inferred from the differences in the speed of hydrogen-
deuterium exchange.
We propose a novel test based on a mixed semiparametric model and ridge
regression that allows for the accurate identification of regions with signifi-
cantly different exchange speeds at two biological states. To assess its perfor-
mance, we have compared it with existing HDX-MS data analysis methods.
The spline models are not as exposed to the impact of outliers as other model-
based tests because of their local characteristics. As distinct from all existing
methods they are capable of modeling the deuterium uptake well along the
time taking into account its variability what makes them more sensitive in
discriminating between different biological states.
We simulated data of 72 peptides at different biological states. The analysis
of rejection rate in the pairwise testing procedure at the significance level 0.05
showed that the type I error (false positives) of semiparametric test does not
surpass 0.06 while its power (true positives) is greater, when compared to
other methods, even about 0.6 in the tough cases when the actual differences
are small.

Keywords
deuterium uptake, hydrogen-deuterium exchange, mass spectrometry, HDX-
MS, spline regression
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Probabilistic forecasts for the dynamic,
short-term, risk management strategies in

electricity markets
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Abstract

The price risk related to trading in electricity markets has increased signifi-
cantly in the recent years, due to the ongoing markets liberalization and the
growing renewable energy sources production. In this paper we propose a
short-term risk management strategy for an electricity supplier, that utilizes
diversification of the markets for electricity trade. Based on the day-ahead
probabilistic forecasts of electricity prices we calculate predictions of differ-
ent risk and profit measures taking into account a possible split of the traded
energy among markets. Strategies aiming at the risk minimization, profit
maximization or finding optimal trade-off between risk and return are ap-
plied for the German and Polish electricity markets. The obtained results
show that diversifying the markets at which electricity is traded leads to
higher profits than trading on the day-ahead market and, at the same time,
lower risk than associated with trading on the intraday or balancing market.
In each of the considered cases, except for volatility as a risk measure for
the German market, the goal of the strategy has been achieved. Implemen-
tation of the dynamic strategies has improved the outcomes in terms of risk
or profit, compared to the static ones. [1].
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On estimation of block covariance matrix with
linearly structured blocks
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Abstract

This talk deals with estimation of block covariance matrix with linearly struc-
tured blocks. The general methodology of shrinkage estimation where the
quadratic spaces of the structure play a crucial role, is presented. Main goal
of this presentation is complete the characteristics of quadratic spaces with
spaces of special block structure. The quasi shrinkage method is based on
convex combination of the least squares estimator and appropriately chosen
target matrix (cf. [1]). The choice of target matrix set affects the properties
of estimators. The candidates of the target matrix sets from quadratic sub-
spaces are studied. The resulting estimators are compared with respect to
statistical and algebraic properties.

Keywords
Covariance matrix, Block linear structure, Orthogonal projection, Quadratic
subspace, Shrinkage method
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Testing hypotheses related to covariance
structures belonging to quadratic space under

doubly multivariate model
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Abstract

In this presentation hypothesis related to the covariance structure of doubly
multivariate models are studied. For the hypothesis related to hierarchical
dependence such that the interclass and intraclass correlations belong to the
space of (commutative) quadratic structures the Rao score and likelihood ra-
tio test statistics are derived as well as the exact distribution of the likelihood
ratio test is determined.
Moreover, the hypothesis related to the independence of features between any
two repeated measures in a block compound symmetry structure is tested.
The distributions of likelihood ratio, Rao score and Wald tests are compared
with respect to their convergence to the limiting distribution, as well as all
of these tests are confronted with the F-test proposed by Fonseca et al., [1],
and Roy’s largest root test with respect to the power and robustness.
Presented results are applied to real data example.

Keywords
Covariance structure, Quadratic space, Doubly multivariate model, Likeli-
hood ratio test, Rao score test, Wald test, F-test, Roy’s test
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Model selection in the space of Gaussian
models invariant by symmetry
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Abstract

Colored Graphical Gaussian models (Graphical Gaussian Models with Edge
and Vertex Symmetries) are especially useful when parsimony is needed.
Apart from the conditional independence structure, symmetry restrictions
are imposed on the concentration or partial correlation matrices. Such sym-
metries can be represented by a colored graph. Addition of symmetry to the
conditional independence restrictions, reduces the number of parameters to
estimate. Three types of such models (RCOP among them) were introduced
in [3] to describe situations where some entries of concentration or partial
correlation matrices are approximately equal. The RCOP models are sim-
plest and most readily interpretable, partly due to their justification through
permutation symmetries among the covariates and partly due to additional
algebraic structure. In the talk I will describe Bayesian model selection pro-
cedure which applies to the case when conditional dependency graph G is
known and one looks for a graph coloring. The talk is based on [1] and [2].
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Functional data analysis for nonstationary
signals

Jacek Leśkow
College of Computer Sciences and Telecommunications, Cracow University of
Technology

Abstract

In my presentation, I am going to show how methods of functional data
analysis (FDA) can simplify modelling nonstationary signals when large data
sets are under considerations. The talk will start with several examples and
then the fundamental methods of FDA will be shown. At the end, several
open problems will be presented.
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Abstract

We analyse properties of two resampling scenarios: Conditional Randomi-
sation [1] and Conditional Permutation scheme which are relevant for con-
ditional independence testing of discrete random variables X and Y given
random variable Z.
First, we investigate asymptotic behaviour of estimates of a vector of prob-
abilities based on both resampling scenarios, establish their asymptotic nor-
mality and ordering between asymptotic covariance matrices. Using these re-
sults we derive asymptotic distributions of empirical Conditional Mutual In-
formation (Conditional Mutual Information is an information-theoretic mea-
sure of conditional dependence).
In numerical experiments we focus on small sample sizes. The simulations in-
clude the tests based asymptotic chi-square distribution with adjusted num-
ber of degrees of freedom [2], which is justified by the results mentioned
above.

Keywords
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tional Randomisation, Conditional Permutation
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Abstract

For stationary processes, the support of the spectral measure is contained in
the main diagonal in the bifrequency plane. In other words, spectral compo-
nents of a stationary process at distinct frequencies are uncorrelated. How-
ever, if such a correlation exists, then it is an indicator of non-stationarity.
An example is the class of spectrally correlated (SC) processes, i.e. harmoniz-
able stochastic processes such that the support of their spectral measure is
concentrated on countably many curves (support curves). In the special case
where all support curves are lines with unit slopes, we obtain the important
class of non-stationary processes, i.e. almost periodically correlated (APC)
processes. Application of SC processes can be found in locating a moving
source emitting a wide-band APC signal. Analysis of SC processes can be
performed using the spectral densities located on the support curves. In our
paper, we consider the case when support curves are unknown. In order to
estimate spectral densities, a frequency-smoothed periodogram along the es-
timated support curve is proposed. For support lines with non-unit slopes,
mean-square consistency is examined. Moreover, the estimation problem of
the support line is discussed.

Keywords
Estimated support curves, harmonizable processes, mean-square consistency,
spectral density function.
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Empirical moments statistics for testing of the
processes with finite moments distributions
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Abstract

In my presentation, I introduce a novel framework that allows efficient stochas-
tic process discrimination. The underlying test statistic is based on even
empirical moments [1] and generalises the time-averaged mean squared dis-
placement framework. The test is designed to allow goodness-of-fit statistical
testing of processes with stationary increments and finite moments distribu-
tion. In particular, while this test statistic is based on a simple and intuitive
idea, it enables efficient discrimination between finite moments and infinite
moments processes even if the underlying laws are relatively close to each
other. This claim is illustrated via an extensive simulation study, e.g. where
alpha-stable processes with stability index close to 2 are confronted with their
standard Gaussian equivalents. For completeness, it is also shown how to em-
bed this methodology into the real data analysis by studying the real metal
price data.

Keywords
goodness-of-fit test, even empirical moments, Gaussian process, alpha-stable
process, Monte Carlo simulations, validation
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Estimation of linearly structured covariance
matrix
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Abstract

The paper deals with estimation of a linearly structured covariance matrix
for multivariate and doubly multivariate data. It is known that the maxi-
mum likelihood estimators of covariance matrix have explicit representation
if and only if the covariance structure space is a quadratic. We present the
estimation method by projection of the maximum likelihood estimator of
unstructured covariance onto the structure space.

Keywords
Linear covariance structure, Quadratic space.
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Abstract

The paper aims to present the problem of identifying the structure of the co-
variance matrix using the entropy loss function, where the considered possible
structures are linear.
For the selected structure, the positive definite and well-conditioned estima-
tors are calculated using the shrinkage method with different target matrices.
In simulation study, the correctness of the identification is checked and the
statistical properties of the obtained estimators are compared.
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Abstract

We present Empirical Risk Minimization approach in conjunction with varia-
tional inference method to learn classifiers for biased Positive Unlabeled (PU)
data. For such a case, the labeling depends on covariates and thus the labeled
observations are not a random sample from a positive class. We extend VAE-
PU method introduced in [2] by proposing another estimator of theoretical
risk of a classifier to be minimized, which has important advantages over
the previous proposal. The modification is based on one class classification
approach which turns out to be an effective method of detecting positive ob-
servations among unlabeled ones. Experiments performed on real data sets
show that the proposed VAE-PU+OCC algorithm works very promisingly
in comparison to its competitors such as the original VAE-PU and SAR-EM
method [3] in terms of accuracy and F1 score.

Keywords
positive and unlabeled data, empirical risk minimisation, variational auto-
encoder, one-class classification
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Bayesian methods for radiation biodosimetry
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Abstract
Biological dosimetry uses various statistical methods to estimate the radiation
dose received by a person exposed to accidental or therapeutic radiation. The
biological measure of the dose received is, among others, the frequency of
certain biomarkers in the blood cells, which are used to determine the extent
of radiation damage at the cellular level. It is therefore necessary to prepare
dose-response calibration curves for particular biomarker, which are made by
exposure of blood in vitro to controlled doses according to a certain study
protocol. This enables for the establishment of some reference levels and, as
a result, the estimation of the radiation dose.
One of the biomarkers of radiation exposure are chromosome translocations.
It is well known that translocations can be found in blood cells many years
after irradiation and thus are suitable for long-term evaluation. The well-
established method says that the aberration yield is related to received dose
by a linear quadratic equation. Then, for a given value, the frequency of
translocations found in blood sample of a newly irradiated patient, an inverse
method may be used to estimate the dose received by that individual. This
study demonstrates some of the limitations of this approach, suggests future
directions for its improvement, and provides justifications for the application
of Bayesian inference.
Unlike chromosomal translocations, the γ-H2AX biomarker can only be used
for up to 24 hours after irradiation due to its transient nature. The num-
ber of this phosphorylated protein in blood cells is highly dependent on the
time elapsed after exposure and consequently this assay requires more so-
phisticated statistical techniques. We propose a model with two predictive
variables: radiation dose and time since exposure, and instead of the calibra-
tion curve we consider a three-dimensional response surface. The Bayesian
framework has the benefit in this scenario of being able to account for uncer-
tainty in exposure time and hence generate more reliable results compared
to the approach when the estimation is made at fixed post-irradiation times.

Keywords
bayesian inference, biodosimetry, chromosome translocations, gamma-H2AX
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Maximum likelihood estimation of the
covariance matrix with compound symmetry

structure in multivariate T-distribution
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Abstract

In this talk we present the maximum likelihood estimators of the positive
definite covariance matrix having compound symmetry structure under the
multivariate T-distribution. For various sample sizes and degrees of freedom,
the results will be compared with the corresponding estimators under the
matrix normal distribution.

Keywords
Covariance matrix, Compound symmetry structure, Maximum likelihood es-
timation, Multivariate T-distribution.
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Estimation in the Cox model with grouped
lifetimes

Piotr Nowak
Institute of Economics Sciences, University of Wrocław

Abstract

In this talk we consider the problem of estimation in the Cox model when
survival data are grouped. We show how random numbers can be used to
transform grouped lifetimes into pseudo-complete sample. The Fisher consis-
tency of partial likelihood estimator of the regression parameters in the Cox
model based on the restored samples is investigated.
It is proved that for elliptical type distributional assumptions about explana-
tory variables the estimators of regression parameters in the Cox model based
on the pseudo-complete sample are consistent up to a scaling factor.

Keywords
survival data analysis, grouped data, Fisher consistency, elliptical distribu-
tion.
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Abstract

In this talk I will present DMRnet package written in R. This is a suit of al-
gorithms dedicated to sparse model selection in high-dimensional categorical
data settings. The algorithms involved have been undergoing heavy develop-
ment recently both on the theoretical ground as well as on the implementation
level. This practical (implementation) point of view will be the focus of my
talk: I will show the results on real world data sets, for which a true model is
not known, as well as on synthetic data generated from a known true model.
I will show that the algorithms from the DMRnet package perform better
than the state of the art algorithms with respect to the prediction accuracy
or model dimension; with computational time shorter even by an order of
magnitude.

Keywords
model selection, high-dimensional data, categorical data
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Conditional variance ratio as an estimator of
α-parameter for symmetric stable distribution

Kewin Pączek
Institute of Mathematics, Jagiellonian University, S. Łojasiewicza 6, 30-348
Kraków, Poland

Abstract

One of the most issues in study behaviour of stable distribution are non de-
fined higher moments and the lack of explicit formula for probability density
function. Therefore the standard methods of estimation the parameters are
not very effective or they require a long time of calculations.
We propose a new approach based on the conditional variance statistic [2] for
estimating the stability index of symmetric stable distributions. During this
talk we present the methodology and the simulation results. Moreover, the
new approach will be compared with the well known methods for symmetric
stable distribution [1].

Keywords:
stable distribution, heavy-tailed distribution, conditional variance, estima-
tion, tail index, stability index
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Quantile versions of inequality curves
and inequality measures and their estimation

Alicja Jokiel-Rokita, Sylwester Piątek
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Technology

Abstract

Classical inequality curves such as the Lorenz curve, the Bonferroni curve and
the Zenga curves, as well as a new inequality curve (the D curve) introduced
in [1], are defined for distributions with finite mean value. Therefore, the in-
equality measures related to the above-mentioned inequality curves also apply
when the expected value of an observable random variable is finite. Prender-
gast and Staudte [2,3] introduced three quantile versions of the Lorenz curve
and a quantile version of the Zenga curve, and inequality measures based on
these curves. We propose various nonparametric estimators of the quantile
versions of the curves and indexes mentioned above, prove their consistency,
and compare their accuracy in a simulation study. We also give an example
of their application in real data analysis.

Keywords
nonparametric estimation, consistency, Monte Carlo simulation
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Knee Index Criterion for Generalized Linear
Model Selection

Piotr Pokarowski
Faculty of Mathematics, Informatics and Mechanics, University of Warsaw

Abstract

The knee (elbow) rule is a graphical way to find the number of clusters,
principal components, and the tradeoff between Type I and Type II errors.
I present the adaptation of the knee criterion to model selection: choose the
point where the increase in the adjustment coefficient is no longer worth the
increase in the model dimension. I derive conditions for selection consistency
and show in numerical experiments a comparison of the rule with other rules.
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Local Dependence Graphs for Discrete Time
Processes
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Abstract

Local dependence graphs for discrete time processes encapsulate information
concerning the dependence relationships between the past of the multidi-
mensional process and its present state and as such can represent feedback
loops. They were considered e.g. in [1]. Despite the apparent simplicity of
the discrete time setting, some natural questions relating the conditional
(in)dependence statements in the process to separation properties of the un-
derlying local dependence graph seem to be missing from the literature. We
give graphical characteristics for two kinds of conditional independencies:
those occurring in Markov chains under the stationary regime and indepen-
dencies between the past of one subprocess and the future of another given
the past of the third subprocess. We conjecture that the most of our results
can be generalised to the case of continuous time processes (under a suit-
able definition of local dependencies graph), like Continuous Time Bayesian
Networks.
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Bayesian Networks, Causality, Local dependence graphs
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Abstract

Model selection with categorical data is challenging even for a moderate num-
ber of variables, because one parameter is roughly needed to encode one cat-
egory or level. To solve this problem we propose the two-step procedure: first,
we reduce dimensionality of a problem using the well-known Group Lasso.
Then we choose the final model using an information criterion preceded by
clustering levels of individual factors.
We investigate theoretical and practical properties of the algorithm in a
sparse high-dimensional scenario, where a sample size might be significantly
smaller than a number of all variables, but it is much larger than a number
of active variables.

64



Logistic regression for uplift modeling
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1Faculty of Mathematics and Information Science, Warsaw University of
Technology
2Institute of Computer Science, Polish Academy of Sciences, Warsaw

Abstract

To evaluate efficiency of medical treatment or a marketing campaign we di-
vide our population randomly into two groups: treatment (on which action
is taken) and control (on which action is not taken) and calculate difference
of effects predicted in these groups.
In our work we concentrate on classification uplift problem, where we try
to predict scoring describing if given observation should be treated or not.
In our work we present new regularization method for uplift logistic models,
which give us natural interpolation between two basic approaches (double
and uplift method) and also regularize vector of coefficients used to obtain
appropriate scoring.

Keywords
Uplift modeling, logistic regression, regularization.
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Conditions for finiteness and bounds for
moments of kth record values

Tomasz Rychlik1, Magdalena Szymkowiak2

1Institute of Mathematics, Polish Academy of Sciences, Warsaw
2Institute of Automatic Control and Robotics, Poznań University of Technology,
Poznań

Abstract

We consider the standard and kth record values arising in sequences of in-
dependent identically distributed continuous and positive random variables
with finite expectations. We determine necessary and sufficient conditions on
the type of record k, its number n and moment order r so that the rth moment
of the n value of kth record is finite for every parent distribution. Under the
conditions we present the optimal upper bounds on these moments expressed
in the scale units being the respective powers of the first population moment.
The theoretical results are illustrated by some numerical evaluations.

Keywords
independent identically distributed random variables, continuous life distri-
bution, record value, moment, sharp bound.
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Graded version of the stochastic dispersive
order
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Abstract

The presentation is devoted to proposing construction of graded versions of
stochastic orders, which are modifications of classical stochastic orders [1].
Decision-making processes inevitably involve in comparing possible alterna-
tives. If the information required to determine a preference is uncertain, such
tasks become nontrivial. To determine which quantity is greater (”better”)
we usually use stochastic orders which, unfortunately, are only partial orders.
As a result, many objects (distributions) are incomparable. To avoid such in-
convenience some modifications of the classical stochastic orders have been
developed [1,2]. In particular, graded versions allow to quantify the degree in
which the relation between random variables is satisfied.
In this presentation we introduce two variants of graded dispersive order
of random variables. We discuss their properties and relations between the
proposed constructions. Moreover, methods of approximation of the measure
of dispersive domination are considered and applied in statistical inference
problems.
New permutation test and bootstrap test for comparing the dispersion of
two distributions are proposed. Besides the general construction of the tests,
results of simulation studies on properties of both tests are examined. Finally,
we compare our tests with some well know non-parametric tests.

Keywords
Stochastic orders, Dispersive order, Permutation test, Bootstrap test

References
1. Pérez-Fernández R., Baz J., Díaz I., Montes S., On a graded version of stochastic

dominance, In: Proc. EUSFLAT 2021, pp. 494-500.
2. Pérez-Fernández R., Baz J., On the role of the considered measure in a quantile-

based graded version of stochastic dominance, In: Proc. IPMU 2022, pp. 483–
493.

3. Shaked M., Shanthikumar J.G., Stochastic orders, Springer, 2007.

67



Easily Changeable Kurtosis Distribution

Piotr Sulewski
Institute of Exact and Technical Sciences, Pomeranian University in Słupsk

Abstract

The goal of this presentation is to introduce the easily changeable kurto-
sis (ECK) distribution. The uniform distribution appears as a special cases
of the ECK distribution. The new distribution tends to the normal distribu-
tion. Properties of the ECK distribution such as PDF, CDF, modes, injection
points, quantiles, moments, moment generating function, Moors’ measure,
moments of order statistics, random number generator and the Fisher Infor-
mation Matrix are derived. The unknown parameters of the ECK distribution
are estimated by the maximum likelihood method. The Shannon, Renyi and
Tsallis entropies are calculated. Illustrative examples of applicability and ex-
ibility of the ECK distribution are given.

Keywords
Normal distribution, Modeling kurtosis, Departure from normality, Monte
Carlo method.
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Reversed Aging Intensity Functions
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Abstract

The reversed aging intensity function is defined as the ratio of the instanta-
neous reversed hazard rate to the baseline value of the reversed hazard rate.
It analyzes the aging property quantitatively, the higher the reversed aging
intensity, the weaker the tendency of aging. In the paper [1], a family of
generalized reversed aging intensity functions is introduced and studied.

Keywords
Reliability, Hazard rate function, Reversed hazard rate function, Aging in-
tensity function, Reversed aging intensity function.

Acknowledgements
This research is partially supported by GNAMPA research group of IN-
dAM (Istituto Nazionale di Alta Matematica) and MIUR-PRIN 2017, Project
“Stochastic Models for Complex Systems” (No. 2017 JFFHSH) and by PUT
under Grants 0211/SBAD/0911 and 0211/SBAD/0122.

References

1. Buono, F., Longobardi, M., Szymkowiak, M. (2022). On Generalized Reversed
Aging Intensity Functions. Ricerche di matematica 71, 85–108.

2. Finkelstein, M. S. (2002). On the Reversed Hazard Rate. Reliability Engineering
& System Safety 78, 71–75.

3. Szymkowiak, M. (2018). Generalized Aging Intensity Functions. Reliability En-
gineering & System Safety 178, 198–208.

69



Cost-constrained feature selection using an
information-theoretic approach

Paweł Teisseyre
Institute of Computer Science, Polish Academy of Sciences;
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Technology

Abstract

We consider a cost-constrained feature selection task [1,2] in which the goal is
to select a subset of features allowing to predict the class variable (or many
class variables) while satisfying a user-specific maximal admissible budget.
Unlike in traditional feature selection problem, we assume that there are
costs assigned to features. The cost of the feature is often associated with
obtaining its value, for example in medical applications it can be the value
extracted by a diagnostic test. We propose a novel cost-constrained feature
selection method based on a sequential forward selection procedure that adds
a new candidate feature in each step to the set of already-selected features by
maximizing a certain score function. The score function contains two terms.
The first term measures the informativeness of the candidate feature in the
context of already-selected features and is based on lower bound of the con-
ditional mutual information. The second term is a penalty for the cost of
the candidate feature. The trade-off between feature relevance ant its cost
is controlled by cost factor parameter. Its optimal value should depend on
available budget as well as on the number of relevant features. We propose a
data-driven method of finding the optimal value of the cost factor. The work
is based on joint research with Tomasz Klonecki (Polish Academy of Sciences,
Poland) and Prof. Jaesung Lee (Chung-Ang University, Republic of Korea).
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Discriminating Gaussian processes via
quadratic form statistics
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Abstract

Gaussian processes are a powerful tool for modelling and predicting various
numerical data. Hence, checking their quality of fit becomes a vital issue.
In this paper, we introduce a testing methodology for general Gaussian pro-
cesses based on a quadratic form statistic. We illustrate the methodology on
three statistical tests recently introduced in the literature which are based on
the sample autocovariance function, time average mean-squared displacement
and detrended moving average statistics. We compare the usefulness of the
tests by taking into consideration three very important Gaussian processes:
the fractional Brownian motion, which is self-similar with stationary incre-
ments (sssi), scaled Brownian motion, which is self-similar with independent
increments (ssii) and Ornstein–Uhlenbeck (OU) process, which is stationary.
We show that the considered statistics’ ability to distinguish between those
Gaussian processes is high and we identify the best performing tests for dif-
ferent scenarios. We also find that there is no omnibus quadratic form test,
however, the detrended moving average (DMA) test seems to be the first
choice to distinguish between the same process with different parameters.
We also show that the detrended moving average method outperforms the
Cholesky method. Based on the previous findings we introduce a novel pro-
cedure of discriminating between Gaussian sssi, ssii and stationary processes.
Finally, we illustrate the proposed procedure by applying it to real-world
data, namely the daily EURUSD currency exchange rates and show that the
data can be modelled by the OU process.
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Verifying the validity of exponentiality

Grzegorz Wyłupek
University of Wrocław, Institute of Mathematics

Abstract

Let X1, . . . , Xn be independent identically distributed random variables with
the cumulative distribution function G. Set F (x) = 1 − exp(x), x ∈ [0, +∞),
and define the corresponding scale parametric family of the cdfs by F =
{Fθ(·) : Fθ(·) = F (·/θ)} for some θ > 0.
We test the composite goodness-of-fit null hypothesis

H : G ∈ F against the general alternative A : G /∈ F .

The null hypothesis asserts that the observations come from an exponential
distribution with unknown scale parameter θ.
In the talk, we discuss selected significant solutions of the testing problem
(H ,A ) and introduce a new one.
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Limitations of the Wasserstein MDE

Yannis G. Yatracos
Yau Mathematical Sciences Center, Tsinghua University, China

Abstract

For univariate data from a Black-Box with input θ and underlying, unknown
model with heavy tails, we observe in simulations and confirm theoretically
that the relative efficiency of the minimum Kolmogorov distance estimate,
θ̂MKD, with respect to the Minimum Wasserstein distance estimate, θ̂MW D,
converges to zero as the sample size, n, increases. The disturbing findings for
θ̂MW D are due to the unboudedness of the Wasserstein distance and the heavy
tails of the underlying model. These findings, along with existing drawbacks
of the Wasserstein distance for multivariate data, do not support its use in
statistical inference, in particular for Black-Box models.

Keywords
Black-Box data; Data Science; Efficiency; Kolmogorov distance; Minimum
Distance Estimation; Wasserstein distance
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Periodic autoregressive models with additive
noise: finite- and infinite-variance cases
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Abstract

Periodic autoregressive (PAR) time series is considered as one of the most
common models of second-order cyclostationary processes. However, in the
real applications, the signals with periodic characteristics may be disturbed
by additional noise related to measurement device disturbances or to other
external sources. The known estimation techniques dedicated for PAR mod-
els assume noise-free model, thus may be inefficient for such cases. Here, we
propose several estimation techniques for the noise-corrupted PAR models,
considering both finite- and infinite-variance distributions of innovations and
additive noise. These methods are based on the Yule-Walker methodology,
i.e., they utilize the autocovariance function in the finite-variance case and
alternative measures of dependence in the infinite-variance case (e.g., covari-
ation and fractional lower order covariance for α-stable distribution). The
efficiency of proposed techniques is presented in the Monte Carlo simulation
study.
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