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An arithmetic group associated with a Pisot unit,
and its symbolic-dynamical representation

by

Nikita Sidorov (Manchester)

1. The definition of the Pisot group and its basic properties. Let
β > 1 be a Pisot number, i.e. an algebraic integer whose conjugates have
the moduli strictly less than 1. Let the characteristic polynomial of β be
g(x) = xm − k1x

m−1 − k2x
m−2 − . . . − km. We assume β to be a unit, i.e.

km = ±1.
We recall that since β is a Pisot number, ‖βn‖ → 0 as n→ +∞, where

‖y‖ = min{|y − k| : k ∈ Z}. Let

Pβ = {ξ : ‖ξβn‖ → 0, n→ +∞}.
Let us first establish some auxiliary facts. It is well known that Pβ ⊂ Q(β)
(see, e.g., [Cas]). Let Tr(ξ) denote the trace of ξ, i.e. the sum of ξ and all
its conjugates.

Lemma 1.1. The set Pβ is a commutative group under addition contain-
ing Z[β]. It can be characterized as follows:

(1.1) Pβ = {ξ ∈ Q(β) : Tr(aξ) ∈ Z for any a ∈ Z[β]}.
Proof. The first claim is a consequence of the inequalities ‖ξ1 ± ξ2‖ ≤

‖ξ1‖+‖ξ2‖ and of the fact that ‖βn‖ → 0. To prove (1.1), we observe that the
classical theorem due to Pisot and Vijayaraghavan says that for any Pisot β,
there exists k0 ∈ N such that Pβ = {ξ ∈ Q(β) : Tr(βkξ) ∈ Z, k ≥ k0}
(see, e.g., [Cas]). Hence (1.1) follows, because β is a unit, whence β−1 is an
algebraic integer.

Thus, if we regard Z[β] as a lattice over Z, then by (1.1) and the defini-
tion, Pβ is the dual lattice for Z[β] (notation: Pβ = (Z[β])∗). The following
claim follows from some general statement about lattices [FrolTa, Chap-
ter III, (2.20)].
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Proposition 1.2. There exists ξ0 ∈ Q(β) \ Z[β] such that

Pβ = ξ0 · Z[β].

It can be given by the formula ξ0 = (g′(β))−1.

Definition. Let the Pisot group Aβ be defined as the quotient group
Pβ/Z[β].

Let β1 = β, and β2, β3, . . . , βm denote its conjugates. Finally, let D =
D(β) =

∏
i6=j(βi − βj)2 be the discriminant of β.

Theorem 1.3. The order of the Pisot group is |D(β)|.
Proof. Again, we will use some facts from classical number theory. Let

Mβ =




Tr(1) Tr(β) . . . Tr(βm−1)
Tr(β) Tr(β2) . . . Tr(βm)
. . . . . . . . . . . .

Tr(βm−1) Tr(βm) . . . Tr(β2m−1)


 .

For any lattice M over Z,

(1.2) M∗ : M ∼= Zm/MβZm,

whence the order of M∗ : M is |D|, where D = detMβ (see [FrolTa, Chap-
ter III]).

It suffices to show that detMβ = D(β). Sometimes, this relation is taken
as the definition of the discriminant. Observe that Mβ = Vβ · V Tβ , where

Vβ =




1 1 . . . 1
β1 β2 . . . βm
β2

1 β2
2 . . . β2

m

. . . . . . . . . . . .
βm−1

1 βm−1
2 . . . βm−1

m


 ,

whence detMβ = (detVβ)2 =
∏
i6=j(βi − βj)2 = D.

The following simple fact answers the question about the finer structure
of the Pisot group. Let d = min{l ≥ 1 : lM−1

β ∈ Zm×m}.
Lemma 1.4. The Pisot group Aβ contains Z/dZ as a subgroup. In par-

ticular , if d = |D|, then Aβ is cyclic, and if |D|/d is prime, then Aβ is
isomorphic to (Z/dZ)× (Z/(|D|/d)Z).

Proof. This is a direct consequence of (1.2).

Corollary 1.5. Assume the entries of DM−1
β to be coprime. Then Aβ

is cyclic.

Remark. All the above results are valid for any algebraic unit if one
takes (1.1) for the definition of Pβ .
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Examples. 1. The quadratic units. Let β2 = kβ ± 1 with k ≥ 1 for +1
and k ≥ 3 for −1. Then by direct inspection,

Mβ =
(

2 k
k k2 ± 2

)
,

and ξ0 = 1/
√
D. Then by Lemma 1.4, Aβ is isomorphic to Z/DZ if k is odd,

and to (Z/(D/2)Z) × (Z/2Z) otherwise. The Pisot group for this case was
considered in [SV2].

2. Let β be the “tribonacci number”, i.e. the positive root of x3 = x2 +
x+ 1. Here D = −44,

Mβ =




3 1 3
1 3 7
3 7 11


 , M−1

β =
1
22




8 −5 1
−5 −12 9
1 9 −4


 ,

ξ−1
0 = g′(β) = −1 − 2β + 3β2, and ξ0 = 1

22 (1 + 9β − 4β2). By Lemma 1.4,
Aβ ∼= (Z/22Z)× (Z/2Z).

3. Finally, let β be the smallest Pisot number, i.e. the root of β3 = β+ 1
(see, e.g., [DuPi]). Here D = −23,

Mβ =




3 0 2
0 2 3
2 3 2


 , M−1

β =
1
23




5 −6 4
−6 −2 9
4 9 −6


 ,

and since 23 is a prime, Aβ ∼= Z/23Z.

To end this section, we establish a link between the groups Pβ and Aβ
and certain groups of recurrent sequences, which will be used in the next
section. Let

Rβ =
{
{Tn}∞n=1 ∈ Z∞

∣∣∣∃j : Tn+m =
m∑

i=1

kiTn+m−i, n ≥ j
}
.

Obviously, Rβ is a group under addition. Define h : Rβ → Pβ by

h({Tn}) := lim
n→+∞

β−nTn.

The image does belong to Pβ , as ‖ξβn‖ = |ξβn − Tn| → 0 (in view of β
being a Pisot number, whence |ξ − β−nTn| = o(β−n)).

Lemma 1.6. The mapping h is an epimorphism of groups.

Proof. It is obvious from the definition that h is a homomorphism. Let
ξ ∈ Pβ . We define Tn as the integer closest to ξβn. Since β is a Pisot number,
{Tn} will eventually satisfy the corresponding recurrence relation, whence
h−1(ξ) 6= ∅.

Let now the equivalence relation ∼ on Rβ be defined as follows: {Tn} ∼
{T ′n} iff limn β

−n(Tn − T ′n) ∈ Z[β]. Then obviously, the quotient map h′ is
an epimorphism as well.
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2. Symbolic realization of the Pisot group

Definition ([Pa]). A representation of an x ∈ [0, 1) of the form

(2.1) x = ψβ(ε1, ε2, . . .) :=
∞∑

k=1

εkβ
−k

is called the β-expansion of x if the “digits” {εk}∞k=1 are obtained by means
of the greedy algorithm (similarly to the decimal expansion), i.e., ε1 =
ε1(x) = [βx], ε2 = ε2(x) = [β{βx}], etc. The set of all possible sequences
{{εk(x)}∞k=1 : x ∈ [0, 1)} is called the (one-sided) β-compactum and will be
denoted by X+

β .

The β-compactum can be described more explicitly. Let 1 =
∑∞
k=1 dkβ

−k

be the expansion of 1 defined by the greedy algorithm, i.e., d′1 = [β], d′2 =
[β{β}], etc. If the sequence {d′n} is not finite, we put dn ≡ d′n. Otherwise let
k = max {j : d′j > 0}, and (d1, d2, . . .) := (d′1, . . . , d

′
k−1, d

′
k − 1), where the

bar denotes a period.
We will write {xn}∞n=1 ≺ {yn}∞n=1 if xn < yn for the smallest n ≥ 1 such

that xn 6= yn. Then

X+
β = {{εn}∞n=1 : (εn, εn+1, . . .) ≺ (d1, d2, . . .) for all n ∈ N}

(see [Pa]). Similarly, we define the two-sided β-compactum as

Xβ = {{εn}∞n=−∞ : (εn, εn+1, . . .) ≺ (d1, d2, . . .) for all n ∈ Z}.
It is shown in [Pa] that ψβ : X+

β → [0, 1) is one-to-one everywhere with the
exception of some countable set of points.

Both compacta are naturally endowed with the weak topology, i.e. with
the topology of coordinatewise convergence. For β Pisot the properties of
the β-compactum are well studied. Its main property is that it is sofic, i.e.,
the shift on Xβ is a factor of a subshift of finite type (see, e.g., the review
[Bl]). Let Fin(β) denote the set of x’s whose β-expansions are finite, i.e. have
the tail 0∞. Obviously, Fin(β) ⊂ Z[β]∩ [0, 1), but the inverse inclusion does
not hold for an arbitrary Pisot unit.

Definition. A Pisot unit is called finitary if

Fin(β) = Z[β] ∩ [0, 1).

Examples. 1. The Pisot number which is the dominant root of the
equation xm = k1x

m−1 + . . .+ km, k1 ≥ k2 ≥ . . . ≥ km ≥ 1, is known to be
finitary [FrSo].

2. A quadratic Pisot unit is finitary if and only if its norm is +1. Indeed,
if β2 = kβ + 1, k ≥ 1, then the claim follows from the previous one. If
β2 = kβ − 1, k ≥ 3, then in view of (β − 1)2 = β2 − 2β + 1 = (k − 2)β,
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we have the β-expansion β − 1 = (k − 2)β−1 + (k − 2)β−2 + . . . , whence
Z[β] ∩ [0, 1) 6⊂ Fin(β).

3. For the cubic Pisot units there also exists a full criterion due to
S. Akiyama [Ak1]. Namely, the norm of a finitary cubic β must be −1,
i.e. β3 = k1β

2 + k2β + 1. Furthermore, such a β is finitary if and only if
k1 ≥ 0 and −1 ≤ k2 ≤ k1 + 1. Thus, the tribonacci number and the smallest
Pisot number are both finitary, whereas, for example, the principal root of
x3 = 3x2 − 2x+ 1 is not.

4. Finally, the second Pisot number, i.e. the positive root of x4 = x3 + 1,
is nonfinitary, as β−2 + β−3 = β−1 + β−6 + β−11 + . . .

From now on we will assume β to be finitary.

Remark. The β-expansions can be easily extended from [0, 1) to R+ in
the way analogous to the decimal expansions. This yields the possibility of
adding in Xβ two sequences finite to the left. Namely, if ε and ε′ are both
finite to the left, put x :=

∑∞
k=−∞(εk + ε′k)β−k; then by definition, ε+ ε′ is

the β-expansion of x. The same is true for subtraction, though ε− ε′ is well
defined only for those sequences for which

∑
k(εk − ε′k)β−k ≥ 0.

Theorem (A. Bertrand, K. Schmidt). For a Pisot β, any x ∈ Q(β)∩R+

has an ultimately periodic β-expansion.

Thus, all the elements of Pβ∩R+ have ultimately periodic β-expansions.

Lemma 2.1. For the nonnegative elements of Pβ the set of their periods
is finite.

Proof. Let q = |D|; then all the denominators of the elements in ques-
tion in the standard basis of Q(β) are bounded by q (see Proposition 1.2).
Therefore, it suffices to show that the intersection of the set of numbers in
(0, 1) having purely periodic β-expansions and 1

qZ[β] is finite.
The proof is basically the same as that of Lemma 2 of [Ak2]. Namely, it

was shown there that for each purely periodic element in (0, 1) the values of
its conjugates are uniformly bounded. Therefore, after the natural embed-
ding of Q(β) into Rm we will have a lattice lying in a ball, and it will hence
be finite.

Our goal is to find a realization of the Pisot group Aβ in Xβ . We will
perform the following operation: to a nonnegative ξ ∈ Pβ the mapping g̃
assigns the purely periodic two-sided sequence in Xβ which is the extension
to the left of the periodic tail of the β-expansion of ξ. Now let g be the
corresponding quotient map from Aβ . To any equivalence class [ξ] ∈ Aβ it
assigns the class of all purely periodic sequences in Xβ whose tails can be
obtained from the β-expansions of the elements of [ξ].

By Lemma 2.1, #g([ξ]) <∞ for any ξ ∈ Pβ ∩ R+. Let Aβ := g(Aβ).
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Lemma 2.2. The mapping g : Aβ → Aβ is one-to-one.

Proof. We need to prove the injectivity of g only. Let g([ξ]) = g([ξ′]).
This means that there exist ξ1 ∈ [ξ], ξ2 ∈ [ξ′] whose tails of the β-expansions
coincide. But this implies ξ1 − ξ2 ∈ Z[β], whence [ξ] = [ξ′].

Thus, we have defined a certain finite arithmetic group of classes of
sequences that may be regarded as a realization of the Pisot group in Xβ .
The arithmetic operations on Aβ inherited from Aβ will be denoted by ⊕
and 	 respectively. That is,

[ε]⊕ [ε′] := g(g−1([ε]) + g−1([ε′])),

and similarly for “circular” subtraction. Note also that for [ε] ∈ Aβ ,

(2.2) g−1([ε]) =
[ ∞∑

j=−n
εjβ
−j
]

for any n ∈ Z

(the square brackets on the right-hand side denote the equivalence class
in Aβ).

Definition. We define the natural arithmetic on Aβ as follows: ε+ ε′

is by definition, the class of all sequences ε′′ ∈ Xβ which can be obtained as
weak limits of the sequence {ε(N) +ε′(N)}N≥1, where ε(N) = (. . . , 0, 0, . . . , 0,
ε−N , ε−N+1, . . .). The difference ε − ε′ is defined in a similar way, namely,
if
∑∞
j=−N (εj − ε′j)β−j < 0, then we take (. . . , 0, 0, . . . , 0, 1, ε−N , ε−N+1, . . .)

instead of ε(N).

Proposition 2.3. The operations + and ⊕ (respectively − and 	) on
Aβ coincide.

Proof. Let [ε], [ε′] ∈ Aβ and S1 := [ε]+[ε′], S2 := [ε]⊕ [ε′]. We first show
that S1 ⊂ S2. Let ε′′ ∈ [ε]+ [ε′]. This means by definition that there exists a
subsequence {Nk}∞k=1 such that ε′′ = limk(ε(Nk) + ε′(Nk)). We need to show
that g−1([ε′′]) = g−1([ε]) + g−1([ε′]), which follows from (2.2) with n = Nk
with k large enough to ensure that ε(Nk) + ε′(Nk) will coincide with ε′′ at,
say, all positive indices.

To prove the reverse inclusion, let ε′′ ∈ S2. To show that ε′′ ∈ S1, we
put Nk = kr, where r is the length of a common period of ε, ε′ and ε′′. By
definition,

η :=
∣∣∣
∞∑

j=0

ε′′j β
−j −

∞∑

j=0

(εj + ε′j)β
−j
∣∣∣ ∈ Z[β],

whence

(2.3)
∣∣∣
∞∑

j=−Nk
ε′′j β

−j −
∞∑

j=−Nk
(εj + ε′j)β

−j
∣∣∣ = βkrη,
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and by our assumption that β is finitary, η has a finite β-expansion, whence
by (2.3) and the definition of convergence in the weak topology,

ε′′ = lim
k

(ε(Nk) + ε′(Nk)).

The proof for subtraction is the same.

Thus, Aβ is an additive group of classes of sequences in Xβ in the sense
of its natural arithmetic. Its obvious property is that it is shift-invariant, i.e.
contains any sequence together with all its shifts, because addition commutes
with the shift—recall that the shift of a sequence finite to the left is just
the multiplication of its value by β. Pursuing the idea from Section 1 (see
Lemma 1.6), we will give another way of obtaining the sequences from Aβ ,
which in a sense looks more traditional (see [FrSa1] for the case of the golden
mean).

Lemma 2.4. For any element [ε] ∈ Aβ there exists an eventually non-
negative sequence {Tn}∞n=1 ∈ Rβ such that the set of partial limits for the
sequence of its β-expansions {εn}∞n=1 is exactly the class [ε].

Proof. Take [ξ] = g−1([ε]), and, as above, define Tn as the integer clos-
est to ξ′βn for some nonnegative ξ′ ∼ ξ (for example, take ξ′ equal to the
fractional part of ξ). Then Tn = ξ′βn+ o(1), and the Tn are eventually non-
negative, as ξ′ > 0. Hence taking the set of partial limits of its β-expansions
is the same as “pulling out” the periodic tail for a ξ ∈ Pβ ∩ R+, because
Tn − ξ′βn → 0, n→ +∞.

Examples. 1. For the quadratic Pisot units β2 = kβ ± 1 we proved in
Section 1 that Pβ = (1/

√
D) · Z[β]. Since 1/

√
D = kβ2/(β4 − 1), all se-

quences in Aβ are of period 4, 2 or 1. Let us consider some subcases. We
will use the convention to write just the period instead of the whole periodic
sequence.

1.1. β2 = β + 1. Here Aβ = {0000, 1000, 0100, 0010, 0001}. Recall that
by definition, Xβ does not contain sequences ending with 101010 . . . ; that is
why there is no need to identify 0000 with 1010 and 0101. Thus, every class
in Aβ consists of just one element. If F1 = 1, F2 = 2, . . . is the Fibonacci
sequence, then by Lemma 2.4, the set of partial limits for the β-expansions
of (Fn)∞n=1 in Xβ will give us just the four nonzero sequences in Aβ (1).
However, this may be checked directly as well:

Fk =
{
βk−1 + βk−5 + βk−9 + . . .+ β−k+3 + β−k, k even,
βk−1 + βk−5 + βk−9 + . . .+ β−k+5 + β−k+1, k odd,

(1) It is easy to see that the Fibonacci sequence is the basis of the module Rβ , i.e. for
any sequence {Tn} ∈ Rβ , Tn =

∑s
k=0 εkFn+k, εk ∈ Z, n ≥ n0.



206 N. Sidorov

whence the limits of (F4k+j)∞k=1 in Xβ do exist for j = 0, 1, 2, 3 and yield
the four nonzero sequences in Aβ . For more details see [FrSa1], [SV1].

1.2. β2 = 2β+1. Here #Aβ = 8, and Aβ = {0000, 1010, 0101, 2000, 0200,
0020, 0002, 1111}. The elements 1010, 0101, 1111 are of order 2, whereas
all other nonzero elements are of order 4. A similar pattern holds for β2 =
kβ + 1, k even.

Remark. In [FrSa2] the authors study two similar groups for arbitrary
quadratic Pisot units. One of them, Hβ , is the group of all sequences of
period 4; its order is k2D, and it is in fact isomorphic to Z[β]

k
√
D
/Z[β]. An-

other one, Gβ , is, on the contrary, smaller than Aβ ; it is related to a
certain finite automaton. For example, in the case β2 = 2β + 1, Gβ =
{0000, 0101, 1010, 1111} ∼= (Z/2Z) × (Z/2Z). In the general quadratic case
one can show that Gβ ⊂ Aβ ⊂ Hβ , both inclusions being, generally speak-
ing, proper. However, in the case of the golden mean (and only in this case),
Gβ = Aβ = Hβ

∼= Z/5Z.

2. For the tribonacci number the situation with the periods of the se-
quences in Aβ appears to be more complicated. Expanding the elements of
Pβ , we see that these periods are 1, 2, 3 and 10. More precisely, besides
0, Aβ consists of exactly 40 sequences of period 10, namely: {1000110000,
1010000110, 1001011000, 1001101100} together with all their shifts, two se-
quences of period two: {01, 10} and one sequence of period 3: 100. One may
ask: where are all its shifts, shouldn’t they belong to Aβ as well? The answer
is simple: arithmetically they are all equivalent, because

(β + β−2 + β−5 + . . .)− (1 + β−3 + β−6 + . . .) =
β − 1

1− β−3 = 1 ∈ Z[β].

This example shows that even for a finitary β not necessarily any ξ ∈ Pβ
and ξ + l, l ∈ Z[β] will have one and the same tail. Thus, the definition of
Aβ as a quotient set is essential.

3. β3 = β + 1. Here D = −23. Let us prove a simple claim about the
structure of the group Aβ in the case of prime |D|.

Lemma 2.5. If |D| is a prime number , then |D| consists of |D| − 1
sequences of period |D| − 1 which are shifts of each other , and 0.

Proof. Since Aβ is shift-invariant and cyclic, any ε ∈ Aβ \{0} belongs to
it together with all its shifts, and they are arithmetically nonequivalent.

Returning to the example, the period of ξ0 is 10000100000000100000000,
and Aβ consists of this sequence together with its 21 shifts and 0.

3. Symbolic dynamics associated with the Pisot group. In this
section we are going to show that a certain natural arithmetic coding of the



An arithmetic group associated with a Pisot unit 207

companion toral automorphism is not one-to-one a.e. and that its “kernel”
in fact coincides with the group Aβ . We still assume β to be a finitary Pisot
unit.

We need to recall some basic notions and facts from hyperbolic dynam-
ics. Let T be a hyperbolic automorphism of the torus Tm = Rm/Zm, Ls and
Lu denote respectively the leaves of the stable and unstable foliations pass-
ing through 0. Recall that a point homoclinic to 0 (or simply a homoclinic
point) is a point belonging to Ls ∩ Lu. In other words, t is homoclinic iff
Tnt → 0 as n → ±∞. The homoclinic points are a group under addition,
isomorphic to Zm, and we will denote it by H(T ). Each homoclinic point t
can be obtained as follows: take some n ∈ Zm and project it onto Lu along
Ls and then onto Tm by taking the fractional parts of all coordinates of the
vector (see [Ver]).

Let T = T (β) be the group automorphism of Tm given by the companion
matrix, i.e. by

M = M(β) =




k1 k2 k3 . . . km−1 km
1 0 0 . . . 0 0
0 1 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0


 .

Then (1, β−1, . . . , β−m+1) is an eigenvector corresponding to the eigenvalue β.

Lemma 3.1. There exists a one-to-one correspondence between the ho-
moclinic points and the elements of Pβ. Namely , t ∈ H(T ) if and only if
t = (ξ, ξβ−1, . . . , ξβ−m+1) mod Zm for some ξ ∈ Pβ.

Proof. Since β is a Pisot number, Lu is one-dimensional. Hence by Ver-
shik’s theorem cited above, any homoclinic point for T must be of the form
t = (ξ, ξβ−1, . . . , ξβ−m+1) mod Zm. To show that ξ belongs to Pβ , we ob-
serve that Tnt = (ξβn, ξβn−1, . . . , ξβn−m+1) mod Zm. Since Tnt must tend
to 0 as n→ ±∞, we are done. The converse is obvious.

Consider first two special homoclinic points. Let ξ0 denote the genera-
tor of the Pisot group defined in Proposition 1.4, and t0 the fundamental
homoclinic point given by the formula

t0 = (ξ0, ξ0β−1, . . . , ξ0β
−m+1)

(we omit the natural projection of Rm onto the torus, i.e. write in the
coordinates of Rm), and

t1 := (1, β−1, . . . , β−m+1).
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Consider the following two mappings from Xβ onto Tm:

ϕ0(ε) =
∑

k∈Z
εkT

−kt0 = lim
N→+∞

( ∞∑

k=−N
εkβ
−k
)



ξ0
ξ0β
−1

...
ξ0β
−m+1


 mod Zm,

ϕ1(ε) =
∑

k∈Z
εkT

−kt1 = lim
N→+∞

( ∞∑

k=−N
εkβ
−k
)



1
β−1

...
β−m+1


 mod Zm.

Both mappings are well defined since ‖βN‖ → 0 and ‖ξ0βN‖ → 0 as
N → +∞ at an exponential rate. They are obviously continuous, and their
important property is that they are bounded-to-one (see [Sch] for ϕ0 and
[Sid] for the general case of mappings of the form (4.1)—see below).

Their main value is that they both semiconjugate the shift τβ on the
compactum Xβ and the automorphism T , i.e., ϕ0τβ = Tϕ0, ϕ1τβ = Tϕ1.
Thus, both mappings may be regarded as arithmetic codings of T in the
sense of [SV2], [Sid]. The mapping ϕ0 was introduced in [SV2] for m = 2,
and in [Sch] for higher dimensions. At the same time, the mapping ϕ1 had
been historically the first attempt of arithmetic coding of an automorphism
of the torus [Ber].

Theorem (K. Schmidt [Sch]). The mapping ϕ0 is one-to-one on the set
of doubly transitive sequences of Xβ , i.e. on the sequences ε such that the
sets {τnβ ε : n ≥ k} and {τnβ ε : n ≤ −k} are both dense in Xβ for every k ≥ 0.
Therefore, ϕ0 is bijective almost everywhere with respect to the measure of
maximal entropy for τβ (2).

Remark. Recently the author proved that ϕ0 is one-to-one a.e. for a
wider class of Pisot units, namely, for those which we have called weakly
finitary. More precisely, a Pisot unit β is called weakly finitary if for any
x ∈ Z[β] and any δ > 0 there exists f ∈ Fin(β) ∩ (0, δ) such that x + f ∈
Fin(β) as well. There is a conjecture (shared by most experts in this area)
that every Pisot unit is weakly finitary. For more details see [Sid].

Our goal in this section is to show that ϕ1 is |D|-to-one a.e. and that
ϕ−1

1 (0), after some natural identification, will coincide with Aβ .

Definition. We will say that ε ∈ Xβ is equivalent to ε′ ∈ Xβ if ϕ0(ε) =
ϕ0(ε′).

(2) The nature of this measure is not important; in fact, one may take any shift-
invariant measure that is strictly positive on all cylinders [ε1 = i1, . . . , εk = ik] ⊂ Xβ .
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We will denote this equivalence relation by ∼. Let X ′β = Xβ/∼; by
Schmidt’s theorem, #[ε] = 1 for a.e. sequence ε. Let addition (subtraction)
in X ′β be defined via the torus, i.e., [ε]± [ε′] := ϕ−1

0 (ϕ0(ε)± ϕ0(ε′)). Obvi-
ously, X ′β is a group under addition, isomorphic to Tm.

Lemma 3.2. The equivalence relation for Aβ , described in the previous
section, is precisely the restriction of the equivalence relation to Xβ.

Proof. We need to show that if [ε] = [ε′] in the sense of Aβ , then ϕ0(ε) =
ϕ0(ε′). Similarly to the proof of Proposition 2.3, let r ∈ N be a common
period of the β-expansions of ε and ε′ and Nk := kr. Then
∣∣∣
∞∑

j=−Nk
(εj − ε′j)β−j

∣∣∣ = βkrη, where η =
∣∣∣
∞∑

j=0

(εj − ε′j)β−j
∣∣∣ ∈ Z[β].

Hence for l = 0, 1, . . . ,m− 1,
∥∥∥

∞∑

j=−Nk
(εj − ε′j)β−jξ0β−l

∥∥∥→ 0 as k → +∞,

which implies ϕ0(ε) = ϕ0(ε′).

Theorem 3.3. (i) The mapping ϕ1 is well defined on the quotient com-
pactum X ′β.

(ii) ϕ1 : X ′β → Tm is a group homomorphism with the kernel Aβ .

Proof. (i) We need to show that if ϕ0(ε) = ϕ0(ε′), then ϕ1(ε) = ϕ1(ε′).
By the definition of ϕ0, we have ‖ξ0βjuN‖ → 0 for any j ∈ Z, where uN =∑∞
k=−N (εk − ε′k)β−k. By Proposition 1.2, ξ−1

0 ∈ Z[β], whence ‖βjuN‖ → 0
as well. Hence by the definition of ϕ1,

‖ϕ1(ε(N))− ϕ1(ε′(N))‖ ≤ const · ‖uN‖ → 0.

(ii) As was mentioned above, the mapping ϕ1 is bounded-to-one. Since
the set O = ϕ−1

1 (0) is finite and shift-invariant, it should consist of purely
periodic sequences only. Let ε ∈ O have period r and α =

∑∞
k=1 εkβ

−k. Then
by the definition of ϕ1, ‖αβrN‖ → 0 asN → +∞. Considering the sequences
τβε, τ

2
βε, . . . , τ

r−1
β ε, we see that ‖αβrN+j‖ → 0 for j = 0, 1, . . . , r − 1,

whence ‖αβN‖ → 0 as N → +∞, i.e., α ∈ Pβ , and the claim follows from
Lemma 2.2. Conversely, if α ∈ Pβ , then ‖αβN‖ → 0, whence ϕ1(ε) = 0.

Corollary 3.4. The mapping ϕ1 is |D|-to-one a.e.

Let A = ϕ1ϕ
−1
0 . This mapping is well defined a.e. on the torus, and we

extend it to the whole Tm by continuity. The following claim is straightfor-
ward.

Lemma 3.5. The mapping A : Tm → Tm is an endomorphism of the
torus. Its determinant equals ±D.
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In practice, to find A, one might expand ξ−1
0 into the sum

∑m−1
k=0 akβ

k

with ak ∈ Z. Then A =
∑m−1
k=0 akT

k.

Examples. 1. β2 = kβ±1. Here, as we know, ξ0 = 1/
√
D, ξ−1

0 =
√
D =

2β − k. Hence

A = 2T − kI =
(

2k ±2
2 0

)
−
(
k 0
0 k

)
=
(
k ±2
2 −k

)
,

and detA = −D(β).
2. β3 = β2 + β + 1. Here ξ−1

0 = −1− 2β + 3β2, whence

A = −I − 2




1 1 1
1 0 0
0 1 0


+ 3




1 1 1
1 0 0
0 1 0




2

=




3 4 1
1 2 3
3 −2 −1


 ,

and detA = 44 = −D(β).

4. Generalization of the Pisot group. It is natural to ask the same
sort of questions for more general arithmetic codings of T , i.e. for those
parameterized by arbitrary homoclinic points (= by arbitrary elements of
the group Pβ). Let ϕξ : Xβ → Tm be defined as follows:

ϕξ(ε) =
∑

k∈Z
εkT

−kt(4.1)

= lim
N→+∞

( ∞∑

k=−N
εkβ
−k
)



ξ
ξβ−1

...
ξβ−m+1


 mod Zm,

where ξ = ξ(t) ∈ Pβ (see Lemma 3.1). The questions are the following:

(1) What is the value of #ϕ−1
ξ (x) for a typical x ∈ Tm?

(2) How to describe the kernel of ϕξ?

The next assertion answers the first question; it is a generalization of the
corresponding result proven in [SV2] for m = 2.

Theorem 4.1. For a.e. x ∈ Tm with respect to the Haar measure,

#ϕ−1
ξ (x) ≡ |DN(ξ)|,

where N(·) denotes the norm of an element of the extension Q(β)/Q.

Proof. Let ` := ξ/ξ0 ∈ Z[β]. If ` =
∑m−1
i=0 ciβ

i, then

(4.2) ϕξ = Aξϕ0,

where Aξ is the endomorphism of Tm given by Aξ =
∑m−1
i=0 ciT

i. Indeed, for
the basis sequence e(0) = (. . . , 0, 0, . . . , 0, 1, 0, . . . , 0, 0, . . .) with the unity at
the first coordinate, we have
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(Aξϕ0)(e(0)) = Aξ(ξ0, ξ0β−1, . . . , ξ0β
−m+1) mod Zm

=
m−1∑

i=0

ciT
i(ξ0, ξ0β−1, . . . , ξ0β

−m+1) mod Zm

=
m−1∑

i=0

ciβ
i(ξ0, ξ0β−1, . . . , ξ0β

−m+1) mod Zm

= (ξ, ξβ−1, . . . , ξβ−m+1) mod Zm = ϕξ(e(0)).

Since the relation (4.2) is shift-invariant, it holds for any ε = τ jβ(e(0)), j ∈ Z,
and therefore for any ε ∈ Xβ by linearity and continuity.

As ϕ0 is one-to-one a.e., ϕξ will be K-to-one a.e. with K = |detAξ|.
By definition, N(`) is the determinant of the matrix of the multiplication
operator x 7→ `x in the standard basis of Q(β), whence N(`) = detAξ,
because T is given by the companion matrix. Finally, N(`) = N(ξ)/N(ξ0) =
DN(ξ), as by the result of [Sam, Section 2.7], N(ξ0) = 1/D whenever ξ0 is
as in Proposition 1.2.

To answer the second question, let us recall that by definition of Sec-
tion 3, X ′β is the quotient group Xβ/∼ with respect to the equivalence
relation: ε ∼ ε′ iff ϕ0(ε) = ϕ0(ε′).

Proposition 4.2. The kernel of the mapping ϕξ is a finite subgroup of
X ′β whose size is |DN(ξ)|. Any element ε ∈ Kerϕξ can be obtained as fol-
lows: take some κ ∈ Z[β] such that α = (ξ0/ξ)κ > 0 and let ε be the purely
periodic sequence whose period coincides with the one of the β-expansion
of α.

Proof. The first claim is a direct consequence of Theorem 4.1. To prove
the second one, suppose ϕξ(ε) = 0. By the same reasons as above, ε must be
purely periodic. Let α =

∑∞
k=1 εkβ

−k. By (4.1), ‖ξαβn‖ → 0 as n → +∞,
whence by Proposition 1.2, ξα = ξ0κ, κ ∈ Z[β]. Hence α = (ξ0/ξ)κ.

Conversely, if ε is the two-sided continuation of the period of κξ0/ξ > 0
for some κ ∈ Z[β], and α =

∑∞
k=1 εkβ

−k, then ‖αξβn‖ = ‖ξ0κβn‖+o(1)→
0 as n→ +∞, whence by formula (4.1), ϕξ(ε) = 0.

Remark. In practice, to obtain Kerϕξ, one may take κ=1, β, . . . , βm−1

and consider the linear span of the corresponding set of sequences.

Corollary 4.3. For any finitary Pisot β and any purely periodic se-
quence ε ∈ Xβ there exists ξ ∈ Pβ such that ε ∈ Kerϕξ.

Proof. Let r denote the period of ε. One may take ξ = (βr − 1)ξ0 and
apply (4.1).

Example. Let β = (1 +
√

5)/2. Here, as we know, ξ0 = 1/
√

5. Note
first that if ` = ξ/ξ0 is not a unit of the ring Z[β] (i.e., it is not of the
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form ±βk for some k ∈ Z), then, as is well known, |N(`)| ≥ 4, whence by
Theorem 4.1, the number of pre-images for ϕξ is greater than or equal to
4 as well. This corresponds to the observation that the smallest period of
a nonzero sequence in Xβ is three (as 01 6∈ Xβ). Therefore, the set A =
{0, 100, 010, 001} is the smallest possible (in capacity) shift-invariant subset
containing 0 and something else. As 1/2 = β−2 + β−5 + β−8 + . . . , by
Proposition 4.2, A is indeed the kernel of the mapping ϕξ with ξ = 2/

√
5.

Obviously, in this case Aξ =
( 2 0

0 2

)
.

Thus, Kerϕ2/
√

5 consists of all the sequences of period 3 and is in fact
isomorphic to (Z/2Z) × (Z/2Z). It is curious that Kerϕ4/

√
5 is just the

set of all sequences of period 6; it is isomorphic to (Z/2Z) × (Z/2Z) ×
(Z/4Z).
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the goldenshift , and related problems, Monatsh. Math. 126 (1998), 215–261.
[SV2] —, —, Bijective arithmetic codings of hyperbolic automorphisms of the 2-torus,

and binary quadratic forms, J. Dynam. Control Systems 4 (1998), 365–400.
[Ver] A. M. Vershik, Arithmetic isomorphism of the toral hyperbolic automorphisms

and sofic systems, Functional Anal. Appl. 26 (1992), 170–173.

Department of Mathematics
UMIST
P.O. Box 88
Manchester M60 1QD, United Kingdom
E-mail: Nikita.A.Sidorov@umist.ac.uk

Received on 13.1.2000
and in revised form on 11.6.2001 (3741)


