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1. Introduction. For integer $n \geq 1$, the Liouville function $\lambda(n)$ is defined by

$$
\lambda(n)=(-1)^{\alpha_{1}+\cdots+\alpha_{k}}, \quad \text { where } \quad n=p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}} .
$$

It is natural to expect that the sequence $\{\lambda(n)\}$ behaves like a random sequence of $\pm$ signs. Recently J. Cassaigne and coauthors [2, 3] studied the pseudorandomness of the pseudorandom binary sequence constructed by the Liouville function.

In a series of papers C. Mauduit, J. Rivat and A. Sárközy (partly with other coauthors) studied finite pseudorandom binary sequences

$$
E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \in\{-1,+1\}^{N}
$$

In [17] C. Mauduit and A. Sárközy introduced the following measures of pseudorandomness: the well-distribution measure of $E_{N}$ is defined by

$$
W\left(E_{N}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} e_{a+j b}\right|,
$$

where the maximum is taken over all $a, b, t \in \mathbb{N}$ with $1 \leq a \leq a+(t-1) b \leq N$. The correlation measure of order $k$ of $E_{N}$ is defined by

$$
C_{k}\left(E_{N}\right)=\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} e_{n+d_{2}} \cdots e_{n+d_{k}}\right|
$$

where the maximum is taken over all $D=\left(d_{1}, \ldots, d_{k}\right)$ and $M$ with $0 \leq$ $d_{1}<\cdots<d_{k} \leq N-M$, and the combined (well-distribution-correlation) $P R$-measure of order $k$ by

$$
Q_{k}\left(E_{N}\right)=\max _{a, b, t, D}\left|\sum_{j=0}^{t} e_{a+j b+d_{1}} e_{a+j b+d_{2}} \cdots e_{a+j b+d_{k}}\right|
$$

[^0]for all $a, b, t, D=\left(d_{1}, \ldots, d_{k}\right)$ with $1 \leq a+j b+d_{i} \leq N(i=1$, $\ldots, k)$.

The sequence is considered to be a "good" pseudorandom sequence if both $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$ (at least for small $k$ ) are "small" in terms of $N$. J. Cassaigne, C. Mauduit and A. Sárközy [4] proved that this terminology is justified since for almost all $E_{N} \in\{-1,+1\}^{N}$, both $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$ are less than $N^{1 / 2}(\log N)^{c}$. Moreover, [17] was followed by a series of papers in which numerous sequences were constructed and tested for pseudorandomness. Previous related results can be found in [9-12, 14-16, 18, 20].

Let $L_{N}=\{\lambda(1), \ldots, \lambda(N)\} . \mathrm{J}$. Cassaigne and coauthors [2] showed that the well-distribution measure of $L_{N}$ is small. More precisely, they proved the following:

Proposition 1.1.
(I) For any real number $A>0$, for $N>N_{0}(A)$, we have

$$
W\left(L_{N}\right)<N(\log N)^{-A}
$$

(II) Under the generalized Riemann hypothesis (GRH), for $\varepsilon>0$ and $N>N_{1}(\varepsilon)$, we have

$$
W\left(L_{N}\right)<N^{5 / 6+\varepsilon}
$$

Since the Riemann hypothesis is equivalent to $\sum_{n \leq x} \lambda(n)=O\left(x^{1 / 2+\varepsilon}\right)$, it is very hard to prove $W\left(L_{N}\right) \ll N^{1 / 2+\varepsilon}$ unconditionally. However, the estimate of $W\left(L_{N}\right)$ can be improved under GRH. In Section 2 we shall prove the following theorem by using the classical methods in analytic number theory.

Theorem 1.1. For sufficiently large $N$, we have

$$
W\left(L_{N}\right) \ll N^{1 / 2+\varepsilon} \quad \text { under } G R H
$$

Estimating the correlation measure of $L_{N}$ is rather difficult. G. Harman, J. Pintz and D. Wolke [13] proved that

$$
(1+o(1)) \frac{1}{3}<\frac{1}{x} \sum_{n \leq x} \lambda(n) \lambda(n+1)<1-\frac{1}{(\log x)^{7+\varepsilon}}
$$

P. D. T. A. Elliott [8] showed that

$$
\liminf _{x \rightarrow \infty} \frac{1}{x} \sum_{n \leq x} \lambda(n) \lambda(n+1) \lambda(n+2) \leq \frac{20}{21}
$$

J. Cassaigne and coauthors [2] proved that

$$
\begin{aligned}
\mid \sum_{n \leq x} \lambda(n) \lambda(n+d) \cdots & \cdots(n+2 k d) \mid \\
& \leq \begin{cases}\left(1-\frac{2}{3(2 k+1)}\right) x+O(\log x) & \text { if } d \text { is even, } \\
\left(1-\frac{2}{3(k+1)}\right) x+O(\log x) & \text { if } d \text { is odd }\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{n \leq x} \lambda(n) \lambda(n+d) \cdots \lambda(n & +(2 k-1) d) \\
& \geq \begin{cases}-\left(1-\frac{2}{3 k}\right) x+O(\log x) & \text { if } d \text { is odd } \\
-\left(1-\frac{1}{3 k}\right) x+O(\log x) & \text { if } d \text { is even. }\end{cases}
\end{aligned}
$$

Let $\mathbb{Z}_{N}$ be the ring of integers modulo $N$. In Section 4 we shall prove some related results for the Liouville function, by using quasirandom subsets of $\mathbb{Z}_{N}$.

Theorem 1.2. Define $L_{2 N}^{\prime}=\left\{\lambda^{\prime}(1), \ldots, \lambda^{\prime}(2 N)\right\}$, where

$$
\lambda^{\prime}(n)= \begin{cases}\lambda(n) & \text { if } 1 \leq n \leq N \\ \lambda(n-N) & \text { if } N+1 \leq n \leq 2 N\end{cases}
$$

Let $A>0$ and $k \geq 2$ be any fixed integers, and define

$$
F_{1}(N)= \begin{cases}N(\log N)^{-A} & \text { unconditionally } \\ N^{7 / 8+\varepsilon} & \text { under GRH }\end{cases}
$$

(I) For all except $O\left(F_{1}(N)\right.$ ) elements $u_{1}, \ldots, u_{k}$ of $\mathbb{Z}_{N}$, we have

$$
\sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \cdots \lambda^{\prime}\left(n+u_{k}\right)=O\left(F_{1}(N)\right)
$$

(II) For all except $O\left(F_{1}(N)\right)$ elements $x$ of $\mathbb{Z}_{N}$, we have

From Theorem 1.2(I) we immediately get the following corollary.
Corollary 1.1. For all except $O\left(F_{1}(N)\right)$ elements $d_{1}, \ldots, d_{k}$ of $\mathbb{Z}_{N}$ satisfying $0 \leq d_{1}<\cdots<d_{k}=O\left(F_{1}(N)\right)$, we have

$$
\sum_{n \leq N-d_{k}} \lambda\left(n+d_{1}\right) \cdots \lambda\left(n+d_{k}\right)=O\left(F_{1}(N)\right)
$$

Theorem 1.2(II) can be improved by using the circle method. We shall consider a more generalized case. Let $2 \leq Q \leq N, k \geq 2$ be a fixed integer, $x \in \mathbb{Z}_{Q}$, and

$$
R_{k}(x ; Q, N)=\sum_{\substack{n_{1}=1 \\ n_{1}+\cdots+n_{k} \equiv x(\bmod Q)}}^{N} \cdots \sum_{\substack{n_{k}=1 \\ N}\left(n_{1}\right) \cdots \lambda\left(n_{k}\right) .}^{N}
$$

Trivially we have $R_{k}(x ; Q, N) \ll N^{k} Q^{-1}$. Let $A>0$ be any fixed integer, and define

$$
F_{2}(N)= \begin{cases}N(\log N)^{-A} & \text { unconditionally, } \\ N^{3 / 4+\varepsilon} & \text { under GRH. }\end{cases}
$$

In Section 5 we shall prove the following theorem.
Theorem 1.3. For any $x \in \mathbb{Z}_{N}$ and $k \geq 3$, we have

$$
R_{k}(x ; Q, N)=O\left(F_{2}(N)^{k-2} N^{2} Q^{-1}\right) .
$$

If $k=2$, then for all except $O\left(F_{2}(N)^{2} Q N^{-2}\right)$ elements $x$ of $\mathbb{Z}_{Q}$, we have

$$
R_{2}(x ; Q, N)=O\left(F_{2}(N) N Q^{-1}\right) .
$$

For $S \subset \mathbb{Z}_{N}$, the indicator function $\chi_{S}$ of $S$ is defined by

$$
\chi_{S}(z)= \begin{cases}1 & \text { if } z \in S \\ 0 & \text { otherwise } .\end{cases}
$$

Write $s=|S|$. We shall prove the following theorem in Section 5 .
Theorem 1.4. Let $k \geq 3$ be any fixed integer. Define the following two properties of a set $S \subset \mathbb{Z}_{N}$ :
$(\mathrm{R}(k))$ ( $k$-representation) For all except o( $N$ ) elements $x$ of $\mathbb{Z}_{N}$,

$$
\sum_{\substack{u_{1}=1 \\ u_{1}+\cdots+u_{k} \equiv x(\bmod N)}}^{N} \cdots \sum_{\substack{u_{k}=1 \\ u_{1}}}^{N} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right)=s^{k} / N+o\left(N^{k-1}\right) .
$$

$(\mathrm{SR}(k))$ (Strong $k$-representation) For all $x \in \mathbb{Z}_{N}$,

$$
\sum_{\substack{u_{1}=1 \\ u_{1}+\cdots+u_{k} \equiv x(\bmod N)}}^{N} \cdots \sum_{\substack{u_{k}=1 \\ u_{1}}}^{N} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right)=s^{k} / N+o\left(N^{k-1}\right) .
$$

For all subsets $S \subset \mathbb{Z}_{N}$, the above two properties are equivalent.
2. Proof of Theorem 1.1. In this section we assume the generalized Riemann hypothesis (GRH) to be true. First we list some well-known results in analytic number theory.

Lemma 2.1. Let $s=\sigma+$ it be a complex number, where $\sigma>1 / 2$. For any character $\chi$ modulo $q$, we have

$$
\frac{1}{L(s, \chi)} \ll|q t|^{\varepsilon} \quad \text { and } \quad L(s, \chi) \ll|q t|^{\varepsilon} .
$$

Proof. These estimates can be obtained by using the method of Chapter 14 in [21].

Lemma 2.2. For any character $\chi$ modulo $q$, we have

$$
\sum_{n \leq x} \lambda(n) \chi(n) \ll x^{1 / 2+\varepsilon} q^{\varepsilon}
$$

Proof. Let

$$
f(s)=\sum_{n=1}^{\infty} \frac{\lambda(n) \chi(n)}{n^{s}}
$$

By applying the Euler products we have

$$
\begin{aligned}
f(s) & =\prod_{p}\left[1+\frac{\lambda(p) \chi(p)}{p^{s}}+\cdots+\frac{\lambda\left(p^{n}\right) \chi\left(p^{n}\right)}{p^{n s}}+\cdots\right] \\
& =\prod_{p}\left[1+\frac{(-1) \chi(p)}{p^{s}}+\cdots+\frac{(-1)^{n} \chi^{n}(p)}{p^{n s}}+\cdots\right] \\
& =\prod_{p} \frac{1}{1+\chi(p) / p^{s}}=\frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} .
\end{aligned}
$$

Let $s_{0}=\sigma_{0}+i t_{0}, b>1, T \geq 1$ and $x \geq 1$. By the Perron formula we have

$$
\begin{aligned}
\sum_{n \leq x} \frac{\lambda(n) \chi(n)}{n^{s_{0}}}= & \frac{1}{2 \pi i} \int_{b-i T}^{b+i T} f\left(s_{0}+s\right) \frac{x^{s}}{s} d s+O\left(\frac{x^{b} \zeta\left(b+\sigma_{0}\right)}{T}\right) \\
& +O\left(x^{1-\sigma_{0}} \min \left(1, \frac{\log x}{T}\right)\right)+O\left(x^{-\sigma_{0}}\right)
\end{aligned}
$$

Therefore

$$
\sum_{n \leq x} \lambda(n) \chi(n)=\frac{1}{2 \pi i} \int_{b-i T}^{b+i T} \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s+O\left(\frac{x^{b} \zeta(b)}{T}\right)+O\left(\frac{x \log x}{T}\right)
$$

Under GRH, we know that $L(s, \chi) \neq 0$ for $\operatorname{Re} s>1 / 2$. Taking $b=3 / 2$, we have

$$
\begin{equation*}
\sum_{n \leq x} \lambda(n) \chi(n)=\frac{1}{2 \pi i} \int_{3 / 2-i T}^{3 / 2+i T} \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s+O\left(\frac{x^{3 / 2}}{T}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi i}\left(\int_{3 / 2-i T}^{3 / 2+i T}+\int_{3 / 2+i T}^{1 / 2+\varepsilon+i T}+\int_{1 / 2+\varepsilon+i T}^{1 / 2+\varepsilon-i T}+\int_{1 / 2+\varepsilon-i T}^{3 / 2-i T}\right) \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s=0 \tag{2.2}
\end{equation*}
$$

Taking $T=x$, by Lemma 2.1 we get

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{3 / 2+i T}^{1 / 2+\varepsilon+i T} \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s \ll \frac{(q T)^{\varepsilon}}{T} \int_{1 / 2+\varepsilon}^{3 / 2} x^{\sigma} d \sigma \ll \frac{(q T)^{\varepsilon}}{T} x^{3 / 2} \tag{2.3}
\end{equation*}
$$

$$
\ll x^{1 / 2+\varepsilon} q^{\varepsilon}
$$

(2.4) $\frac{1}{2 \pi i} \int_{1 / 2+\varepsilon+i T}^{1 / 2+\varepsilon-i T} \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s \ll x^{1 / 2+\varepsilon} \int_{-T}^{T} \frac{(q(|t|+1))^{\varepsilon}}{|t|+1} d t$

$$
\ll(q T)^{\varepsilon} x^{1 / 2+\varepsilon} \ll x^{1 / 2+\varepsilon} q^{\varepsilon}
$$

and

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{1 / 2+\varepsilon-i T}^{3 / 2-i T} \frac{L\left(2 s, \chi^{2}\right)}{L(s, \chi)} \frac{x^{s}}{s} d s & \ll \frac{(q T)^{\varepsilon}}{T} \int_{1 / 2+\varepsilon}^{3 / 2} x^{\sigma} d \sigma \ll \frac{(q T)^{\varepsilon}}{T} x^{3 / 2}  \tag{2.5}\\
& \ll x^{1 / 2+\varepsilon} q^{\varepsilon}
\end{align*}
$$

Then the conclusion follows from (2.1)-(2.5).
Now we prove Theorem 1.1. Let $a, b, t \in \mathbb{N}$ with $1 \leq a \leq a+(t-1) b \leq N$. If $b \geq N^{1 / 2}$, then

$$
\sum_{j=0}^{t-1} \lambda(a+j b)=\sum_{\substack{n \leq a+(t-1) b \\ n \equiv a(\bmod b)}} \lambda(n) \ll \sum_{\substack{n \leq N \\ n \equiv a(\bmod b)}} 1 \ll N^{1 / 2}
$$

For $b<N^{1 / 2}$, let $d=(a, b)$. By Lemma 2.2 we have

$$
\begin{aligned}
\sum_{j=0}^{t-1} \lambda(a+j b) & =\sum_{\substack{n \leq a+(t-1) b \\
n \equiv a(\bmod b)}} \lambda(n) \\
& =\sum_{\substack{n \leq a+(t-1) b \\
n / d \equiv a / d(\bmod b / d)}} \lambda(n)=\sum_{\substack{n \leq(a+(t-1) b) / d \\
n \equiv a / d(\bmod b / d)}} \lambda(n) \lambda(d) \\
& =\frac{\lambda(d)}{\phi(b / d)} \sum_{\chi \bmod b / d} \bar{\chi}\left(\frac{a}{d}\right) \sum_{n \leq(a+(t-1) b) / d} \lambda(n) \chi(n) \ll N^{1 / 2+\varepsilon} .
\end{aligned}
$$

Therefore

$$
W\left(L_{N}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} \lambda(a+j b)\right| \ll N^{1 / 2+\varepsilon}
$$

This proves Theorem 1.1.
3. Quasirandom subsets of $\mathbb{Z}_{N}$. In recent years, it has been discovered that there is a surprisingly large class $\Im$ of graph properties, all shared by quasirandom graphs, which are equivalent in the following sense: If a family of graphs has some property in $\Im$, then it must have all the properties in $\Im$. This is very surprising, since the properties may appear completely unrelated to one another. Quasirandom graphs, hypergraphs, set systems, subsets of $\mathbb{Z}_{N}$, and tournaments have been examined (see [5], [6] and [7] for details).

For $S \subset \mathbb{Z}_{N}$, the translate of $S$ by $x$, denoted by $S+x$, is the set $\{z+x \mid z \in S\}$. For $S \subset \mathbb{Z}_{N}$, the graph $G_{S}$ has vertex set $\mathbb{Z}_{N}$, and edge set $\{\{i, j\} \mid i+j \in S\}$. For subsets $S, T \subset \mathbb{Z}_{N}$, write $s=|S|, t=|T|$. F. R. K. Chung and R. L. Graham [6] listed a sequence of properties which a subset $S \subset \mathbb{Z}_{N}$ might possess, and showed that they are all equivalent. The primary result of [6] is the following.

Proposition 3.1. Define the following properties:
(WT) (Weak translation) For all except $o(N)$ elements $x$ of $\mathbb{Z}_{N}$,

$$
|S \cap(S+x)|=s^{2} / N+o(N)
$$

(ST) (Strong translation) For all $T \subset \mathbb{Z}_{N}$ and all except $o(N)$ elements $x$ of $\mathbb{Z}_{N}$,

$$
|S \cap(T+x)|=s t / N+o(N)
$$

$(\mathrm{P}(2))$ (2-pattern) For all except $o(N)$ elements $u_{1}, u_{2}$ of $\mathbb{Z}_{N}$,

$$
\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)=s^{2} / N+o(N)
$$

$(\mathrm{P}(k))(k$-pattern $)$ For all except $o(N)$ elements $u_{1}, \ldots, u_{k}$ of $\mathbb{Z}_{N}$,

$$
\sum_{x} \prod_{i=1}^{k} \chi_{S}\left(x+u_{i}\right)=s^{k} / N^{k-1}+o(N)
$$

$(\mathrm{R}(2))$ (2-representation) For all except $o(N)$ elements $x$ of $\mathbb{Z}_{N}$,

$$
\sum_{u_{1}+u_{2} \equiv x(\bmod N)} \chi_{S}\left(u_{1}\right) \chi_{S}\left(u_{2}\right)=s^{2} / N+o(N)
$$

$(\mathrm{R}(k))$ ( $k$-representation) For all except $o(N)$ elements $x$ of $\mathbb{Z}_{N}$,

$$
\sum_{u_{1}+\cdots+u_{k} \equiv x(\bmod N)} \prod_{i=1}^{k} \chi_{S}\left(u_{i}\right)=s^{k} / N+o\left(N^{k-1}\right)
$$

(EXP) (Exponential sum) For all $j \neq 0$ in $\mathbb{Z}_{N}$,

$$
\sum_{x \in \mathbb{Z}_{N}} \chi_{S}(x) e\left(\frac{j x}{N}\right)=o(N), \quad \text { where } \quad e(y)=e^{2 \pi i y}
$$

(GRAPH) (Quasirandom graph) The graph $G_{S}$ is quasirandom.
(C(2t)) (2t-cycle)
$\sum_{x_{1}, \ldots, x_{2 t}} \chi_{S}\left(x_{1}+x_{2}\right) \chi_{S}\left(x_{2}+x_{3}\right) \cdots \chi_{S}\left(x_{2 t-1}+x_{2 t}\right) \chi_{S}\left(x_{2 t}+x_{1}\right)=s^{2 t}+o\left(N^{2 t}\right)$.
(DENSITY) (Relative density) For all $T \subset \mathbb{Z}_{N}$,

$$
\sum_{x, y} \chi_{T}(x) \chi_{T}(y) \chi_{S}(x+y)=s t^{2} / N+o\left(N^{2}\right)
$$

For all subsets $S \subset \mathbb{Z}_{N}$, the above properties are equivalent. Sets $S$ which satisfy any one of the above conditions will be called quasirandom.

As mentioned in [6], it is possible to replace all occurrences of $o(N)$ in Proposition 3.1 by explicit functions of $N$. We shall prove the following.

Theorem 3.1. Let $G(N)=o(N)$. Define the following properties:
(WT) (Weak translation) For all except $O(G(N))$ elements $x$ of $\mathbb{Z}_{N}$,

$$
|S \cap(S+x)|=s^{2} / N+O(G(N))
$$

(ST) (Strong translation) For all $T \subset \mathbb{Z}_{N}$ and all except $O(G(N))$ elements $x$ of $\mathbb{Z}_{N}$,

$$
|S \cap(T+x)|=s t / N+O(G(N))
$$

$(\mathrm{P}(2))$ (2-pattern) For all except $O(G(N))$ elements $u_{1}, u_{2}$ of $\mathbb{Z}_{N}$,

$$
\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)=s^{2} / N+O(G(N))
$$

$(\mathrm{P}(k))(k$-pattern $)$ For all except $O(G(N))$ elements $u_{1}, \ldots, u_{k}$ of $\mathbb{Z}_{N}$,

$$
\sum_{x} \prod_{i=1}^{k} \chi_{S}\left(x+u_{i}\right)=s^{k} / N^{k-1}+O(G(N))
$$

For all subsets $S \subset \mathbb{Z}_{N}$, the above four properties are equivalent.
Define the following properties:
(EXP) (Exponential sum) For all $j \neq 0$ in $\mathbb{Z}_{N}$,

$$
\sum_{x \in \mathbb{Z}_{N}} \chi_{S}(x) e\left(\frac{j x}{N}\right)=O\left(G(N)^{2} / N\right)
$$

$(\mathrm{R}(2))$ (2-representation) For all except $O(G(N))$ elements $x$ of $\mathbb{Z}_{N}$,

$$
\sum_{u_{1}+u_{2} \equiv x(\bmod N)} \chi_{S}\left(u_{1}\right) \chi_{S}\left(u_{2}\right)=s^{2} / N+O(G(N))
$$

$(\mathrm{R}(k))$ ( $k$-representation) For all except $O(G(N))$ elements $x$ of $\mathbb{Z}_{N}$,

$$
\sum_{u_{1}+\cdots+u_{k} \equiv x(\bmod N)} \prod_{i=1}^{k} \chi_{S}\left(u_{i}\right)=s^{k} / N+O\left(N^{k-2} G(N)\right)
$$

Sets $S$ which satisfy (EXP) also satisfy (ST), (R(2)) and $(\mathrm{R}(k))$.
Proof. We shall prove Theorem 3.1 according to the flowchart in Figure 3.1. Our proof follows the arguments in Theorem 3.1 of [6] with a slight modification. For completeness we give a detailed proof.

$$
\begin{aligned}
& \mathrm{P}(2) \stackrel{(3)}{\Rightarrow} \mathrm{WT} \\
& (2) \Uparrow \\
& \mathrm{P}(k) \underset{(1)}{\stackrel{(4)}{(5)}} \mathrm{ST} \stackrel{(6)}{\Rightarrow} \mathrm{R}(2) \stackrel{(7)}{\Rightarrow} \mathrm{R}(k)
\end{aligned}
$$

EXP

Fig. 3.1
(1) $(\mathrm{ST}) \Rightarrow(\mathrm{P}(k))$.

For $k=2,(\mathrm{P}(k))$ follows at once from (ST) by taking $T=-S$. Now assume that $(\mathrm{ST}) \Rightarrow(\mathrm{P}(k))$ for all values less than some $k \geq 3$. Let $u_{1}, \ldots, u_{k}$ $\in \mathbb{Z}_{N}$, and define $T=\bigcap_{i=1}^{k-1}\left(S-u_{i}\right)$. Then $|T|=s^{k-1} / N^{k-2}+O(G(N))$. Applying (ST) to the sets $S$ and $T$, we have

$$
\begin{aligned}
\sum_{x} \prod_{i=1}^{k} \chi_{S}\left(x+u_{i}\right) & =\left|\bigcap_{i=1}^{k}\left(S-u_{i}\right)\right|=\left|T \cap\left(S-u_{k}\right)\right|=\left|\left(T+u_{k}\right) \cap S\right| \\
& =s^{k} / N^{k-1}+O(G(N)) .
\end{aligned}
$$

(2) $(\mathrm{P}(k)) \Rightarrow(\mathrm{P}(2))$.

For $k=2$, we immediately get $(\mathrm{P}(2))$. Assume that $(\mathrm{P}(k)) \Rightarrow(\mathrm{P}(2))$ for all values less than some $k \geq 3$. Then

$$
\begin{aligned}
& \sum_{u_{1}, \ldots, u_{k}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \cdots \chi_{S}\left(x+u_{k}\right)\right)^{2} \\
&=\sum_{u_{1}, u_{2}} \sum_{u_{3}, \ldots, u_{k}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \cdots \chi_{S}\left(x+u_{k}\right)\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \geq \sum_{u_{1}, u_{2}} \frac{1}{N^{k-2}}\left(\sum_{u_{3}, \ldots, u_{k}} \sum_{x} \chi_{S}\left(x+u_{1}\right) \cdots \chi_{S}\left(x+u_{k}\right)\right)^{2} \\
& =\sum_{u_{1}, u_{2}} \frac{1}{N^{k-2}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right) \sum_{u_{3}, \ldots, u_{k}} \chi_{S}\left(x+u_{3}\right) \cdots \chi_{S}\left(x+u_{k}\right)\right)^{2} \\
& =\sum_{u_{1}, u_{2}} \frac{1}{N^{k-2}}\left(s^{k-2} \sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)\right)^{2} \\
& =\frac{s^{2 k-4}}{N^{k-2}} \sum_{u_{1}, u_{2}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)\right)^{2}
\end{aligned}
$$

On the other hand, by $(\mathrm{P}(k))$ we get

$$
\sum_{u_{1}, \ldots, u_{k}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \cdots \chi_{S}\left(x+u_{k}\right)\right)^{2}=s^{2 k} / N^{k-2}+O\left(N^{k+1} G(N)\right)
$$

Thus,

$$
\sum_{u_{1}, u_{2}}\left(\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)\right)^{2} \leq s^{4}+O\left(N^{3} G(N)\right)
$$

Since

$$
\sum_{u_{1}, u_{2}} \sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)=\sum_{x}\left(\sum_{u_{1}} \chi_{S}\left(x+u_{1}\right)\right)\left(\sum_{u_{2}} \chi_{S}\left(x+u_{2}\right)\right)=s^{2} N
$$

we immediately get $(\mathrm{P}(2))$.
(3) $(\mathrm{P}(2)) \Rightarrow(\mathrm{WT})$.

From $(\mathrm{P}(2))$ we know that, for all except $O(G(N))$ elements $u_{1}, u_{2}$ of $\mathbb{Z}_{N}$,

$$
\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)=s^{2} / N+O(G(N))
$$

On the other hand,

$$
\sum_{x} \chi_{S}\left(x+u_{1}\right) \chi_{S}\left(x+u_{2}\right)=\sum_{y} \chi_{S}(y) \chi_{S}\left(y+u_{2}-u_{1}\right)=\left|S \cap\left(S+u_{2}-u_{1}\right)\right|
$$

Thus (WT) follows.
(4) $(\mathrm{WT}) \Rightarrow(\mathrm{ST})$.

Let $T \subset \mathbb{Z}_{N}$. By (WT), for all $a \in \mathbb{Z}_{N}$ and all except $O(G(N))$ elements $b$ of $\mathbb{Z}_{N}$, we have $|(S-a) \cap(S-b)|=s^{2} / N+O(G(N))$. Thus,

$$
\sum_{a \in T} \sum_{b \in T}|(S-a) \cap(S-b)|=s^{2} t^{2} / N+O\left(N^{2} G(N)\right)
$$

so that

$$
\begin{aligned}
\sum_{x}|(S-x) \cap T|^{2} & =\sum_{x}\left(\sum_{c} \chi_{S}(x+c) \chi_{T}(c)\right)^{2} \\
& =\sum_{a} \sum_{b} \sum_{x} \chi_{S}(x+a) \chi_{S}(x+b) \chi_{T}(a) \chi_{T}(b) \\
& =\sum_{a \in T} \sum_{b \in T}|(S-a) \cap(S-b)|=s^{2} t^{2} / N+O\left(N^{2} G(N)\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{x}|(S-x) \cap T| & =\sum_{x} \sum_{a} \chi_{S}(a+x) \chi_{T}(a) \\
& =\sum_{a} \chi_{T}(a) \sum_{x} \chi_{S}(a+x)=s t
\end{aligned}
$$

we have

$$
|S \cap(T+x)|=|(S-x) \cap T|=s t / N+O(G(N)) .
$$

(5) $(\mathrm{EXP}) \Rightarrow(\mathrm{ST})$.

Define the matrix $M=\left(m_{i j}\right)=\left(\chi_{S}(j-i)\right)$. Then $M$ has eigenvalues $\lambda_{j}=\sum_{x} \chi_{S}(x) e(j x / N), j \in \mathbb{Z}_{N}$. Let $\lambda=\max _{j \neq 0}\left|\lambda_{j}\right|$. By (EXP), $\lambda=$ $O\left(G(N)^{2} / N\right)$. Fix $T \subset \mathbb{Z}_{N}$ of size $t=|T|$. Define $\overline{1}=(1, \ldots, 1)^{\operatorname{tr}}$ and

$$
\bar{\chi}_{T}=\left(\chi_{T}(0), \ldots, \chi_{T}(N-1)\right)^{\operatorname{tr}}, \quad \bar{V}_{T}=\left(V_{T}(0), \ldots, V_{T}(N-1)\right)^{\operatorname{tr}}
$$

where

$$
V_{T}(i)=\frac{1}{N-t}\left(-1+\frac{N}{t} \chi_{S}(i)\right)
$$

Thus,

$$
\bar{\chi}_{T}=\frac{t(N-t)}{N}\left(\frac{1}{N-t} \cdot \overline{1}+\bar{V}_{T}\right)
$$

and $\left\langle\overline{1}, \bar{V}_{T}\right\rangle=0$. Also,

$$
\left\|\bar{V}_{T}\right\|=\left(\frac{1}{t}+\frac{1}{N-t}\right)^{1 / 2}, \quad M \bar{\chi}_{T}=\frac{s t}{N} \cdot \overline{1}+\frac{t(N-t)}{N} M \bar{V}_{T} .
$$

Now suppose that for any $c>0$,

$$
\begin{equation*}
\sum_{x}| | S \cap(T+x)\left|-\frac{s t}{N}\right|>\frac{3 \operatorname{cst} G(N)}{N} \tag{3.1}
\end{equation*}
$$

Define

$$
W=\left\{y| ||S \cap(T+y)|-\frac{s t}{N} \left\lvert\,>\frac{\operatorname{cst} G(N)}{N^{2}}\right.\right\} .
$$

Then $w=|W|$ must satisfy $w>2 \operatorname{cs} G(N) / N$, since otherwise

$$
\begin{aligned}
\sum_{y \in \mathbb{Z}_{N}}| | S \cap(T+y) \mid- & \left.\frac{s t}{N} \right\rvert\, \\
& =\sum_{y \in W}| | S \cap(T+y)\left|-\frac{s t}{N}\right|+\sum_{y \notin W}| | S \cap(T+y)\left|-\frac{s t}{N}\right| \\
& \leq w t+\frac{\operatorname{cst} G(N)}{N^{2}} \cdot N \leq \frac{3 \operatorname{cst} G(N)}{N}
\end{aligned}
$$

which contradicts (3.1).
Assume without loss of generality that

$$
W^{\prime}=\left\{y \in W| | S \cap(T+y) \left\lvert\,>\frac{s t}{N}+\frac{\operatorname{cst} G(N)}{N^{2}}\right.\right\}
$$

satisfies $w^{\prime}=\left|W^{\prime}\right|>\operatorname{cs} G(N) / N$. Thus,

$$
\begin{equation*}
\sum_{y \in W^{\prime}}|S \cap(T+y)|>w^{\prime} s t\left(\frac{1}{N}+\frac{c G(N)}{N^{2}}\right) . \tag{3.2}
\end{equation*}
$$

Let $W^{\prime \prime}=-W^{\prime}$ and define

$$
\bar{\chi}_{W^{\prime \prime}}=\left(\chi_{W^{\prime \prime}}(0), \ldots, \chi_{W^{\prime \prime}}(N-1)\right)^{\mathrm{tr}}, \quad \bar{V}_{W^{\prime \prime}}=\left(V_{0}^{\prime \prime}, \ldots, V_{N-1}^{\prime \prime}\right)^{\mathrm{tr}},
$$

where

$$
V_{i}^{\prime \prime}=\frac{1}{N-t}\left(-1+\frac{N}{t} \chi_{W^{\prime \prime}}(i)\right) .
$$

As before,

$$
\bar{\chi}_{W^{\prime \prime}}=\frac{w^{\prime}\left(N-w^{\prime}\right)}{N}\left(\frac{1}{N-w^{\prime}} \cdot \overline{1}+\bar{V}_{W^{\prime \prime}}\right)
$$

with $\left\langle\overline{1}, \bar{V}_{W^{\prime \prime}}\right\rangle=0$, and

$$
\left\|\bar{V}_{W^{\prime \prime}}\right\|=\left(\frac{1}{w^{\prime}}+\frac{1}{N-w^{\prime}}\right)^{1 / 2} .
$$

By (3.2) we have

$$
\begin{align*}
\left\langle\bar{\chi}_{W^{\prime \prime}}, M \bar{\chi}_{T}\right\rangle & =\sum_{i, j} \chi_{W^{\prime \prime}}(i) m_{i j} \chi_{T}(j)=\sum_{i, j} \chi_{W^{\prime \prime}}(i) \chi_{S}(j-i) \chi_{T}(j)  \tag{3.3}\\
& =\sum_{i \in W^{\prime \prime}}|T \cap(S+i)| \\
& =\sum_{y \in W^{\prime}}|S \cap(T+y)|>w^{\prime} s t\left(\frac{1}{N}+\frac{c G(N)}{N^{2}}\right)
\end{align*}
$$

On the other hand,

$$
\begin{align*}
\left\langle\bar{\chi}_{W^{\prime \prime}}, M \bar{\chi}_{T}\right\rangle= & \left\langle\frac{w^{\prime}}{N} \cdot \overline{1}+\frac{w^{\prime}\left(N-w^{\prime}\right)}{N} \bar{V}_{W^{\prime \prime}}, \frac{s t}{N} \cdot \overline{1}+\frac{t(N-t)}{N} M_{T}\right\rangle  \tag{3.4}\\
= & \frac{w^{\prime} s t}{N}+\frac{w^{\prime}\left(N-w^{\prime}\right) t(N-t)}{N^{2}}\left\langle\bar{V}_{W^{\prime \prime}}, M \bar{V}_{T}\right\rangle \\
\leq & \frac{w^{\prime} s t}{N}+\frac{w^{\prime}\left(N-w^{\prime}\right) t(N-t)}{N^{2}} \lambda\left\|\bar{V}_{W^{\prime \prime}}\right\| \cdot\left\|\bar{V}_{T}\right\| \\
= & \frac{w^{\prime} s t}{N}+\frac{w^{\prime}\left(N-w^{\prime}\right) t(N-t)}{N^{2}} \cdot O\left(\frac{G(N)^{2}}{N}\right) \\
& \times\left(\frac{1}{t}+\frac{1}{n-t}\right)^{1 / 2}\left(\frac{1}{w^{\prime}}+\frac{1}{n-w^{\prime}}\right)^{1 / 2} \\
= & \frac{w^{\prime} s t}{N}+\frac{\left(w^{\prime}\left(N-w^{\prime}\right) t(N-t)\right)^{1 / 2}}{N} \cdot O\left(\frac{G(N)^{2}}{N}\right) \\
= & \frac{w^{\prime} s t}{N}+O\left(\frac{\left(w^{\prime} t\right)^{1 / 2} G(N)^{2}}{N}\right) \\
= & \frac{w^{\prime} s t}{N}+O\left(\frac{w^{\prime} s t}{N} \cdot \frac{G(N)^{3 / 2}}{N^{3 / 2} c^{1 / 2}}\right)
\end{align*}
$$

Now from (3.3) and (3.4) we get $c \ll(G(N) / N)^{1 / 3}$, which is impossible, since $c$ is arbitrary. Therefore

$$
\sum_{x}| | S \cap(T+x)\left|-\frac{s t}{N}\right| \ll \frac{s t G(N)}{N}
$$

Thus we have $|S \cap(T+x)|=s t / N+O(G(N))$.
(6) $(\mathrm{ST}) \Rightarrow(\mathrm{R}(2))$.

Choose $T=-S$ in (ST), so that $\chi_{T}(z)=\chi_{S}(-z)$. Then

$$
\sum_{x \in \mathbb{Z}_{N}} \chi_{S}(y) \chi_{T}(y-x)=\sum_{y} \chi_{S}(y) \chi_{S}(x-y)=s^{2} / N+O(G(N))
$$

which is just $(R(2))$.
(7) $(\mathrm{R}(2)) \Rightarrow(\mathrm{R}(k))$.

For $k=2,(\mathrm{R}(2)) \Rightarrow(\mathrm{R}(k))$ holds. Now assume it holds for all values less than some fixed value of $k \geq 3$. We have

$$
\begin{aligned}
\sum_{x}\left(\sum_{u_{1}+\cdots+u_{k}=x}\right. & \left.\chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right)\right)^{2} \\
& =\sum_{x}\left(\sum_{u_{1}+y=x} \chi_{S}\left(u_{1}\right) \sum_{u_{2}+\cdots+u_{k}=y} \chi_{S}\left(u_{2}\right) \cdots \chi_{S}\left(u_{k}\right)\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{x}\left(\sum_{y} \chi_{S}(x-y) \sum_{u_{2}+\cdots+u_{k}=y} \chi_{S}\left(u_{2}\right) \cdots \chi_{S}\left(u_{k}\right)\right)^{2} \\
& =\sum_{x}\left(\sum_{y} \chi_{S}(x-y)\left(s^{k-1} / N+O\left(N^{k-3} G(N)\right)\right)\right)^{2}+O\left(N^{2 k-3} G(N)^{2}\right) \\
& =\sum_{x}\left(\sum_{y} \chi_{S}(x-y)\right)^{2}\left(s^{2 k-2} / N^{2}+O\left(N^{2 k-5} G(N)\right)\right)+O\left(N^{2 k-3} G(N)^{2}\right) \\
& =s^{2 k} / N+O\left(N^{2 k-2} G(N)\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
& \sum_{x} \sum_{u_{1}+\cdots+u_{k}=x} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right) \\
& \quad=\sum_{x} \sum_{u_{1}} \cdots \sum_{u_{k-1}} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k-1}\right) \chi_{S}\left(x-u_{1}-\cdots-u_{k-1}\right) \\
& \quad=\sum_{u_{1}} \cdots \sum_{u_{k-1}} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k-1}\right) \sum_{x} \chi_{S}\left(x-u_{1}-\cdots-u_{k-1}\right)=s^{k}
\end{aligned}
$$

we have $\sum_{u_{1}+\cdots+u_{k}=x} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right)=s^{k} / N+O\left(N^{k-2} G(N)\right)$.
4. Proof of Theorem 1.2. Now we shall use Theorem 3.1 to study the pseudorandomness of the Liouville function $\lambda(n)$. We need the following lemma.

## Lemma 4.1.

(I) For any real number $H>0$ and $x>x_{0}(H)$, we have

$$
\left|\sum_{n \leq x} \lambda(n) e(n \alpha)\right|<x(\log x)^{-H} \quad \text { for all } 0 \leq \alpha \leq 1
$$

(II) Under GRH, for $\varepsilon>0$ and $x>x_{1}(\varepsilon)$, we have

$$
\left|\sum_{n \leq x} \lambda(n) e(n \alpha)\right|<x^{3 / 4+\varepsilon} \quad \text { for all } 0 \leq \alpha \leq 1
$$

Proof. Part (I) is Lemma 2 of [19], and (II) is the Theorem of [1].
Now we prove Theorem 1.2. Recall that

$$
\lambda^{\prime}(n)= \begin{cases}\lambda(n) & \text { if } 1 \leq n \leq N, \\ \lambda(n-N) & \text { if } N+1 \leq n \leq 2 N\end{cases}
$$

and set

$$
S=\left\{n \mid \lambda^{\prime}(n)=1,1 \leq n \leq N\right\} \subset \mathbb{Z}_{N}
$$

Let $A>0$ be any fixed integer, recall that

$$
F_{1}(N)= \begin{cases}N(\log N)^{-A} & \text { unconditionally } \\ N^{7 / 8+\varepsilon} & \text { under GRH }\end{cases}
$$

and define

$$
F_{2}(N)= \begin{cases}N(\log N)^{-A} & \text { unconditionally } \\ N^{3 / 4+\varepsilon} & \text { under GRH }\end{cases}
$$

It is obvious that

$$
F_{1}(N)=O\left(N^{1 / 2} F_{2}(N)^{1 / 2}\right)
$$

By Lemma 4.1 we easily get

$$
\begin{aligned}
s & =|S|=\sum_{\substack{n=1 \\
\lambda^{\prime}(n)=1}}^{N} 1=\sum_{\substack{n=1 \\
\lambda(n)=1}}^{N} 1=\frac{1}{2} \sum_{n=1}^{N}(\lambda(n)+1)=\frac{N}{2}+\frac{1}{2} \sum_{n=1}^{N} \lambda(n) \\
& =\frac{N}{2}+O\left(F_{2}(N)\right)
\end{aligned}
$$

For all $j \neq 0$ in $\mathbb{Z}_{N}$, we have

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}_{N}} \chi_{S}(n) e\left(\frac{j n}{N}\right) & =\sum_{\substack{n=1 \\
\lambda(n)=1}}^{N} e\left(\frac{j n}{N}\right)=\frac{1}{2} \sum_{n=1}^{N}(\lambda(n)+1) e\left(\frac{j n}{N}\right) \\
& =\frac{1}{2} \sum_{n=1}^{N} \lambda(n) e\left(\frac{j n}{N}\right)=O\left(F_{2}(N)\right)
\end{aligned}
$$

Then from Theorem 3.1 we know that for all except $O\left(F_{1}(N)\right)$ elements $u_{1}, u_{2}$ of $\mathbb{Z}_{N}$,

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}_{N}} \chi_{S}\left(n+u_{1}\right) \chi_{S}\left(n+u_{2}\right)=\frac{s^{2}}{N}+O\left(F_{1}(N)\right)=\frac{N}{4}+O\left(F_{1}(N)\right) \tag{4.1}
\end{equation*}
$$

and for all except $O\left(F_{1}(N)\right)$ elements $u_{1}, \ldots, u_{k}$ of $\mathbb{Z}_{N}$,

$$
\begin{align*}
\sum_{n \in \mathbb{Z}_{N}} \chi_{S}\left(n+u_{1}\right) \cdots \chi_{S}\left(n+u_{k}\right) & =\frac{s^{k}}{N^{k-1}}+O\left(F_{1}(N)\right)  \tag{4.2}\\
& =\frac{N}{2^{k}}+O\left(F_{1}(N)\right)
\end{align*}
$$

Noting that

$$
\begin{align*}
& \sum_{n \in \mathbb{Z}_{N}} \chi_{S}\left(n+u_{1}\right) \chi_{S}\left(n+u_{2}\right)=\sum_{\substack{n=1 \\
\lambda^{\prime}\left(n+u_{1}\right)=1 \\
\lambda^{\prime}\left(n+u_{2}\right)=1}}^{N} 1  \tag{4.3}\\
& =\frac{1}{4} \sum_{n=1}^{N}\left(\lambda^{\prime}\left(n+u_{1}\right)+1\right)\left(\lambda^{\prime}\left(n+u_{2}\right)+1\right) \\
& =\frac{1}{4} \sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \lambda^{\prime}\left(n+u_{2}\right)+\frac{1}{4} \sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right)+\frac{1}{4} \sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{2}\right)+\frac{N}{4},
\end{align*}
$$

from Lemma 4.1, (4.1) and (4.3) we get

$$
\sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \lambda^{\prime}\left(n+u_{2}\right)=O\left(F_{1}(N)\right)
$$

Now suppose that for all except $O\left(F_{1}(N)\right)$ elements $u_{1}, \ldots, u_{k-1}$ of $\mathbb{Z}_{N}$,

$$
\sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \cdots \lambda^{\prime}\left(n+u_{k-1}\right)=O\left(F_{1}(N)\right)
$$

Then we have

$$
\begin{align*}
& \sum_{n \in \mathbb{Z}_{N}} \chi_{S}\left(n+u_{1}\right) \cdots \chi_{S}\left(n+u_{k}\right)=\sum_{\substack{n=1 \\
\lambda^{\prime}\left(n+u_{1}\right)=1 \\
\lambda^{\prime}\left(n+u_{k}\right)=1}}^{N} 1  \tag{4.4}\\
&= \frac{1}{2^{k}} \sum_{n=1}^{N}\left(\lambda^{\prime}\left(n+u_{1}\right)+1\right) \cdots\left(\lambda^{\prime}\left(n+u_{k}\right)+1\right) \\
&= \frac{1}{2^{k}} \sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \cdots \lambda^{\prime}\left(n+u_{k}\right)+\frac{1}{2^{k}} \sum_{n=1}^{N} 1+O\left(F_{1}(N)\right)
\end{align*}
$$

Combining (4.2) and (4.4), we get

$$
\sum_{n=1}^{N} \lambda^{\prime}\left(n+u_{1}\right) \cdots \lambda^{\prime}\left(n+u_{k}\right)=O\left(F_{1}(N)\right)
$$

for all except $O\left(F_{1}(N)\right)$ elements $u_{1}, \ldots, u_{k}$ of $\mathbb{Z}_{N}$.
Using similar methods and Theorem 3.1 we obtain

$$
\sum_{\substack{n_{1}=1 \\ 1+\cdots+n_{k} \equiv x(\bmod N)}}^{N} \cdots \sum_{\substack{n_{k}=1 \\ 1}} \lambda\left(n_{1}\right) \cdots \lambda\left(n_{k}\right)=O\left(N^{k-2} F_{1}(N)\right)
$$

for all except $O\left(F_{1}(N)\right)$ elements $x$ of $\mathbb{Z}_{N}$. This proves Theorem 1.2.
5. Proof of Theorems 1.3 and 1.4. We need the following lemmas.

Lemma 5.1. Let $Q \geq 2$ be an integer. Then

$$
\frac{1}{Q} \sum_{a=1}^{Q} e\left(\frac{a r}{Q}\right)= \begin{cases}1 & \text { if } r \equiv 0(\bmod Q) \\ 0 & \text { if } r \not \equiv 0(\bmod Q)\end{cases}
$$

Lemma 5.2 (Parseval's identity). Let $Q \geq 2$ be an integer and $f: \mathbb{Z}_{Q} \rightarrow$ $\mathbb{C}$ be any function. If there exists a function $g: \mathbb{Z}_{Q} \rightarrow \mathbb{C}$ such that

$$
f(x)=\sum_{j=1}^{Q} g(j) e\left(-\frac{j x}{Q}\right), \quad x \in \mathbb{Z}_{Q}
$$

then

$$
\sum_{x=1}^{Q}|f(x)|^{2}=Q \sum_{x=1}^{Q}|g(x)|^{2}
$$

Proof. By Lemma 5.1 we get

$$
\begin{aligned}
\sum_{x=1}^{Q}|f(x)|^{2} & =\sum_{x=1}^{Q} \sum_{j_{1}=1}^{Q} \sum_{j_{2}=1}^{Q} \overline{g\left(j_{1}\right)} g\left(j_{2}\right) e\left(\frac{x\left(j_{1}-j_{2}\right)}{Q}\right) \\
& =\sum_{j_{1}=1}^{Q} \sum_{j_{2}=1}^{Q} \overline{g\left(j_{1}\right)} g\left(j_{2}\right) \sum_{x=1}^{Q} e\left(\frac{x\left(j_{1}-j_{2}\right)}{Q}\right)=Q \sum_{j=1}^{Q}|g(j)|^{2}
\end{aligned}
$$

Now we prove Theorem 1.3. By Lemma 5.1 we have

$$
\begin{aligned}
R_{k}(x ; Q, N) & =\sum_{\substack{n_{1}=1 \\
n_{1}+\cdots+n_{k} \equiv x(\bmod Q)}}^{N} \lambda \sum_{n_{k}=1}^{N} \lambda\left(n_{1}\right) \cdots \lambda\left(n_{k}\right) \\
& =\frac{1}{Q} \sum_{n_{1}=1}^{N} \cdots \sum_{n_{k}=1}^{N} \lambda\left(n_{1}\right) \cdots \lambda\left(n_{k}\right) \sum_{a=1}^{Q} e\left(\frac{a\left(n_{1}+\cdots+n_{k}-x\right)}{Q}\right) \\
& =\frac{1}{Q} \sum_{a=1}^{Q} e\left(-\frac{a x}{Q}\right) \sum_{n_{1}=1}^{N} \lambda\left(n_{1}\right) e\left(\frac{a n_{1}}{N}\right) \cdots \sum_{n_{k}=1}^{N} \lambda\left(n_{k}\right) e\left(\frac{a n_{k}}{N}\right) \\
& =\frac{1}{Q} \sum_{a=1}^{Q} e\left(-\frac{a x}{Q}\right)\left(\sum_{n=1}^{N} \lambda(n) e\left(\frac{a n}{N}\right)\right)^{k} \\
& =\frac{1}{Q} \sum_{a=1}^{Q} e\left(-\frac{a x}{Q}\right) S^{k}(a, N)
\end{aligned}
$$

say, where $S(a, N)=\sum_{n=1}^{N} \lambda(n) e(a n / N)$. So we have

$$
\begin{align*}
R_{k}(x ; Q, N) & \ll \frac{1}{Q} \sum_{a=1}^{Q}|S(a, N)|^{k}  \tag{5.1}\\
& \ll \max _{1 \leq b \leq Q}|S(b, N)|^{k-2} \frac{1}{Q} \sum_{a=1}^{Q}|S(a, N)|^{2}
\end{align*}
$$

By Lemma 5.1 we have

$$
\begin{align*}
& \frac{1}{Q} \sum_{a=1}^{Q}|S(a, N)|^{2}=\frac{1}{Q} \sum_{a=1}^{Q} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} \lambda\left(n_{1}\right) \lambda\left(n_{2}\right) e\left(\frac{a\left(n_{1}-n_{2}\right)}{Q}\right)  \tag{5.2}\\
&= \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} \lambda\left(n_{1}\right) \lambda\left(n_{2}\right) \frac{1}{Q} \sum_{a=1}^{Q} e\left(\frac{a\left(n_{1}-n_{2}\right)}{Q}\right) \\
& \ll \sum_{\substack{1 \leq n_{1}, n_{2} \leq N \\
n_{1}-n_{2} \equiv 0(\bmod Q)}} 1 \ll N^{2} Q^{-1} .
\end{align*}
$$

Let $A>0$ be any fixed integer, and recall that

$$
F_{2}(N)= \begin{cases}N(\log N)^{-A} & \text { unconditionally } \\ N^{3 / 4+\varepsilon} & \text { under GRH }\end{cases}
$$

From Lemma 4.1 we know that

$$
\begin{equation*}
|S(b, N)|=O\left(F_{2}(N)\right) \quad \text { for all } b \tag{5.3}
\end{equation*}
$$

Now the case $k \geq 3$ of Theorem 1.3 follows from (5.1)-(5.3).
For $k=2$, by Lemma 5.2 , (5.2) and (5.3) we have

$$
\begin{aligned}
\sum_{x=1}^{Q}\left|R_{2}(x ; Q, N)\right|^{2} & =Q^{-1} \sum_{a=1}^{Q}|S(a, N)|^{4} \\
& \ll \max _{1 \leq b \leq Q}|S(b, N)|^{2} \frac{1}{Q} \sum_{a=1}^{Q}|S(a, N)|^{2} \\
& \ll F_{2}(N)^{2} N^{2} Q^{-1}
\end{aligned}
$$

Hence the case $k=2$ of Theorem 1.3 follows.
Now we prove Theorem 1.4. By Proposition 3.1 we know that (EXP) $\Leftrightarrow$ $(\mathrm{R}(k))$. It is obvious that $(\mathrm{SR}(k)) \Rightarrow(\mathrm{R}(k))$. Thus we only need to prove that $(\mathrm{EXP}) \Rightarrow(\mathrm{SR}(k))$.

By Lemma 5.1 we have

$$
\begin{aligned}
& \sum_{\begin{array}{c}
u_{1}=1 \\
u_{1}+\cdots+u_{k} \equiv x(\bmod N)
\end{array}}^{N} \cdots \sum_{\substack{u_{k}=1 \\
N}} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right) \\
& \quad=\frac{1}{N} \sum_{u_{1}=1}^{N} \cdots \sum_{u_{k}=1}^{N} \chi_{S}\left(u_{1}\right) \cdots \chi_{S}\left(u_{k}\right) \sum_{a=1}^{N} e\left(\frac{a\left(u_{1}+\cdots+u_{k}-x\right)}{N}\right) \\
& \quad=\frac{1}{N} \sum_{a=1}^{N} e\left(-\frac{a x}{N}\right)\left(\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right)^{k} \\
& \quad=s^{k} / N+\frac{1}{N} \sum_{a=1}^{N-1} e\left(-\frac{a x}{N}\right)\left(\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right)^{k}
\end{aligned}
$$

It is easy to show that

$$
\begin{gathered}
\frac{1}{N} \sum_{a=1}^{N-1} e\left(-\frac{a x}{N}\right)\left(\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right)^{k} \ll \frac{1}{N} \sum_{a=1}^{N-1}\left|\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right|^{k} \\
\ll \max _{1 \leq b \leq N-1}\left|\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{b u}{N}\right)\right|^{k-2} \cdot \frac{1}{N} \sum_{a=1}^{N-1}\left|\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right|^{2}
\end{gathered}
$$

Noting that

$$
\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{b u}{N}\right)=o(N) \quad \text { for all } b \neq 0 \text { in } \mathbb{Z}_{N}
$$

and

$$
\begin{gathered}
\frac{1}{N} \sum_{a=1}^{N-1}\left|\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right|^{2}=\frac{1}{N} \sum_{a=1}^{N}\left|\sum_{u=1}^{N} \chi_{S}(u) e\left(\frac{a u}{N}\right)\right|^{2}-\frac{s^{2}}{N} \\
=\frac{1}{N} \sum_{u_{1}=1}^{N} \chi_{S}\left(u_{1}\right) \sum_{u_{2}=1}^{N} \chi_{S}\left(u_{2}\right) \sum_{a=1}^{N} e\left(\frac{a\left(u_{1}-u_{2}\right)}{N}\right)-\frac{s^{2}}{N} \\
=\sum_{u=1}^{N} \chi_{S}(u)^{2}-\frac{s^{2}}{N}=s-\frac{s^{2}}{N}
\end{gathered}
$$

we conclude that

$$
\left.\sum_{\substack{u_{1}=1 \\ u_{1}+\cdots+u_{k} \equiv x(\bmod N)}}^{N} \cdots \sum_{\substack{u_{k}=1 \\ u_{S}}}^{N} \chi_{S}\right) \cdots \chi_{S}\left(u_{k}\right)=s^{k} / N+o\left(N^{k-1}\right) \quad \text { for all } x \in \mathbb{Z}_{N}
$$

This completes the proof of Theorem 1.4.

6．Conclusion．In this paper，the pseudorandomness of the Liouville function has been studied，and some estimates were obtained．Furthermore， we studied quasirandom properties of subsets of $\mathbb{Z}_{N}$ ．As mentioned in［6］， it is natural to explore the possible links of these ideas to pseudorandom sequences．We hope to do this soon in a forthcoming paper．
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