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1. Introduction. Given an irrational θ and some x ∈ [0, 1) = S1 (all
addition in S1 is taken modulo one), let

(1.1) f(x) = χ[0,1/2)(x)− χ[1/2,1)(x).

With θ fixed, the 1/2-discrepancy sums of the sequence {x+iθ} are given by

Sn(x) =
n−1∑
i=0

f(x+ iθ).

Two results are classical in this setting, for any irrational θ and for all x:

(1.2) Sn(x) ∈ o(n), Sn(x) /∈ O(1).

The first restriction is due to unique ergodicity of the underlying rotation,
and the second is a theorem of Kesten [10].

We will use standard continued fraction notation; partial quotients are
denoted ai(θ), and convergents are denoted pi(θ)/qi(θ). When θ is clear
from context we will simply write ai, pi and qi. The distance from x to the
nearest integer is denoted ‖x‖. As θ ∈ (0, 1) without loss of generality, we
will assume that a0(θ) = 0 and omit this term, writing simply

θ = [a1, a2, a3, . . .] =
1

a1 +
1

a2 +
1

a3 +
.. .

.

All necessary background in continued fractions may be found in [11]. The
Gauss map will be denoted by γ; it acts as the noninvertible shift on the
sequence of partial quotients:

(1.3) γ(θ) =
1

θ
mod 1, γ([a1, a2, . . .]) = [a2, a3, . . .].
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Our goal is to investigate what behavior is possible for the sequence
Sn(x) within the constraints of (1.2). Because Sn is not monotone, however,
it will be more convenient to consider the following sequences, which track
the maximal and minimal discrepancies, as well as the range of values taken:

Mn(x) = max{Si(x) : i = 1, . . . , n− 1},(1.4)

mn(x) = min{Si(x) : i = 1, . . . , n− 1},(1.5)

ρn(x) = Mn(x)−mn(x) + 1.(1.6)

It is worth clarifying that mn is taken as a minimum over integers, and
as such can generally be expected to be negative. It is a matter of later
convenience that i = 0 is not considered: for example, M1(0) = m1(0) =
S1(0) = 1.

We will develop a renormalization procedure through which the sequence
of values f(x+ iθ) can be determined from a sequence of substitutions. Let
θ < 1/2 and A = [0, 1/2), B = [1/2, 1 − θ), C = [1 − θ, 1). If we wish to
change which interval certain endpoints belong to (for example, if we wish
for A to be closed and B to be open), we will say that we make a change of
endpoints of the intervals A, B, and C. Our central result is the following:

Theorem 1.1. Given any irrational θ and any x ∈ [0, 1), there is a
sequence of words ωi (some of which may be empty) and substitutions σi
(infinitely many are not identity), both defined on the alphabet {A,B,C},
given by a dynamic process depending on x and θ, such that the infinite word
given by

(1.7) ω0σ0(ω1σ1(ω2σ2(. . .)))

encodes the orbit of x up to at most two errors. Alternately, the coding
is exact up to a change of endpoints of the intervals A, B, and C. The
dependence of σi on θ and of ωi on (x, θ) is explicit.

There is one special point x(θ) for which all ωi may be taken to be the
empty word, in which case the infinite word

(1.8) lim
n→∞

(σ0 ◦ σ1 ◦ · · · ◦ σn−1)(ω)

will encode the orbit of x(θ) regardless of the choice of nonempty word ω.
The orbit of zero can alternately be determined by

(1.9) lim
n→∞

(σ′0 ◦ σ′1 ◦ · · · ◦ σ′n−1)(ω′n−1),

where σ′n are either substitutions or a different map. This distinction and
the word ω′n are explicitly presented.

We will include some remarks regarding the point x(θ) (including a com-
plete characterization in Proposition 4.3 of those θ for which x(θ) = 0), as
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well as proving that the sequence of substitutions σi is eventually periodic
if and only if θ is a quadratic surd (Proposition 4.4).

As (0, 1/2) ⊂ A and (1/2, 1) ⊂ (B ∪ C), any change of endpoints is
completely irrelevant to the asymptotic growth rates of Mn(x), mn(x), and
ρn(x). While Theorem 1.1 provides a way to produce the orbit of an arbitrary
point, computation of the words ωi is a nontrivial task. However, for the
special point x(θ) and for 0, the process is much simpler. We will show that
given any growth condition that does not violate (1.2), such behavior is seen
to be possible:

Theorem 1.2. Suppose that {cn} and {dn} are two increasing sequences
of positive real numbers, both in o(n), the differences

∆cn = cn+1 − cn
are in O(1) (similarly for {∆dn}), and at least one of {cn}, {dn} is divergent.
Then there is a dense set of θ such that if {cn} is divergent, then

lim sup
n→∞

Mn(0)

cn
= 1,

while if {cn} is bounded then so is Mn(0). Similarly, if {dn} is divergent,
then

lim sup
n→∞

|mn(0)|
dn

= 1,

while if {dn} is bounded then so is mn(0).

A closely related result concerns the sequence of values Mn(x)/|mn(x)|:
Theorem 1.3. Let 0 ≤ r1 ≤ r2 ≤ ∞. Then there is a dense set of θ

such that the set of accumulation points of the sequence{
Mn(0)

|mn(0)|
: n = 0, 1, 2, . . .

}
is the interval [r1, r2].

We will also include a partial rederivation of [4, Theorem 1] in Corollary
5.3: a characterization of those θ for which Sn(θ) ≥ 0 for all n ≥ 0.

A classical application of the Denjoy–Koksma inequality is that if the
ai(θ) are drawn from a finite set (such θ are said to be badly approximable
or of finite type), then Sn(x) ∈ O(log n).

Theorem 1.4. If θ is of finite type, then for all x we have ρn(x) ∼ log n,
meaning that the ratio is bounded away from both zero and infinity.

Corollary 1.5. If θ is of finite type, then |Sn(x)| /∈ o(log n) for every x,
and

mn(x) ∈ o(log n) ⇒ Mn(x) ∼ log n,

and vice versa.
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If A ∪ B represents a single interval, then as S1 has been partitioned
into two intervals of length θ and 1− θ, the analogous problem would be to
encode the Sturmian sequences, and generating Sturmian sequences using a
sequence of substitutions is intimately related to continued fraction expan-
sions for numbers: see for example [8, Chapter 6]. The study of substitutions
as they relate to discrepancy sequences of different intervals has been initi-
ated before: in particular, our approach is similar to that developed in [1, 2]
which generates a sequence of substitutions to encode the orbit of the origin
for an arbitrary interval [0, β). Herein the principal differences are:

• the interval [0, 1/2] is fixed, but the technique will allow us to study
arbitrary x (though x = 0 is one particularly nice case that we inves-
tigate);
• the renormalization procedure works directly through the continued

fraction expansion of θ;
• the techniques are constructive, providing a direct procedure for gen-

erating the θ for which Mn and mn have desired growth rates.

The use of continued fraction coefficients to directly extract information also
appears in [12, 13], including a study of one-sided boundedness of sums, the
original motivation (see [4]) for the development of the techniques herein.
Classical studies of discrepancy sums (using a suprememum over all inter-
vals of sequences of similar ergodic sums) have a long history: the reader
should refer to the works of Dupain, Sós, and Schoissengeier (and their coau-
thors). A nonexhaustive list would begin with [6, 15, 16]. The present work
approaches the problem from an ergodic-theoretic perspective and therefore
fixes the interval in question; the term local discrepancy is used to describe
this problem in [14], where the case of an interval of length one-half appears
as a particular example.

2. Symbol spaces, encodings, and substitutions. All background
material pertaining to common definitions in symbolic dynamics and substi-
tution systems may be found in [8, Chapter 1]; we present here only a short
summary of specific notation used herein. Let A = {A,B,C}, and denote
by A∗ the free monoid on A. Given ω ∈ A∗, we denote

ω = (ω)0(ω)1 . . . (ω)n−1,

and say that ω is a word of length n with letters (ω)i drawn from the alpha-
bet A. Note that ωi will refer to a sequence of words indexed by i, while
(ω)i will denote the individual letters of a fixed word ω. This similarity is a
potential source of confusion, but the latter notation is much more common
in this work: we will rarely refer to specific letters in a given word.
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Denote by |ω| the length of ω. Elements in A∗ multiply by concatenation,
and we adopt power notation for this operation: (AB)3 = ABABAB, for
example. The empty word (the identity under concatenation) is denoted ∅.
A factor of ω (of finite or infinite length) is some finite word ψ of length n
such that there is some i for which

(ψ)j = (ω)i+j , j = 0, 1, . . . , n− 1.

If i = 0 then we say ψ is a left factor of ω, and we say ψ is a right factor
of ω if (ψ)n−1 = (ω)|ω|−1. The factor ψ will be called proper if ψ /∈ {ω, ∅}.

Any map σ : A → A∗ may be extended to a map on A∗ be requiring it to
be a homomorphism. The following is nonstandard but natural. Endow AN

with the cylinder topology, and let a finite word ω ∈ A∗ represent a clopen
set: the set of all elements of AN with left factor ω. We may then further
extend σ to a map on AN by defining

σ(ω) =
∞⋂
i=0

σ((ω)0(ω)1 . . . (ω)i−1).

In all of these situations we refer to σ as a substitution.

Given a sequence of words ω0, ω1, . . . such that ωi is a left factor of ωi+1, if
∞⋂
i=0

ωi = {x},

then we say that x ∈ AN is the limit of the words ωi.

Now consider the space S1 = [0, 1) with the map Rθ(x) = x+ θ mod 1
for some irrational θ. Suppose that X is partitioned into three intervals A,
B, and C. Then given a word ω, we say that ω encodes the orbit of x if for
all i ≤ |ω| − 1 we have

(ω)i = A ⇔ x+ iθ ∈ A,
and similarly for B and C. Given a partition, then, to each x ∈ S1 we may
assign an infinite word ω ∈ Ω, the one which encodes the (forward) orbit
of x.

Let D be the discontinuities of (f ◦Riθ)(x) for i = 0, 1, 2, . . . :

D = {−iθ,−iθ + 1/2}, i = 0, 1, 2, . . . .

For each x ∈ D, then, we replace x ∈ S1 with two points, a right and left
limit, denoted x+ and x−. We set

Rθ(0
+) = Rθ(1

−) = θ,

and similarly for (1/2)±; while this makes the rotation two-to-one at these
points, note that with respect to the alphabet A, the symbolic codings for
the forward orbit of θ+ and θ− are identical, so we do not distinguish them.
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We still denote our space by S1. We may now make each of A, B and C
closed, although we have made S1 totally disconnected.

Given an irrational θ, partition S1 = [0+, 1−] according to Table 1 and
in a slight abuse of notation let S1 be the set of all words which encode
orbits with respect to these conventions.

Table 1. The partition S1 = A ∪B ∪ C depending on θ

θ < 1/2 θ > 1/2

A = [0+, 1
2

−
] C = [0+, (1− θ)−]

B = [ 1
2

+
, (1− θ)−] B = [(1− θ)+, 1

2

−
]

C = [(1− θ)+, 1] A = [ 1
2

+
, 1−]

The following lemma is immediate, and immediately explains the appar-
ent ambiguity in the statement of Theorem 1.1:

Lemma 2.1. If ω is an infinite word encoding the orbit of a point x ∈ S1

under rotation by θ, then ω encodes the orbit of some x ∈ S1 without the
introduction of D with at most two errors. Alternately the coding is exact
up to a change of endpoints of the intervals A, B, and C.

Proof. The orbit of any point can hit the endpoints of A, B and C at
most twice.

3. The renormalization procedure. Recall γ, the Gauss map (1.3);
we define a similar map. For irrational θ (whose continued fraction expansion
does not terminate), define

(3.1) g([a1, a2, a3, . . .])

=


[a3, a4, . . .] = γ2(θ) (a1 = 0 mod 2),

[1, a2, a3, . . .] =
1

1 + γ(θ)
(a1 = 1 mod 2, a1 6= 1),

[a2 + 1, a3, . . .] = 1− θ (a1 = 1).

Note that if θ > 1/2, then necessarily g(θ) < 1/2. For rational θ (whose
continued fraction expansion terminates) the definition may be extended by
considering the continued fraction expansion of θ whose final coefficient is of
odd index (see e.g. [4]; rather than assume the final coefficient is not one as
is standard, we assume it to be of odd index). If this index is at least three,
the definition above may be applied without modification, and for length
one expansions we fix g(1/n) = g(0) = 0. It will be convenient to define

(3.2) E(x) = max{n ≤ x : n ∈ Z, n = 0 mod 2}.
The triplet {X,µ, T} refers to a compact probability space {X,µ} and a

continuous transformation T on X which preserves µ. We assume from this
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point forward that θ /∈ Q, and we denote

(3.3) θn = gn(θ), δn = 1− E(a1(θn))θn, In = {S1, µ,Rθn}.
Note that δn = 1 if and only if θ > 1/2; otherwise δn < 1/2.

Partition each In into intervals A, B, and C according to Table 1, and
recall that by convention we have disconnected each In such that all iterates
of the characteristic functions of A, B, and C under Riθn are continuous.
Given {X,µ, T} and a set S ⊂ X, the return time to S is given by

n(x) = min{n > 0 : Tn(x) ∈ S}.
As irrational rotations are minimal, n(x) will be defined for all x ∈ S1 if S
is an interval of positive length. The induced system on S is defined by

{S, µ|S , T |s},
where T |S(x) = Tn(x)(x) for all x ∈ S. Define I ′n+1 ⊂ In by

I ′n+1 = [0+, δ−n ].

Finally, define the substitutions σn = σ(θn) according to Table 2, and
define the functions ϕn = ϕ(θn) according to

(3.4) ϕ(x) =

{
1− x (a1(θ) = 1),

δ−1n x (a1(θ) 6= 1).

Table 2. The substitution σ as a function of θ

Case Substitution

a1 = 2k, a3 6= 1

A→ (Ak+1Bk−1C)(AkBk−1C)a2−1

B → (AkBkC)(AkBk−1C)a2−1

C → (AkBkC)(AkBk−1C)a2

a1 = 2k, a3 = 1

A→ (AkBkC)(AkBk−1C)a2

B → (Ak+1Bk−1C)(AkBk−1C)a2

C → (Ak+1Bk−1C)(AkBk−1C)a2−1

a1 = 2k + 1

A→ AkBkC

B → Ak+1Bk−1C

C → A

a1 = 1

A→ A

B → B

C → C

Lemma 3.1. Suppose that θ < 1/2, E(a1(θ)) = 2k, and

(1− 2kθ)+ ≤ x ≤ (1/2− (k − 1)θ)−.

Then the orbit of x begins with AkBk−1C.



8 D. Ralston

Proof. The assumption θ < 1/2 tells us how to partition S1 according to
Table 1 as well as guaranteeing that k ≥ 1. Note that the lower inequality
certainly ensures that

1
2 − kθ < x ≤

(
1
2 − (k − 1)θ

)−
,

which tells us that x+ iθ ≤ (1/2)− for i = 0, 1, . . . , k−1, while x+kθ > 1/2.
So the coding of the orbit of x begins with exactly Ak before seeing either
B or C. As

(1− 2kθ)+ ≤ x < 1− (2k − 1)θ,

we know that x + (2k − 1)θ < 1, while x + 2kθ ≥ 1+. Therefore, once
we have accounted for the points x + iθ for i = 0, 1, . . . , k − 1, the terms
i = k, k + 1, . . . , 2k − 1 must all belong to either B or C. That C is an
interval of length exactly θ guarantees that exactly the final term is C. The
rest of the terms (if there are any) are therefore B.

Proposition 3.2. We have the measurable and continuous isomorphism

{I ′n+1, µ|I′n+1
, (Rθn)|In+1}

ϕn−−→ {In+1, µ,Rθn+1}.

Furthermore, for all x ∈ A ⊂ In+1, the word σn(A) encodes the orbit of
ϕ−1(x) through its return to I ′n+1 (the encoding is with respect to the parti-
tion A, B, C in In), and similarly for B and C.

Proof. The use of the substitutions to encode the orbit of points through
some length of the orbit corresponds to saying that σn correctly encodes
return words in the sense of [7].

In the case that θn > 1/2, we have θn+1 = 1 − θn and I ′n+1 = [0+, 1−].
However, by referring to Table 1, we see that the intervals A, B, and C
exactly reflect the reversal of orientation given by ϕn(x) = 1 − x, and the
substitution σn is identity. So we proceed on the assumption that θn < 1/2:
in In we have

A = [0+, 1/2−], B = [1/2+, (1− θ)−], C = [(1− θ)+, 1−].

Then ϕn is scalar multiplication by δ−1n , so there are only two things to
show:

• the first-return map (Rθn)|I′n+1
is rotation by θn+1, after rescaling by

ϕn, and
• the substitution σn encodes the correct information.

There are three cases to consider: a1(θn) = 1 mod 2, or a1(θn) = 0 mod 2
with the subcases a3(θn) = 1 or 6= 1. Assume for now that a1(θn) = 0 mod 2
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and a3(θn) = 1. Then we have g(θn) = γ2(θn) > 1/2, so in In+1 we get

C = [0+, (1− θn+1)
−], B = [(1− θn+1)

+, 1/2−], A = [1/2+, 1−],

with corresponding preimages in I ′n+1 scaled by δn. We will first verify that
the intervals have the desired return times (which may be read from the
length of the words σn(A), σn(B), and σn(C)) and that the induced map is
indeed rotation by θn+1 (up to scale δn). As E(a1(θn)) = a1(θn) we have

δn = ‖q1(θn) · θn‖,
from which it follows that the return time of 0 is

n(0) = q2 = a1a2 + 1,

and one may now verify that the entire interval ϕ−1n (C) has this return time;
the preimage of the right endpoint of C under ϕn is exactly 1− (q1 + q2)θn.
The remaining points in I ′n+1 have return time q2 + q1 and the induced map
is rotation by q2θn on [0+, δ−n ]; see Figure 1.

•0
q2

,,

ϕ−1
n (C) •−(q1+q2)θn ϕ−1

n (A∪B)

q1+q2

uu

q2

,,

•‖q1(θn)·θn‖
q1+q2

tt
•0 •‖q2(θn)θn‖ •‖q1(θn)·θn‖

Fig. 1. Return times for a1(θn) = 0 mod 2, a3(θn) = 1

At this point we may verify that the rotation is by g(θn), up to scale:

‖q2(θn) · θn‖
δn

=
q2(θn) · θn − p2(θn)

1− q1(θn) · θn
=

(a1a2 + 1)θn − a2
1− a1θn

=
a2(a1 − 1/θn) + 1

1/θn − a1
=

1− a2γ(θn)

γ(θn)
= γ2(θn).

Now suppose that x ∈ ϕ−1(B), and for convenience let E(a1) = a1 = 2k.
Clearly, the orbit of x begins with a point in A (in In, as A = [0+, 1/2−]
contains [0+, δ−n ]). As x < 1/2− kθn, however, we have

(1− 2kθn)+ ≤ x+ θn ≤ (1/2− (k − 1)θn)−,

so by Lemma 3.1, we may concatenate the word AkBk−1C to this initial A.
Since 2k = a1, we now have

x+ θn + (2kθn) < x+ θn ≤ (1/2− (k − 1)θn)−.

Either we have returned to I ′n+1, in which case we are done, or we have not,
in which case we apply Lemma 3.1 again, repeating until we return to I ′n+1,
which must take a total of q2 + q1 = a1(a2 + 1) + 1 steps.
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For those points in the interval ϕ−1n (a), note that the only discontinuity
of Riθn for i = 0, 1, . . . , q2 to distinguish the orbits compared to points in

ϕ−1n (A) is the point 1/2 − kθ, which will change the single term x + kθ
from an ‘A’ to a ‘B’. Points in ϕ−1n (C) are considered identically to those in
ϕ−1n (B), noting that the shorter return time requires one fewer concatenation
of Aa1Ba1−1C.

The other cases are similarly considered; the case a1(θn) = 0 mod 2,
a3(θn) 6= 1 is nearly identical, while for the case a1(θn) = 1 mod 1, 6= 1 we
have δn > θn, so the return time of 0+ is one, explaining the much shorter
substitution σn(C) = A in this case.

Denote the iterated pull-back of In into I0 by

(3.5) Ĩn = (ϕ−10 ◦ · · · ◦ ϕ
−1
n−1)(In).

Corollary 3.3. We have the measurable and continuous isomorphism

{Ĩn, µ|Ĩn , (Rθ)|Ĩn}
(ϕn−1◦···◦ϕ0)−−−−−−−−→ {In, µ,Rθn}.

Furthermore, for any x ∈ A ⊂ In, the word (σ0 ◦ · · · ◦ σn−1)(A) encodes the
orbit of (ϕ−10 ◦ · · · ◦ϕ

−1
n−1)(x) in I0 through its return to Ĩn, and similarly for

B, C.

4. Proof of Theorem 1.1. The proof of (1.8) is immediate in light of
Corollary 3.3; the point x(θ) is given by

x(θ) =
∞⋂
i=0

Ĩi,

where the Ĩi were defined in (3.5). This intersection is nonempty as the sets
are nested closed intervals in the compact space S1. The length of Ĩn is
given by

δ0 · δ1 · · · δn−1,
and we have already remarked that for θn < 1/2 we have δn < 1/2. As no
two successive terms in the sequence θ0, θ1, . . . may be larger than one-half,
the length tends to zero, and the intersection is either a singleton or a
pair {x−, x+}. In the latter scenario, however, both x− and x+ would have
identical coding of their forward orbits. As we did not ‘split’ the points iθ
or iθ + 1/2 for i > 0 when disconnecting S1, this is not possible.

As all nonidentity substitutions map each letter to a word beginning
in A, and all nonidentity substitutions map A to a word of length at least
three, and no two consecutive substitutions may be identity, it follows that
the sequence of words

(σ0 ◦ σ1 ◦ · · · ◦ σn−1)(ω)
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has a limit regardless of the choice of nonempty ω, and Corollary 3.3 shows
that this word must encode the orbit of x(θ) in the disconnected version
of S1. Lemma 2.1 finishes the proof of this portion of Theorem 1.1.

Let us now turn our attention to constructing the orbit of an arbitrary
x0 ∈ S1. Define

x1 = x0 + iθ, i ∈ {j ≥ 0 : x+ jθ ∈ I ′1},

and let ω0 be the word which encodes the orbit of x0 through its arrival to x1;
if x0 ∈ I ′1, we may set ω0 to be the empty word (though we are not required
to do so). We now pass to the system I1, letting (x1 ∈ I1) = ϕ0(x1 ∈ I ′1).
We set x2 to be a point in I ′2 which is in the orbit of x1, and let ω1 be the
word encoding this finite portion of the orbit, then pass to I2, etc. Equation
(1.7) now follows from Proposition 3.2 so long as infinitely many ωn are
nonempty. We only have the option of letting all but finitely many ωn be
empty if x is a preimage of x(θ); we have already remarked in this case that
the limiting word may be found handily.

A potential source of confusion at this point is the desire to claim that
x(θ) = 0, as we always construct I ′n+1 = [0+, δ−n ]. However, ϕn(x) = 1 − x
for those n such that θn > 1/2. So ϕ−1n ◦ϕ−1n+1 pulls back In+2 to the interval
[(1 − δn+1)

+, 1−] ⊂ In. Those θ for which x(θ) = 0 will be addressed in
Proposition 4.3.

Proposition 4.1. Without loss of generality, ωn may be required to be
either empty, or a proper right factor of either σn(A), σn(B), or σn(C).

Proof. The images of Riθn(I ′n+1) cover all of In through the return times,
so any x may be viewed as returning to I ′n+1 via a right factor of one of
these words. If the return is through the entire word σn(A), we would have
begun with xn ∈ I ′n+1 and could have set ωn = ∅.

Remark. One could alternately require that ωn be nonempty by allow-
ing all nonempty right factors of σn(A), σn(B), and σn(C); instead of ωn = ∅
for x ∈ I ′n+1, let ωn be σ applied to the letter encoding whichever interval
in In+1 contains ϕn(x).

In order to construct the orbit of zero we will side-step this computation
altogether:

Lemma 4.2. Suppose that θn > 1/2. Let Ω encode the orbit of 0+ in the
system In, and Υ encode the orbit of 0+ in the system In+1. Then for all
i ≥ 1, (Ω)i = (Υ )i. For i = 0, (Ω)0 = C while (Υ )0 = A.

Proof. The isomorphism ϕn(x) = 1− x and the identity substitution σn
ensure that Ω is identical to the coding of the orbit of 1− in In+1. As the
forward orbit of 0 under rotation by the irrational θn does not hit any other
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endpoints of the intervals A, B, and C, we see that the orbits of 1− and 0+

in the system In+1 are identical after this initial term.

With this lemma in mind, define the map Ψ(ω) on both A∗ and AN:

(4.1) (Ψω)i =

{
C (i = 0),

ωi (i 6= 0).

Define the maps σ′n = σ′(θn):

(4.2) σ′(θ) =

{
σ(θ) (θ < 1/2),

Ψ (θ > 1/2).

Then (1.9) follows if we appropriately choose the words ω′n to accurately
encode some string of the initial orbit of 0+ in In. Then the resulting word

(σ′0 ◦ σ′1 ◦ · · · ◦ σ′n−1)(ω′n)

will accurately represent the initial orbit of 0+, but it is no longer guaranteed
that the length of this word increases! For example, if θ = [3, 2, 2, 2, 2, . . .],
then we will alternate between σ′n being Ψ and a substitution which maps
C → A. Setting ω′n = A for all those n for which θn < 1/2 would therefore
always map via this long string of compositions to

A
Ψ−→ C

σ−→ A
Ψ−→ C

σ−→ · · · .
Define

(4.3) ω′n =


Ak+1Bk−1C (a1(θn) = 2k),

Ak+1Bk (a1(θ) = 2k + 1),

Ψ(ω′n+1) (a1(θ) = 1).

The reader may verify that the word ω′n does accurately encode some initial
portion of the orbit of 0+ depending on the parity of a1(θn). Note that
whenever Ψ is applied, it affects only the first letter of its input. From this
it follows that if ω = (ω)0ν, then

(4.4) (σ′0 ◦ · · · ◦ σ′n−1)(ω) = (σ′0 ◦ · · · ◦ σ′n−1)((ω)0)(σ0 ◦ · · · ◦ σn−1)(ν).

As ω′n always has length larger than one, our previous reasoning now
guarantees that the length of Ω′n diverges, establishing (1.9) and completing
the proof.

Before moving on to the study of the growth rates of discrepancy sums,
we present a few observations about this process.

Proposition 4.3. Those θ for which x(θ) = 0 (= 0+) are exactly the
set

(4.5) H = {θ : a2i−1(θ) = 0 mod 2, i = 1, 2, . . .}.
Proof. We leave to the reader to verify that H is exactly the set of θ

for which gn(θ) < 1/2 for every n. For those θ ∈ H, then, we always have
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I ′n+1 = [0+, δ−n ], where δn < 1, and we never need to apply the isomorphism
ϕn(x) = 1− x. That is,

0 ∈ (ϕ−10 ◦ · · · ◦ ϕ
−1
n−1)(In)

for all n, so 0 = x(θ).

On the other hand, if n is the first index such that θn > 1/2, we must
have ϕn(x) = 1 − x. As θn+1 < 1/2, however, it follows that within In we
have

ϕ−1n ◦ ϕ−1n+1(In+2) = [(1− δn+1)
+, 1−],

from which it follows that

0 6∈ (ϕ−10 ◦ · · · ◦ ϕ
−1
n+1)(In+2).

Proposition 4.4. The sequence of substitutions σn is eventually peri-
odic if and only if θ is a quadratic surd.

Proof. Clearly the sequence σn is eventually periodic if and only if the
orbit of θ under g is eventually periodic. From the definition (3.1) of g we
have, for all i ≥ 2,

(4.6) ai(θn+1) = ai+k(θn), k =


0 (a1(θn) = 1 mod 2, 6= 1),

1 (a1(θn) = 1),

2 (a1(θn) = 0 mod 2).

So, if ai(θ) are eventually periodic (Gauss’ criteria for quadratic surds), we
must have infinitely many n such that for all i ≥ 2 we have for any j, k,

ai(θnk
) = ai(θnj ).

Suppose that a period of ai(θ) is given by the terms α1, . . . , αN , and assume
without loss of generality that for i ≥ 2,

ai(θnk
) = αimodN .

Then a1(θnk
) is either 1, α1, or α1 + 1. Since the collection nk was infinite,

one value must be taken twice, giving a period in the orbit g(θ).

On the other hand, assume that θj = θj+nk for n = 0, 1, . . . and k 6= 0.
From (4.6) it follows that ai(θ) is eventually periodic.

Remark. The periods under g and γ need not be the same, nor is one
necessarily longer than the other. For example, the golden mean has period
one under γ but period two under g, while θ = [2, 1, 2, 1, . . .] has period two
under γ and period one under g. Furthermore, the sequence σn is purely
periodic if and only if θn = θ0 for some n 6= 0, which is not the same
as the partial quotients of θ being purely periodic. Consider for example
θ = [3, 2, 2, 2, . . .], whose partial quotients are clearly not purely periodic,
but satisfy θ2 = θ0.
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5. The arithmetic of our substitutions. Let θ0 < 1/2, so that

f(x) =

{
+1 (x ∈ A),

−1 (x ∈ B ∪ C).

For θ0 > 1/2 we could repeat all future arguments with a sign change. Given
ω ∈ An, define (consistent with existing notation)

S(ω) =

n−1∑
i=0

(χA − χB∪C)ωi,

M(ω) = max{S(ω0 . . . ωj−1) : j = 1, . . . , n},
m(ω) = min{S(ω0 . . . ωj−1) : j = 1, . . . , n}.

Note that we do not include the empty word in determining M(ω), m(ω).

Proposition 5.1. Suppose |ω| = n 6= 0, ω 6= C, M(ω) ≥ 0, ω does not
have CC, CB, or BA as factors, and σ is a substitution given by Table 2,
depending on θ. If a1(θ) = 0 mod 2 and a3(θ) 6= 1, or if a1(θ) = 1, then

S(σ(ω)) = S(ω), M(σ(ω)) = M(ω) + E(a1), m(σ(ω)) = m(ω).

On the other hand, if a1(θ) = 0 mod 2 and a3(θ) = 1, then

S(σ(ω)) = −S(ω), M(σ(ω)) = −m(ω) + E(a1), m(σ(ω)) = −M(ω).

Finally, if a1(θ) = 1 mod 2, 6= 1, and either

• (ω)n−1 6= C, or
• (ω)n−1 = C, but there is some j 6= n such that S((ω)0(ω)1 . . . (ω)j−1)

= m(ω),

then also

S(σ(ω)) = −S(ω), M(σ(ω)) = −m(ω) + E(a1), m(σ(ω)) = −M(ω).

If a1(θ) = 1 mod 2, (ω)n−1 = C and S((ω)0 . . . (ω)j−1) > m(ω) for all
j 6= n, then

S(σ(ω)) = −S(ω), M(σ(ω)) = −m(ω)−1+E(a1), m(σ(ω)) = −M(ω).

Proof. The prohibition on CB, CC and BA being factors of ω is neces-
sary for ω to encode the orbit of any point under rotation by any θ, so this
condition is not prohibitive in our setting.

In all cases, the statements regarding the value S(σ(ω)) follow from
examining S(σ(x)) for each x ∈ A; the reader may consult Table 2 to verify
that S(σ(x)) = ±S(x) as described, and the statement then follows from
the fact that σ is a homomorphism. We will turn our attention, then, to
the statements regarding m(σ(ω)) and M(σ(ω)). All cases but the last are
considered similarly with the possible sign-change outlined above in mind.

For example, suppose that a1 = 0 mod 2 and a3 6= 1. Let ω = υψ, where
υ is the largest left factor of ω such that S(υ) = M(ω) − 1; note that as
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M(ω) ≥ 0 and the empty word was not considered in computation of M(ω),
we have (ψ)0 = A. As S(σ(υ)) = S(υ) = M(ω)−1 andM(σ(A)) = E(a1)+1,
we know that

M(σ(ω)) ≥M(σ(υ)ψ) = M(ω) + E(a1).

Assume on the other hand that

σ(ω) = σ(υ)νψ, S(σ(υ)ν) > M(ω) + E(a1),

and υ is of maximal length to allow such a decomposition. Note that ν 6= ∅
as S(σ(υ)) = S(υ) ≤M(ω). As υ is a proper factor, it is followed by a letter,
and by maximality of the length of υ, we see that ν is a proper left factor of
either σ(A), σ(B), or σ(C), and E(a1) 6= 0. If υ is followed by A in ω, then

S(σ(υ)) = S(υ) ≤M − 1.

On the other hand, S(ν) ≤ E(a1) + 1 = M(σ(A)), contradicting the value
S(σ(υ)ν). The possibility of υ followed by B or C is similarly considered;
the larger possible S(σ(υ)) = M(ω) is countered by S(ν) ≤ E(a1) in these
cases.

The ambiguity in the situation when a1(θ) = 1 mod 2, 6= 1 is due to
the substitution σ(A) = C, which does not achieve an intermediate sum
of E(a1) (as does σ(B)). On the assumption that there is some proper left
factor ψ of ω such that S(ψ) = m(ω), however, we know that the letter
which follows ψ must be A; similar computations to the above then apply.
If the only left factor of ω which achieves a sum of m(ω) is in fact ω itself,
then if the final letter of ω is B we again have no problem.

Assume, then, that S(ω) = m(ω), there is no proper left factor with this
sum, and ω ends with the letter C. As M(ω) ≥ 0 by assumption, there is
a letter preceding this terminal C (that is, ω 6= C). If this letter is A, then
the left factor ψ such that ω = ψAC has the minimal sum as its sum (even
if it is empty), and the preceding reasoning applies. Therefore ω must be of
the form ψBC (recall that CC is not a factor); considering σ(B) following
S(σ(ψ)) = −m(ω)− 2 completes the proof.

For convenience, denote

σ(n) = σ0 ◦ σ1 ◦ · · · ◦ σn−1,(5.1)

σ′(n) = σ′0 ◦ σ′1 ◦ · · · ◦ σ′n−1.(5.2)

Recall (4.3) and define for n ≥ 1,

(5.3) Ωn = σ(n)(A), Ω′n = σ′(n)(ω′(n)).

Define pn to track the parity of how many θi are greater than 1/2:

(5.4) pn =
( n−1∑
i=1

χ(1/2,1)(θi)
)

mod 2.
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We now have all the tools necessary to precisely study the sequences Mn(y)
and mn(y) for y ∈ {x(θ), 0}:

Proposition 5.2. Assume that θ0 < 1/2. Then

S(Ωn) = (−1)pn , S(Ω′n) = 1

and∣∣∣M(Ωn)−
(

1 +
∑
i≤n−1
pi=0

E(a1(θi))
)∣∣∣ ≤ 1, M(Ω′n) = 1 +

∑
i≤n
pi=0

E(a1(θi)),

∣∣∣m(Ωn)−
(

1−
∑
i≤n−1
pi=1

E(a1(θi))
)∣∣∣ ≤ 1, m(Ω′n) = 1−

∑
i≤n
pi=1

E(a1(θi)).

Proof. The word Ωn in (5.3) is formed by successive substitutions acting
on the word A; as such, it will always begin with A, so M(Ωn) ≥ 1. We
immediately see that all S(Ωn) equal ±1 according to the parity of pn by
applying Proposition 5.1 in succession. The ambiguous case in Proposition
5.1 arose when ω was a word which had a nonnegative maximal sum (as do
all Ωn) and whose minimum sum was only achieved as its total sum, with
C as a terminal factor. Furthermore, we would need θn to have first partial
quotient odd and larger than one. For this to happen with the restriction
that all S(Ωn) are ±1 requires that S(Ωn) = −1 (otherwise the minimal
sum is achieved by the proper left factor A), and therefore S(Ωn−1) = 1.
This scenario also requires that M(Ωn−1) = 1 (otherwise m(Ωn) < −1 ≤
S(Ωn)); so this situation can only occur in our scenario when Ωn−1 = A:
this possible error of one may only appear once in the sequence of arithmetic
computations from repeated application of Proposition 5.1.

We leave to the reader the verification that the parity of pn exactly
dictates whether substitutions will add to the maximal values or subtract
from the minimal values; refer to Proposition 5.1 again.

Let us now consider Ω′n. Note that σ′j = Ψ exactly when θj > 1/2,
exactly when σj−1 has the property that S(σj−1(ω)) = −S(ω). Clearly we
have S(Ψ(ω)) = S(ω) − 2 provided ω begins with A. Also note that if
S(ω) = 1, then if m(ω) = 1 we must have ω0 = A: it is never possible in our
construction for ω to terminate with C, S(ω) = 1, and m(Ψ(ω)) = S(Ψ(ω))
is the only time this value is reached.

Our choice of ω′(n) always begins with A and has S(ω′(n)) = 1, and for
those σn such that S(σn(A)) = −1, the reader may verify that

S(σn(Ψ(ω))) = 2− S(ω)

by applying Proposition 5.1. While this change will change the sum of +1
to −1, it is immediately followed by a substitution which reverses the sign
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of the sum: we maintain

S(Ω′n) = 1.

Furthermore, as m(ω′n) = 1 for all ω′n, if we do apply Ψ (so m(Ψω) = −1)
followed by one of these sign-reversing substitutions σ, we see

M(σ(Ψω)) ≥ −m(Ψω) + E(a1)− 1 ≥ 1 + E(a1)− 1 ≥ 0,

so we may always apply Proposition 5.1 without worrying about the possible
error of one.

Corollary 5.3 ([4, Theorem 1, case k = 2]). We have Sn(θ) ≥ 0 for
all n ≥ 0 if and only if x(θ) = 0.

Proof. By viewing the ergodic sums as an additive cocycle, for all n > 0
we have Sn(θ) = Sn+1(0)− 1, so by Proposition 5.2,

S|Ω′n|−1(θ) = 0, M|Ω′n|−1(θ)=
∑
i≤n
pi=0

E(a1(θi)), m|Ω′n|−1(θ)=−
∑
i≤n
pi=1

E(a1(θi)).

So Sn(θ) ≥ 0 for all n if and only if pi = 0 mod 2 for all i such that θi < 1/2,
which is equivalent to pi = 0 mod 2 for all i. A direct inductive argument
shows that pi = 0 for all i if and only if a2i−1(θ) = 0 mod 2 by considering
the action of g (3.1), which corresponds by Proposition 4.3 to x(θ) = 0.

Remark. It is possible to show that this set of θ is also characterized by
the following condition: among the points iθ mod 1 for i = 0, 1, . . . , N , the
value closest to 1/2 is always less than 1/2. Assume that a2n+1 = 0 mod 2
for all n, and recall that q2n+1 = 0 mod 2 for all n, so close approxima-
tions below one-half occur for Nθ with N = q2n+1/2 (as q2n+1θ is a close
approximation to an integer from below) and a distance of ‖q2n+1θ‖/2.
As q2n+2 = 1 mod 2, however, the nearest approximation to one-half from
above, for any N < q2n+1, occurs for

N =
q2n+1

2
+ q2n < q2n+1

with a distance of

‖q2nθ‖ −
‖q2n+1θ‖

2
>
‖q2n+1θ‖

2
.

A proof of the converse direction may be constructed using similar reasoning
and inducting on n in the inequality N < q2n+1 to conclude that a2n+1 =
0 mod 2; as this property is not directly relevant to the current topic, we
leave this particular argument to the interested reader. A similar statement
may be shown via the same argument for approximation to rationals with
denominator k for those θ such that a2n+1 = 0 mod k for all n.



18 D. Ralston

Remark. As σ are all homomorphisms, a more constructive version of
(1.7) is

ω0σ
(1)(ω1)σ

(2)(ω2) · · ·σ(n)(ωn) · · · ,
which allows a more direct way of computing the word through successive
computation of the words ωn (given the starting point x). The study of
one-sided boundedness of ergodic sums has appeared in various contexts,
with [13, 4] being most directly related to this work.

Lemma 5.4. We always have

|σ(n)(A)| = |σ(n)(B)|,
and if we define the matrices Mi = M(θi) according to Table 3, then

Mn−1Mn−2 · · ·M1M0

[
1

1

]
=

[
|σ(n)(A)|
|σ(n)(C)|

]
.

Table 3. The matrices M(θ) used to determine return times in the induced systems

Case M(θ)

a1(θ) = 0 mod 2, a3(θ) 6= 1

[
(a1 − 1)a2 + 1 a2

(a1 − 1)a2 + a1 a2 + 1

]

a1(θ) = 0 mod 2, a3(θ) = 1

[
(a1 − 1)a2 + a1 a2 + 1

(a1 − 1)a2 + 1 a2

]

a1(θ) = 1 mod 2, 6= 1

[
a1 − 1 1

1 0

]

a1(θ) = 1

[
1 0

0 1

]

Proof. The first claim follows directly from the observation that, for all
substitutions σ, the words σ(A) and σ(B) are always of the same length
and always contain the same number of letters drawn from {A,B}. That is,
within

(ϕ−1n−1 ◦ · · · ◦ ϕ
−1
0 )(A ∪B) ⊂ Ĩn

the return time under Rθ0 to Ĩn is constant, and similarly on the pullback
of C. One need only count the number of C and {A,B} within σn(C) and
σn({A,B}) to construct the relevant matrices.

Lemma 5.5.
|Ωn| ≤ |Ω′n| ≤ |Ωn+1|.

Proof. The lower inequality is direct in light of (4.4), recalling that
(ω′n)1 = A. The upper bound follows from Lemma 5.4, noting that while
ω′n may or may not be a left factor of σn(A), it does contain the same
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number of {A,B} versus C as a proper left factor of σn(A). Furthermore,
the only substitutions for which |σ(C)| > |σ(A)| are those corresponding to
a1 = 0 mod 2, a3 6= 0; such substitutions are not followed by Ψ . That is,

|σ′(n)(A)| ≤ |Ωn|,
completing the proof of the upper bound.

Example 5.6. Let θ=
√

2 mod 1 = [2, 2, 2, . . .]. Then as θ is a quadratic
irrational, the sequence of substitutions σi is eventually periodic by Propo-
sition 4.4. As g(θ) = θ, the sequence of substitutions is periodic with period
one, given by

σ :


A→ AACAC,

B → ABCAC,

C → ABCACAC.

The point x(θ) is 0 by Proposition 4.3, so applying Theorem 1.1, the orbit
of zero is given by the sequence

lim
n→∞

σn(A) = AACACAACACABCACACAACACABCACAC . . . .

The self-similar structure of the sequence of ergodic sums Sn(0) is not ex-
act (as σ(B) 6= σ(C)), but nonetheless highly regular. This regularity was
noticed by D. Hensley in [9, Figure 3.4]. We give several plots of Sn(0) for
different values of n in Figure 2. This same self-similarity for developing the
orbit of x(θ) will be seen for any quadratic irrational θ in light of Proposition
4.4. Note that self-similar structure resulting from iterating a fixed trans-
formation (like a substitution) is a well-studied topic, even in the particular
case of discrepancy sums: see e.g. [1, 3, 5].

0 1 2 3 4 5
0

1

2

(a) N = 5, σ(A) = AACAC

0 10 20 29
0

1

2

3

(b) N = 29, σ2(A)

0 50 100 150 169
0

1

2

3

4

(c) N = 169, σ3(A)

0 10k 20k 30k 33,461
0

1

2

3

4

5

6

7

(d) N = 33461, σ6(A)

Fig. 2. Plots of Si(0) for different ranges of 0 ≤ i ≤ N , where θ =
√

2− 1
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For quadratic irrational θ /∈ H, computation of the point x(θ) is not too
difficult:

Example 5.7. Let θ = [1, 1, . . .] be the golden mean. Recall that S1

will be partitioned such that A = [(1/2)+, 1−] as θ > 1/2. As g2(θ) = θ,
and a1 = 1 corresponds to the identity substitution, the only nonidentity
substitution generated is

σ :


A→ ABCAC,

B → AACAC,

C → AAC.

So, the orbit of x(θ) is given by

lim
n→∞

σn(A) = ABCACAACACAACABCACAAC . . . ,

while the orbit of 0 is given by

Ψ(σ(. . . Ψ(AAC))) = CACABCACAACABCACAACAC . . . .

To compute the point x(θ), we need to determine the intervals Ĩn. For
those θn = [2, 1, 1, . . .] we have

δn = 1− 2θn = 1− 2(1− θ) = 2θ − 1.

Denote this quantity by δ for convenience. For this particular θ we do not
ever have two consecutive θn < 1/2, so the intervals I ′n+1 ⊂ In strictly
alternate between [0+, δ−] and [(1 − δ)+, 1−] (for n = 0 mod 2; for odd n
we have θn > 1/2 and I ′n+1 = In). So the sequence of preimages Ĩn (recall
again (3.5)) is given by

[0+, 1−], [(1− δ)+, 1−], [(1− δ)+, (1− δ + δ2)−], . . . ;

its intersection is given by the geometric series

x(θ) =
∞∑
i=0

(−1)iδi =
1

1 + (2θ − 1)
=

1

2θ
.

See Figure 3 for both of these orbits.

One particularly striking corollary of Proposition 5.2 is the following,
which does not seem to be apparent from any other technique:

Corollary 5.8. If θ is a quadratic irrational, then

lim
n→∞

Mn(0)

|mn(0)|
∈ Q∗,

where Q∗ = Q∪{∞}, and p/0 =∞ for any positive integer p. If θn = θn+k is
a minimal period under the orbit of g and pn+k = pn+1, then the ratio tends
to one. Furthermore, for any nonnegative p/q ∈ Q∗, there is a quadratic
irrational θ such that the above ratio has limit p/q.
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0 20 40 60 80 100
−1

0

1

2

3

(a) x = 0, with orbit CACABCACAAC . . .

0 20 40 60 80 100
−2

−1

0

1

2

(b) x = x(θ) = 1/(2θ), with orbit ABCACAACAC . . .

Fig. 3. Plots of Si(x) for 0 ≤ i ≤ 100, where θ is the golden mean for the two given values
of x. Note that as θ > 1/2, we have A→ −1, B,C → +1.

Proof. We have already shown that gn(θ) is eventually periodic for such θ
in Proposition 4.4. It follows from Proposition 5.2 that Mn(0) and mn(0)
see a periodic sequence of adjustments by bounded integer amounts, which
must therefore have rational limit. If one period reflects a change in the
parity of p, it will always be followed by the mirrored changes in Mn, mn,
producing a limit of one.

To produce quadratic irrationals with the desired limit, if q = 0 then
θ ∈ H will suffice (mn(0) ≡ 1, and Mn(0) must therefore diverge), and for
p = 0 any θ such that a1(θ) = 1 and g(θ) ∈ H will suffice (here Mn(0) ≡ 1).
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For p/q with neither zero, just set

θ = [2p, 1, 1, 2q − 1, 1, 1, 2p− 1, 1, 1, 2q − 1, 1, 1, . . .],

and verify that we will first add p to Mn(0), then subtract q from mn(0),
etc.

6. Proof of Theorem 1.2. Let cn and dn be divergent monotone se-
quences in o(n) with bounded differences ∆cn, ∆dn; we will construct a
dense set of θ such that

lim sup
n→∞

Mn(0)

cn
= lim sup

n→∞

|mn(0)|
dn

= 1.

Any irrational θ is completely determined by its sequence of partial quo-
tients, which is equivalent to its orbit under g, and its orbit under g is
completely determined by the sequence of values

a1(θi) (a1 = 1 mod 2), a1(θi), a2(θi) (a1 = 0 mod 2).

Suppose, then, that the first finitely many partial quotients of θ are pre-
scribed, such that the first n values of θi are fixed. Without loss of generality,
insert an additional single term if necessary so that pn = 0 (recall (5.4)).
We are now completely free to choose k to construct ω′n (refer to (4.3)). If
we denote

M(Ω′n) = M, m(Ω′n) = m, |Ω′n| = Ln,

it follows from Proposition 5.2 that once we choose k, we will have

M(Ω′n+1) = M + k, m(Ω′n+1) = m.

Consider Ln+1(k) = |Ω′n+1| as a function of k.

Assume first that M < cLn , so we wish to increase the maximal sum
compared to the sequence cn. Then let a1(θn) be odd, so

ω′(n+ 1) = Ak+1Bk.

From (4.4) and the previous observation that |σ(n)(A)| = |σ(n)(B)|, it follows
that

Ln+1(k) = |ω̃|+ 2k|σ(n+1)(A)|,

where

ω̃ = σ′(n+1)(A).

Consider, then, the proper left factors Ai of ω′(n+1) for i = 1, . . . , k+1.
Applying Proposition 5.1, the new maximal sum M + k is achieved at a
time N , where

|ω̃|+ (k − 1)|σ(n)(A)| ≤ N ≤ |ω̃|+ k|σ(n)(A)|.
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As cn ∈ o(n), we may choose k ≥ 1 to be minimal such that

M + k

c(|ω̃|+ k|σ(n)(A)|)
≥ 1.

If, however, we had M ≥ cLn , then we would wish to not greatly increase
M compared to cn. In this case, let θn = [2, k, 1, . . .], and pass directly to
considering the word

σ′(n+1)(C) = σ′(n)(Ak+1Bk−1C),

as C is always a left factor of ω′n+1 = Ψ(ω′n+2) in this case. Then the maximal
sum reached for this word is M + 1, but its length is (similarly to before)

Ln+1(k) = |ω̃|+ 2k|σ(n)(A)|.

We are now able to increase the length of the word without increasing the
maximal sum of M + 1, so as cn is divergent, choose k ≥ 1 minimal such
that

M + 1

c(|ω̃|+ k|σ(n)(A)|)
≤ 1.

After applying g twice (to skip past the next θk > 1/2), then, we find it
possible to manipulate the growth of the minimal sums m(n). Continuing
in this fashion, we construct a dense set of θ (as the initial string of partial
quotients was arbitrary). That the lim sups are actually 1 follows from the
minimal choice of k and the fact that ∆cn, ∆dn are bounded.

To prove the analogous statements where one of Mn, mn is desired to
remain bounded, one need only repeat the same arguments using θn ∈ H
(recall (4.5)) so that the value pn is eventually constant.

The statement of Theorem 1.2 applies as well to Mn(x(θ)) and mn(x(θ));
the proof is simpler, in fact, as the map Ψ is not a concern, and the possible
error of 1 from Proposition 5.2 is not an asymptotic concern. This process
is highly amenable to diagonalization techniques. For example:

Corollary 6.1. Given a countable collection of sequences c
(i)
n and d

(i)
n ,

all of which are divergent and in o(n), such that

c(1)n ≤ c(2)n ≤ · · · , d(1)n ≥ d(2)n ≥ · · · ,

there is a dense set of θ for which

c(i)n ∈ o(Mn(0)), |mn(0)| ∈ o(d(i)n )

for all i.
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Proof. Apply Theorem 1.2 after using a diagonalization process to con-
struct cn and dn, both monotone, divergent, and in o(n) such that

c(i)n ∈ o(cn), dn ∈ o(d(i)n ).

0 200 400 600 800 1000
0

1
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4

(a) θ exhibiting very slow growth of Mn(0); this portion of the graph will repeat 216 times
with no additional growth.
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(b) γ(θ) exhibiting very fast growth of Mn(0); this sawtooth pattern will continue to climb
by repeating itself E(216)/2 times.

Fig. 4. Two different extreme growth rates for θ and γ(θ)

Many variations of the above corollary are possible. For example, we
may construct a dense set of θ such that the discrepancy sums grow in
both directions faster than any n1−ε (but necessarily in o(n), of course!), or
such that the discrepancy sums are bounded below, but Mn(0) grows slower
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than all iterated logarithms (but necessarily divergent, of course!), etc. See
Figure 4 for an example where for both θ and γ(θ) we have mn ≥ 1, but
Mn(θ) /∈ o(n1−ε) for any ε > 0 while Mn(γ(θ)) ∈ o(log(i) n) for all i. In
Figure 4 we set

θ = [2, 22, 2, 22
2
, 2, 22

22

, 2, . . .].

Using diagonalization techniques one may similarly find a dense set of θ
such that

lim sup
i→∞

Mni(j)(0)

c
(j)
ni(j)

= 1

for an arbitrary collection of divergent sequences c
(j)
n in o(n) for different

subsequences ni(j)→∞ depending on j, and similarly for the |mn(0)| and

a collection of sequences d
(j)
n .

Truly, beyond the constraints of (1.2), any asymptotic behavior desired
is possible.

7. Proof of Theorem 1.3. Suppose that

(7.1) lim inf
n→∞

Mn(0)

|mn0|
= r1, lim sup

n→∞

Mn(0)

|mn(0)|
= r2.

That the set of accumulation points of the sequence is the entire closed
interval [r1, r2] is straightforward and left to the reader. Let an arbitrary
finite string of partial quotients a1, . . . , aN be given which determine θi
for i = 0, 1, . . . , n − 1, and for convenience again assume without loss of
generality that pn = 0.

Now let cn and dn be arbitrary integer-valued strictly increasing se-
quences such that ∆cn and ∆dn are in O(1) and

lim inf
n→∞

cn
dn

= ρ1, lim sup
n→∞

cn
dn

= ρ2.

Furthermore, assume that c1 > M(Ω′n) = M and d1 > |m(Ω′n)| = m.

Continue the continued fraction expansion of θ in the following way:

θn = [2(c1 −M) + 1, 2(d1 −m), 2(c2 − c1), 2(d2 − d1), . . .].

Then Ω′n will see the sequence of M(Ω′n+2k) = ck and m(Ω′n+2k) = −dk; the
bounded differences ∆cn and ∆dn ensure that the limiting behavior is the
same as the limiting behavior along the subsequence of times |Ω′n|.

Example 7.1. Suppose that θ = [1, 2, 3, 4, . . .]. Then we begin comput-
ing the sequence of values Mn(0) and |mn(0)| according to Proposition 5.2:
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(7.2)

θ0 = [1, 2, 3, 4, . . .] p = 0 E(a1) = 0 (M, |m|) = (1, 1)

θ1 = [3, 3, 4, 5, . . .] p = 1 E(a1) = 1 (M, |m|) = (1, 0)

θ2 = [1, 3, 4, 5, . . .] p = 1 E(a1) = 0 (M, |m|) = (1, 0)

θ3 = [4, 4, 5, 6, . . .] p = 0 E(a1) = 2 (M, |m|) = (3, 0)

θ4 = [5, 6, 7, 8, . . .] p = 0 E(a1) = 2 (M, |m|) = (5, 0)

θ5 = [1, 6, 7, 8, . . .] p = 0 E(a1) = 0 (M, |m|) = (5, 0)

θ6 = [7, 7, 8, 9, . . .] p = 1 E(a1) = 3 (M, |m|) = (5, 3)
...

...
...

...

The pattern is seen to continue in groups of five terms. Over the terms θ5k
through θ5k+4, we will subtract 2k+ 1 from m while adding 2(2k+ 2) to M .
We therefore have ρ1 = ρ2 = 2, or

lim
n→∞

Mn(0)

|mn(0)|
= 2.

See Figure 5 for this θ.

0 2k 4k 6k
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0

2
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Fig. 5. A specific θ for which Mn(0)/|mn(0)| has limit two; refer to (7.2) and note the
changes to M , m.

8. Proof of Theorem 1.4

Lemma 8.1. Suppose that f(x) is a step function on S1 with k < ∞
discontinuities, and denote by V (f) the variation of f . Define Sn(x), Mn(x)
and mn(x) as before. As we have not restricted f to be integer-valued, define

ρN (x) = (MN −mN )(x).

Let n be such that qn ≤ N < qn+1. Then for any x, y ∈ S1,

ρN (y) ≤ ρqn+2(x) + an+1V (f).
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Proof. Consider the set {x+iθ} for i = 0, 1, . . . , qn−1. Choose 0 ≤ j < qn
such that x + jθ is closest to y. Then the distance between x + jθ and y
is no larger than q−1n . For each discontinuity di there are therefore at most
an+1 preimages of di within this interval for time L = 0, 1, . . . , qn+1 − 1.
It follows that f(x + (j + i)θ) = f(y + iθ) for all but at most k · an+1 of
i = 0, 1, . . . , N < qn+1. As j + i is less than qn + qn+1 ≤ qn+2, the lemma
follows.

Assume that ai(θ) ≤ M for all i. Then (continuing with existing nota-
tion) we see that for some C > 1 independent of θ,

(8.1) C(n−1)/2 ≤ |Ω′n| ≤ (M + 1)2n+2.

The lower bound is due to the exponential decay in the length of the interval
Ĩn (any C < 2 eventually suffices, as Ĩn+1 is less than half as large as Ĩn at
least half the time, with the n−1 accounting for the possibility that I ′1 = I0,
or θ0 > 1/2). The upper bound follows from Lemmas 5.4 and 5.5, and from
the bound ai(θ) ≤M , while at the same time,

(8.2)
n− 1

2
≤ ρ|Ω′n|(0) ≤ nM

2
;

the lower inequality is due to the fact that at most half of the words satisfy
Ω′n = Ω′n+1 (corresponding to those θn > 1/2), and for the rest, ρ(Ωn+1) ≥
ρ(Ωn) + 1, as E(a1) ≥ 1 for these θn < 1/2. The upper bound follows as
E(ai(θ)) ≤M/2 for all i.

Now, for any N let k be chosen such that

|Ωk| ≤ N ≤ |Ωk+1|.
From (8.1),

kC1 ≤ log |Ω′k| ≤ log(N) ≤ log |Ω′k+1| ≤ kC2

for two constants C1 and C2 which do not depend on k. From (8.2),

(k + 1)M

2
≥ ρ|Ω′k+1|(0) ≥ ρN (0) ≥ ρ|Ω′k|(0) ≥ k − 1

2
,

so ρn(0) ∼ log(n). The full theorem now follows from Lemma 8.1.
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