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1. Introduction. In 1934, Romanoff [6] showed that the set $\mathcal{R}$ of integers that are the sum of a prime number and a power of 2 has positive lower asymptotic density in the positive integers. That is,

$$
\begin{equation*}
\liminf _{x \rightarrow \infty} \frac{\# \mathcal{R}(x)}{x}>0 \tag{1}
\end{equation*}
$$

where if $\mathcal{A}$ is a subset of the natural numbers, then $\mathcal{A}(x)$ is the set of integers less than or equal to $x$ which are in $\mathcal{A}$, and $\# \mathcal{A}(x)$ is the cardinality of $\mathcal{A}(x)$. One key element of the proof of Romanoff was to show the convergence of the series

$$
\begin{equation*}
\sum_{n \text { odd }} \frac{\mu(n)^{2}}{n e_{n}(2)} \tag{2}
\end{equation*}
$$

where $\mu$ is the Möbius function and $e_{n}(2)$ is the order of 2 modulo $n$.
In 2010, Lee [4] took the interesting step of replacing powers of 2 by Fibonacci numbers and was able to adapt Romanoff's proof to show that integers that are the sum of a prime and a Fibonacci number also have a positive lower asymptotic density. Instead of the series (2), Lee had to show the convergence of the sum

$$
\begin{equation*}
\sum \frac{\mu(n)^{2}}{n e_{n}(F)} \tag{3}
\end{equation*}
$$

where $e_{n}(F)$ is the period of maximal length of the Fibonacci sequence modulo $p$ as $p$ varies through the prime divisors of $n$.

In Lee's work properties that may seem specific to the Fibonacci sequence were used (for instance, properties of the Zeckendorf representation, and the fact that any given residue can occur at most four times within a period of the Fibonacci sequence modulo a prime, for all primes), so it is natural to ask how far both Romanoff's and Lee's results may be extended.

[^0]In the present paper, we fix an integral nondegenerate linear recurring sequence $u=\left(u_{n}\right)_{n \geq 0}$ whose (minimal) characteristic polynomial $P(x)$ in $\mathbb{Z}[x]$ is monic and separable. That is, its roots $\alpha_{1}, \ldots, \alpha_{s}$ in $\mathbb{C}$ are nonzero and distinct, where $s \geq 1$. We assume further that $\left|\alpha_{1}\right| \geq 2$ in case $s=1$. Note that our hypothesis implies that there exist nonzero complex numbers $c_{i}, i=1, \ldots, s$, such that for all $n \geq 0$ we have

$$
\begin{equation*}
u_{n}=c_{1} \alpha_{1}^{n}+\cdots+c_{s} \alpha_{s}^{n} \tag{4}
\end{equation*}
$$

We recall that the linear recurrence $u$ is said to be nondegenerate if no quotient of any two roots of $P(x)$ is a root of unity. Note that $u_{n}=2^{n}$ and $u_{n}=F_{n}$, the $n$th Fibonacci number, are particular instances of sequences satisfying all our hypotheses.

Thus, the upshot of the paper is to prove the following theorem.
ThEOREM 1. Let $\left(u_{n}\right)_{n \geq 0}$ be a nondegenerate integral linear recurring sequence whose characteristic polynomial $P(x)$ in $\mathbb{Z}[x]$ is monic and has distinct complex roots. We assume the absolute value of the root of $P(x)$ to be at least 2 in case the degree of $P$ is one. Then, if $\mathcal{S}$ is the sumset $\mathcal{P}+\mathcal{U}$, where $\mathcal{P}$ is the set of prime numbers and $\mathcal{U}$ is the set of terms $u_{n}$ of the sequence $\left(u_{n}\right)_{n \geq 0}$, we have

$$
\begin{equation*}
\liminf _{x \rightarrow \infty} \frac{\# \mathcal{S}(x)}{x}>0 \tag{5}
\end{equation*}
$$

that is, the set $\mathcal{S}$ has positive lower asymptotic density.
Even if Theorem 1 extends considerably the theorems of Romanoff and Lee, the general structure of our proof remains that of Romanoff, which proceeds in three steps. Denoting by $r(n)$ the number of representations of an integer $n$ as a sum $p+u_{k}$, the first step is to show that the average number of representations $\sum_{n=1}^{N} r(n)$ is either asymptotic to $c_{1} N$, or asymptotically greater than $c_{1} N$ for some $c_{1}>0$, as $N$ tends to infinity. The second step is to estimate the sum $\sum_{n=1}^{N} r(n)^{2}$ and show it is bounded above by $c_{2} N$ for some $c_{2}>0$ and for $N$ large enough. The final step uses Cauchy-Schwarz's inequality, that is,

$$
\begin{equation*}
\left(\sum_{n=1}^{N} r(n)\right)^{2} \leq\left(\sum_{\substack{n=1 \\ n \in \mathcal{S}}}^{N} 1^{2}\right) \cdot\left(\sum_{n=1}^{N} r(n)^{2}\right) \tag{6}
\end{equation*}
$$

which implies that $\# \mathcal{S}(N) \gg N^{2} / N=N$. The proof of these steps will be carried out in Section 3. In particular, in Lemma 16, a general series is proven to converge which, in some way, plays the role of the series (2) and (3). Section 2 is mainly allotted to stating and establishing various propositions and lemmas that depend in an essential way on the fundamental theorem on $S$-units. Those results will be used in Section 3, particularly in proving Lemma 15, which is instrumental in the proof of Lemma 16.

In what follows, the letters $p$ and $q$ invariably represent prime numbers and $\pi(x)$ stands, as usual, for the number of primes up to $x$.
2. Tool box and lemmas. One of the main tools behind several of the results we state in this section is the fundamental theorem on $S$-units (see [1, pp. 19-22] for history and references).

Theorem 2. Let $G$ be a finitely generated subgroup of $\mathbb{C}^{*}$ and $\tau \geq 1$ be an integer. The number of solutions of the equation

$$
X_{1}+\cdots+X_{\tau}=1
$$

under the assumption that no subsum of the left-hand side vanishes and the $X_{i}$ 's are in $G$, is finite.

Example. Consider the subgroup of $\mathbb{C}^{*}$ generated by $\pm 2$ and the equation $X_{1}+X_{2}+X_{3}=1$. The triplets $\left(1,2^{n},(-2)^{n}\right)$, $n$ odd, are all solutions, but for all of them the subsum $X_{2}+X_{3}$ is zero.

We prove a pair of corollaries of Theorem 2, before stating much stronger related results. We do this so as not to act as total thieves, or, more seriously, so as to get a feel of where essential ingredients of our arguments come from.

Corollary 3. Let $c_{i}$ and $\alpha_{i}, i=1, \ldots, s$, be $2 s$ nonzero complex numbers such that $\alpha_{i} / \alpha_{j}$ is not a root of unity if $i \neq j$. Then the equation

$$
\begin{equation*}
c_{1} \alpha_{1}^{n}+\cdots+c_{s} \alpha_{s}^{n}=0 \tag{7}
\end{equation*}
$$

has at most finitely many solutions in integers $n$.
Proof. We proceed by strong induction on $s$. Since $c_{1}$ and $\alpha_{1}$ are not zero, $c_{1} \alpha_{1}^{n}$ is nonzero for all $n$. Thus, the lemma holds for $s=1$. Now suppose that $s \geq 2$ and that $\sum_{i=1}^{s} c_{i} \alpha_{i}^{n}=0$. Then, dividing by $c_{s} \alpha_{s}^{n}$ yields

$$
\begin{equation*}
-\sum_{i=1}^{s-1} \frac{c_{i}}{c_{s}}\left(\frac{\alpha_{i}}{\alpha_{s}}\right)^{n}=1 \tag{8}
\end{equation*}
$$

By the inductive hypothesis, each subsum of the left-hand side may take the value 0 for only finitely many $n$ 's. Let $\mathcal{I}$ be this finite set of integers $n$. If (8) holds for some integer $n$ outside $\mathcal{I}$, then (8) yields up to $(s-1)$ ! solutions $\left(X_{1}, \ldots, X_{s-1}\right)$ to the equation $X_{1}+\cdots+X_{s-1}=1$, where the $X_{i}$ 's lie in the group $G$ generated by the $c_{i}$ 's and the $\alpha_{i}$ 's. Indeed, $\left(X_{1}, \ldots, X_{s-1}\right)$ may be any permutation of the $s-1$-tuplet

$$
\left(-\left(c_{1} / c_{s}\right)\left(\alpha_{1} / \alpha_{s}\right)^{n}, \ldots,-\left(c_{s-1} / c_{s}\right)\left(\alpha_{s-1} / \alpha_{s}\right)^{n}\right)
$$

By Theorem 2 there can be only finitely many such $n$ 's. For suppose $-\left(c_{1} / c_{s}\right)\left(\alpha_{1} / \alpha_{s}\right)^{n}=X_{1}$ for two distinct values of $n$, say $n_{1}$ and $n_{2}$; then we would have $\left(\alpha_{1} / \alpha_{s}\right)^{n_{1}-n_{2}}=1$, which would contradict the fact that the ratio $\alpha_{1} / \alpha_{s}$ is not a root of unity.

Corollary 4. Let $u=\left(u_{n}\right)_{n \geq 0}$ be a nonconstant nondegenerate linear recurring sequence whose characteristic polynomial in $\mathbb{C}[x]$ has distinct roots, none of which is a primitive root of order $\geq 2$. Let $c$ be a complex number. Then the equation

$$
u_{n}=c
$$

has finitely many integer solutions $n$.
Proof. We may apply Corollary 3 to $u_{n}-c$, since $u_{n}-c$ is not identically zero and may be written as an expression of the form (7).

In fact, much more is known. Let $\mathcal{R}$ be a subring of $\mathbb{C}$. Put $u=\left(u_{n}\right)_{n \geq 0}$ for a nondegenerate linear recurring sequence $u$ of order $s$ over $\mathcal{R}$ and, for $c \in \mathcal{R}$, put $m(u, c)$ for the number of solutions $n$ of $u_{n}=c$. Finally, if $\mu(s, \mathcal{R})$ is the supremum over all nondegenerate linear recurring sequences $u$ of order $s$ over $\mathcal{R}$ and all $c$ 's in $\mathcal{R}$ of all $m(u, c)$ 's, then $\mu(s, \mathcal{R})$ is finite. As explained on pp. 26-27 of [1], this comes as a consequence of work of Schlickewei and Schmidt. In particular, we deduce the two propositions below, the second one being stronger than the first.

Proposition 5. If $u=\left(u_{n}\right)_{n \geq 0}$ is a nondegenerate integral linear recurring sequence, then there is a positive integer $M$ such that for all $c \in \mathbb{Z}$,

$$
m(u, c) \leq M
$$

Proposition 6. Let $\mathcal{O}$ be the ring of integers of a number field. Then there is a positive integer $M_{s}$ such that for all nondegenerate linear recurring sequences $u=\left(u_{n}\right)_{n \geq 0}$ over $\mathcal{O}$ of order less than or equal to $s$, the equation $u_{n}=c$, where $c$ is any element of $\mathcal{O}$, has at most $M_{s}$ solutions.

Lemma 7. Assume the hypotheses of Theorem 1. Then, in proving that theorem, we may suppose that the roots of $P(x)$ are not roots of unity.

Proof. We use the notation of Theorem 1. No root $\alpha_{i}, i=1, \ldots, s$, is a primitive root of unity of order $h \geq 3$. Otherwise, as $P(x)$ has integral coefficients, all primitive roots of order $h$ would be zeros of $P(x)$ and, thus, their quotient would be a root of unity, which contradicts the hypothesis.

If one of the roots, say $\alpha_{s}$, is equal to 1 , then, by hypothesis, $s \geq 2$ and -1 is not a root of $P(x)$. Assuming $u_{n}$ is expressed as in (4), then the $c_{i}$ 's lie in the root field of $P(x)$ and $c_{s}$ is a rational number. Say $c_{s}=a / b$, where $a$ is an integer and $b$ a positive integer. Then, if the set $b \mathcal{U}+\mathcal{P}$ has positive lower asymptotic density, so does $\mathcal{S}=\mathcal{U}+\mathcal{P}$ (consider the map $\left.b u_{k}+p \mapsto u_{k}+p\right)$. Thus, we may work with $v=\left(b u_{n}-a\right)_{n \geq 0}$ instead of $u=\left(u_{n}\right)_{n \geq 0}$. Now, if say $\alpha_{s}=-1$, then 1 is not a root of $\bar{P}(x)$ and we may work with the sequence $v=\left(b u_{2 n}-a\right)_{n \geq 0}$, where again we have put $c_{s}=a / b$. Neither 1 nor -1 is a root of the characteristic polynomial of $v$, and $v$ satisfies the
hypotheses of Theorem 1. Moreover, the set $\mathcal{P}+\left\{u_{2 n} ; n \geq 0\right\}$ is a subset of $\mathcal{S}$. Hence, if it has positive lower density, then so does the set $\mathcal{S}$.

The assumption that none of the $\alpha_{i}$ 's is a root of unity will be made from now on throughout the rest of the paper. In particular, the hypothesis that $\left|\alpha_{1}\right| \geq 2$ in case $s=1$ no longer needs to be stated.

LEMMA 8. Let $\left(u_{n}\right)_{n \geq 0}$ be a nonzero nondegenerate integral linear recurring sequence whose monic characteristic polynomial in $\mathbb{Z}[x]$ has distinct roots $\alpha_{1}, \ldots, \alpha_{s}$. Then the equation

$$
u_{m}=u_{n} \quad(m \neq n)
$$

has finitely many solutions $(m, n)$ in nonnegative integers $\left(^{1}\right)$.
Proof. The lemma clearly holds if $s=1$ for then $u_{m}=u_{n}$ implies that $\alpha_{1}^{m}=\alpha_{1}^{n}$, forcing the integer $\alpha_{1}$ to be $\pm 1$, a case ruled out after the proof of Lemma 7. Assume now $s \geq 2$. Dividing the equation $u_{m}-u_{n}=0$ through by $c_{s} \alpha_{s}^{n}$, we get

$$
\begin{equation*}
\sum_{i=1}^{s} \frac{c_{i}}{c_{s}} \frac{\alpha_{i}^{m}}{\alpha_{s}^{n}}-\sum_{i=1}^{s-1} \frac{c_{i}}{c_{s}}\left(\frac{\alpha_{i}}{\alpha_{s}}\right)^{n}=1 \tag{9}
\end{equation*}
$$

If the left-hand side contains no zero subsum then, by Theorem 2 , there are finitely many solutions of the equation $X_{1}+\cdots+X_{2 s-1}=1$ in the subgroup $G$ of $\mathbb{C}^{*}$ generated by the $c_{i}$ 's and the $\alpha_{i}$ 's. But there can be at most one value of $n$ for which $\left(c_{i} / c_{s}\right)\left(\alpha_{i} / \alpha_{s}\right)^{n}$ is equal to a given $X$ in $G$, otherwise $\alpha_{i} / \alpha_{s}$ would be a root of unity. Once $n$ is determined, then $\alpha_{1}^{m}$ is equal to some fixed element of $G$ and so $m$ may take at most one value.

We now prove the lemma in complete generality. Note that the left-hand side of $u_{m}-u_{n}=0$ can be written as the sum of $2 s$ terms, since it is

$$
\begin{equation*}
\sum_{i=1}^{s} c_{i} \alpha_{i}^{m}-\sum_{i=1}^{s} c_{i} \alpha_{i}^{n} \tag{10}
\end{equation*}
$$

Thus, there are $2^{2 s}-(2 s+1)$ subsums of the sum 10 that contain at least two terms, and only those subsums may potentially be 0 . Suppose $S_{0}$ is one such 0-subsum which is minimal in that it contains no further smaller 0 -subsums. If all its terms are of the type $c_{i} \alpha_{i}^{k}$ for the same $k$, say $k=m$, then, by Corollary 3, that can occur for only finitely many values of $m$. Once $m$ is fixed, then the equation $u_{n}=u_{m}$ has finitely many solutions in $n$ by Corollary 4. If, on the contrary, $S_{0}$ contains a mixture of terms corresponding to the exponent $m$ and the exponent $n$, then,

[^1]assuming $S_{0}$ contains at least three terms, one exponent, say $m$, occurs at least in two terms. So, let us suppose that the 0 -subsum $S_{0}$ contains the terms $c_{i} \alpha_{i}^{m}, c_{j} \alpha_{j}^{m}$ and $-c_{k} \alpha_{k}^{n}$ for some $i \neq j$. We may reiterate the reasoning made earlier, that is, divide the subsum through by $c_{i} \alpha_{i}^{m}$ and obtain an equation like (9) with the left-hand side containing the term $-\left(c_{j} / c_{i}\right)\left(\alpha_{j} / \alpha_{i}\right)^{m}$ as well as the term $\left(c_{k} / c_{i}\right) \alpha_{k}^{n} / \alpha_{i}^{m}$. By the minimality of our 0-subsum, we may again apply the argument from the beginning of this proof and see that $S_{0}$ may equal 0 for at most finitely many pairs of integers $(m, n)$.

Thus, if there are to be infinitely many solutions $(m, n)$ to the equation $u_{m}=u_{n}$ with $m$ and $n$ distinct and nonnegative, then infinitely often each term $c_{i} \alpha_{i}^{m}$ of 10 must be paired with a term $c_{j} \alpha_{j}^{n}$, and their difference be zero. Clearly, $i \neq j$, for $i=j$ would lead to $\alpha_{i}$ being a root of unity, a case we no longer need to consider by Lemma 7. That is, we have a permutation $\sigma$ of $\{1, \ldots, s\}$ with no fixed point such that

$$
\begin{equation*}
c_{i} \alpha_{i}^{m}-c_{\sigma(i)} \alpha_{\sigma(i)}^{n}=0 \quad \text { for each } i=1, \ldots, s \tag{11}
\end{equation*}
$$

Note that there are finitely many such permutations of $\{1, \ldots, s\}$. We show that there can be at most finitely many pairs of nonnegative integers $(m, n)$ satisfying (11) for a given $\sigma$. Suppose $\left(m_{1}, n_{1}\right)$ and $\left(m_{2}, n_{2}\right)$ are two solutions in nonnegative integers of 11 for the same permutation $\sigma$. Then, for each $i \in\{1, \ldots, s\}$, we have

$$
c_{i} \alpha_{i}^{m_{1}}=c_{\sigma(i)} \alpha_{\sigma(i)}^{n_{1}} \quad \text { and } \quad c_{i} \alpha_{i}^{m_{2}}=c_{\sigma(i)} \alpha_{\sigma(i)}^{n_{2}}
$$

Hence, $\alpha_{i}^{m_{1}-m_{2}}=\alpha_{\sigma(i)}^{n_{1}-n_{2}}$. Put $m=m_{1}-m_{2}$ and $n=n_{1}-n_{2}$, and, after possibly relabelling the $\alpha_{i}$ 's and assuming the orbit of $i=1$ under the action of $\sigma$ has length $h$, we have

$$
\alpha_{1}^{m}=\alpha_{2}^{n}, \quad \alpha_{2}^{m}=\alpha_{3}^{n}, \quad \alpha_{3}^{m}=\alpha_{4}^{n}, \quad \ldots, \quad \alpha_{h}^{m}=\alpha_{1}^{n} .
$$

Therefore, $\alpha_{1}^{m^{h}}=\alpha_{2}^{n m^{h-1}}=\alpha_{3}^{n^{2} m^{h-2}}=\cdots=\alpha_{1}^{n^{h}}$. Thus, $\alpha_{1}^{m^{h}-n^{h}}=1$. Hence, $m^{h}=n^{h}$ and either $m=n$, or $m=-n$. The case $m=n$ implies $\left(\alpha_{1} / \alpha_{2}\right)^{m}=1$ and contradicts the nondegeneracy of $\left(u_{n}\right)$.

If $m=-n$, then $\left(\alpha_{1} \alpha_{2}\right)^{m}=1$. Thus, $\alpha_{2}=\alpha_{1}^{-1} \zeta$, where $\zeta^{m}=1$. But $c_{1} \alpha_{1}^{m_{1}}=c_{2} \alpha_{2}^{n_{1}}$. So $\alpha_{1}^{m_{1}+n_{1}}=\left(c_{2} / c_{1}\right) \zeta^{n_{1}}$. Therefore, $\left|\alpha_{1}\right|^{m_{1}+n_{1}}=\left|c_{2} / c_{1}\right|$. Not all roots $\alpha_{i}$ 's can be of absolute value $\leq 1$ or, by Kronecker's theorem [3], they would all be roots of unity. So choose $\alpha_{1}$ of absolute value $>1$. Now, if $\left|\alpha_{1}\right|^{\ell}=\left|c_{2} / c_{1}\right|$ for some integer $\ell$, then $m_{1}+n_{1}$ must be equal to $\ell$. However, only $\ell+1$ pairs of nonnegative integers $\left(m_{1}, n_{1}\right)$ satisfy $m_{1}+n_{1}=\ell$.

Definition 9. Suppose $\alpha_{1}, \ldots, \alpha_{s}$ are $s$ fixed algebraic integers. Then given $s$ positive integers $m_{1}, \ldots, m_{s}$, we define $\Delta_{m_{1}, \ldots, m_{s}}$ as the $(s+1) \times(s+1)$ determinant

$$
\Delta_{m_{1}, \ldots, m_{s}}:=\left|\begin{array}{ccccc}
1 & 1 & \ldots & 1 & 1 \\
\alpha_{1}^{m_{1}} & \alpha_{2}^{m_{1}} & \ldots & \alpha_{s}^{m_{1}} & 1 \\
\vdots & \ldots & \ldots & \ldots & \vdots \\
\alpha_{1}^{m_{s}} & \alpha_{2}^{m_{s}} & \ldots & \alpha_{s}^{m_{s}} & 1
\end{array}\right|
$$

LEMMA 10. Let $\alpha_{1}, \ldots, \alpha_{s}$ be s nonzero algebraic integers such that neither of them, nor the ratio of any two of them, is a root of unity. Let $\mathcal{M}$ be a set of $M_{s}+s$ positive integers, where $M_{s}$ is the constant defined in Proposition 6 and $\mathcal{O}$ is the ring of integers of the number field generated by the $\alpha_{i}$ 's. Then there are $s$ integers $m_{1}, \ldots, m_{s}$ in $\mathcal{M}$ such that $\Delta_{m_{1}, \ldots, m_{s}}$ is not zero.

Proof. We proceed by induction on $s$. For $s=1$, note that $\Delta_{m}=$ $1-\alpha_{1}^{m} \neq 0$ for any $m$ in $\mathcal{M}$. For $s=2$, choose any $m_{1}$ in $\mathcal{M}$ and note that expanding the determinant $\Delta_{m_{1}, m}$ along its third line yields $c_{1} \alpha_{1}^{m}+c_{2} \alpha_{2}^{m}+c_{3}$, where $c_{1}, c_{2}$ and $c_{3}$ are, up to sign, the corresponding minors. Thus if $\Delta_{m_{1}, m}=0$, then $u_{m}:=c_{1} \alpha_{1}^{m}+c_{2} \alpha_{2}^{m}=-c_{3}$. Since $c_{2}=-\Delta_{m_{1}} \neq 0$, the sequence $u=\left(u_{m}\right)_{m \geq 0}$ is an honest nonzero linear recurrence, which is nondegenerate of order at most 2 over $\mathcal{O}$. Thus, by Proposition 6, there are at most $M_{2}$ values of $m$ that satisfy $u_{m}=-c_{3}$. But $\mathcal{M} \backslash\left\{m_{1}\right\}$ contains $M_{2}+1$ integers, so there is an $m$ in $\mathcal{M} \backslash\left\{m_{1}\right\}$ for which $\Delta_{m_{1}, m} \neq 0$. This argument may be repeated. Suppose the lemma holds up to $s-1 \geq 2$. Let $\mathcal{M}$ contain $M_{s}+s$ positive integers. Since $M_{s} \geq M_{s-1}, \mathcal{M}$ contains strictly more than $M_{s-1}+(s-1)$ positive integers. By the inductive hypothesis, there are integers $m_{1}, \ldots, m_{s-1}$ in $\mathcal{M}$ such that the determinant $\Delta_{m_{1}, \ldots, m_{s-1}}$ is nonzero. Expanding the determinant $\Delta_{m_{1}, \ldots, m_{s-1}, m}$ along its last line and assuming it is 0 , we get an equation of the type $u_{m}:=\sum_{i=1}^{s} c_{i} \alpha_{i}^{m}=-c_{s+1}$. Again the sequence $u=\left(u_{m}\right)_{m \geq 0}$ is not identically 0 since $c_{s}= \pm \Delta_{m_{1}, \ldots, m_{s-1}} \neq 0$ and $u$ is a nondegenerate linear recurring sequence of order at most $s$ over $\mathcal{O}$. Thus, by Proposition 6, at most $M_{s}$ integer values of $m$ may annihilate $u_{m}+c_{s+1}$. But $\mathcal{M} \backslash\left\{m_{1}, \ldots, m_{s-1}\right\}$ contains $M_{s}+1$ integers. One of them, say $m_{s}$, is such that $\Delta_{m_{1}, \ldots, m_{s-1}, m_{s}} \neq 0$.

We will use a particular case of Theorem 2.3 of [1], which was proved by Evertse [2] and also by van der Poorten and Schlickewei [5].

Proposition 11. For any algebraic nondegenerate linear recurring sequence $u=\left(u_{n}\right)_{n \geq 0}$ and any $\epsilon>0$, there exists a constant $n_{\epsilon}$ for which

$$
\left|u_{n}\right| \geq\left|\alpha_{1}\right|^{(1-\epsilon) n} \quad \text { if } n \geq n_{\epsilon}
$$

where $\alpha_{1}$ is a root of maximal absolute value of the characteristic polynomial of $u$.
3. Proof of the main theorem. We address the first step of Romanoff's line of proof by noting that it suffices to prove a lower bound for the average number of representations.

Recall here that $r(n)$ is the cardinality of the set of pairs of nonnegative integers $(j, k)$ such that $n=p_{j}+u_{k}, p_{j}$ being the $j$ th prime.

Lemma 12. Let $u=\left(u_{n}\right)_{n \geq 0}$ be a nondegenerate integral linear recurring sequence whose characteristic polynomial has distinct roots. Then

$$
\sum_{n=1}^{N} r(n) \gg N
$$

Proof. If $s$ is the number of characteristic roots of $\left(u_{n}\right)_{n \geq 0}$ and $c$ is $s$ times the maximum of the $\left|c_{i}\right|$ 's, where we assume $u_{n}$ to have the representation (4), then we immediately have $\left|u_{n}\right| \leq c\left|\alpha_{1}\right|^{n}$, where $\left|\alpha_{1}\right| \geq\left|\alpha_{i}\right|$, $i=2, \ldots, s$. Thus, the number of terms of $u$ in an interval $[-N, N]$ is at least equal to $k_{N}$, where $k_{N}$ is the largest integer $n$ satisfying $c\left|\alpha_{1}\right|^{n} \leq N$. But $k_{N}$ is asymptotically equal to $\log N / \log \left|\alpha_{1}\right|$ as $N$ tends to infinity. Therefore,

$$
\begin{aligned}
\sum_{n=1}^{N} r(n) & \geq(\pi(2 N / 3)-\pi(N / 3)) \cdot \#\left\{n ; u_{n} \in[-N / 3, N / 3]\right\} \\
& \geq \frac{N}{3 \log N} \cdot \log \left(\frac{N}{3}\right)\left(\left(\log \left|\alpha_{1}\right|\right)^{-1}+o(1)\right) \quad(N \rightarrow \infty) \\
& \gg
\end{aligned}
$$

where in the second inequality above we used the prime number theorem.
The second step of Romanoff's method is, as usual, the most involved step in proving the positive lower density of the sumset. We decompose it into several lemmas.

Definition 13. Given an integral linear recurring sequence $u=\left(u_{n}\right)_{n \geq 0}$ and a prime $p$, we denote by $k(p)$ the period of $u$ modulo $p$, that is, the (minimal) positive integer $k$ such that $u_{n+k} \equiv u_{n}(\bmod p)$ for all integers $n \geq 0$. If $y$ is an integer, then $\nu(y, p)$ denotes the number of appearances of $y(\bmod p)$ in an interval of length $k(p)$, i.e., the number of $n$ 's in $[1, k(p)]$ such that $u_{n} \equiv y(\bmod p)$. Then $\nu_{p}$ is the maximum over all $y$ 's of the $\nu(y, p)$ 's. Finally, $z(p)$ denotes the ratio $k(p) / \nu_{p}$. Note that if $u$ is of order $s$, then $k(p) \leq p^{s}$.

Notation. Let $u=\left(u_{n}\right)_{n \geq 0}$ be an integral nondegenerate linear recurring sequence with $s$ distinct characteristic roots $\alpha_{1}, \ldots, \alpha_{s}$, where $\alpha_{1}$ will always stand for a root of maximal absolute value. We will denote by $n_{0}$ a positive integer $\geq M_{s}$, where $M_{s}$ was defined in Proposition 6, with the additional property that for all $n>n_{0}$, we have $u_{n} \neq u_{m}$ for all $m \neq n$.

Note that the existence of $n_{0}$ is guaranteed by Lemma 8 and Proposition 6 . We then define $\kappa:=2\left(n_{0}+s+1\right)$.

Definition 14. Let $u=\left(u_{n}\right)_{n \geq 0}$ be an integral nondegenerate linear recurring sequence with $s$ distinct characteristic roots, so that the terms $u_{n}$ admit the representation (4). We will say that a prime $p$ is $u$-irregular, or just irregular, if it belongs to one of the three sets $\mathcal{B}_{i}, i=1,2,3$, where

$$
\begin{array}{ll}
p \in \mathcal{B}_{1} \quad \text { iff } \quad p<p_{0} \text { or } p \text { divides } \prod_{i=1}^{s} c_{i} \alpha_{i} \\
p \in \mathcal{B}_{2} \quad \text { iff } \quad p \notin \mathcal{B}_{1} \text { and } k(p)<p^{1 /(s+2)}, \\
p \in \mathcal{B}_{3} \quad \text { iff } \quad p \notin \mathcal{B}_{1} \cup \mathcal{B}_{2} \text { and } \nu_{p}>\kappa \frac{k(p)}{p^{\beta}}, \text { where } \beta=\frac{1}{s+3} .
\end{array}
$$

The prime $p_{0}$ is the smallest prime $p$ such that both the inequality

$$
\left(p^{s}\right)^{\frac{s+4}{s+2}}>\kappa p^{s}
$$

holds and $p$ does not divide the discriminant of $P(x)$, the characteristic polynomial of $u$. Primes not in $\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \mathcal{B}_{3}$ are called $u$-regular, or just regular.

Thus, primes in $\mathcal{B}_{2}$ may be thought of as having a small period and those in $\mathcal{B}_{3}$ as having a high frequency residue.

Lemma 15. The sum of the reciprocals of irregular primes converges.
Proof. Irregular primes in $\mathcal{B}_{1}$ are finitely many so clearly the lemma holds for such primes. Primes $p \leq T$ in $\mathcal{B}_{2}$ satisfy $k(p)<T^{1 /(s+2)}$. We estimate their number by observing that

$$
\begin{aligned}
2^{\#\left\{p \leq T ; k(p)<T^{1 /(s+2)}\right\}} & \leq \prod_{\substack{p \leq T \\
k(p) \leq T^{1 /(s+2)}}} p \leq \prod_{n<T^{1 /(s+2)}}\left|u_{n+n_{0}}-u_{n_{0}}\right| \\
& \leq \exp \left(O\left(\sum_{n<T^{1 /(s+2)}} n\right)\right) \\
& =\exp \left(O\left(T^{2 /(s+2)}\right)\right)
\end{aligned}
$$

so the counting function of such primes $p \leq T$ is $O\left(T^{2 /(s+2)}\right)$. In particular, as $2 /(s+2)<1$, the sum of their reciprocals converges by Abel summation. Here we used $0<\left|u_{n+n_{0}}-u_{n_{0}}\right| \ll\left|\alpha_{1}\right|^{n+n_{0}} \ll e^{\lambda n}$ for some $\lambda>0$.

It remains to see that the sum of the inverses of the primes in $\mathcal{B}_{3}$ also converges. Suppose first that $s=1$. Then, as $p \nmid c_{1} \alpha_{1}, k(p)$ is the order of $\alpha_{1}$ modulo $p$ and $\nu_{p}=1$. Thus, $p$ being in $\mathcal{B}_{3}$ says that $k(p)<\kappa^{-1} p^{1 / 4}<p^{1 / 3}$ for $p$ large enough. Hence, we may reconduct the argument used for primes in $\mathcal{B}_{2}$.

So we assume $s \geq 2$. Let $p$ be in $\mathcal{B}_{3}$. Then slicing the interval $[0, k(p)-1]$ into subintervals $\left[0, p^{\beta}\right),\left[p^{\beta}, 2 p^{\beta}\right)$, etc., of length not exceeding $p^{\beta}$, we get at most $\left\lfloor k(p) / p^{\beta}\right\rfloor+1<2 k(p) / p^{\beta}$ such subintervals. Since $\nu(y, p)>$ $2\left(n_{0}+s+1\right) k(p) / p^{\beta}$ for some $y$, it follows that there is one subinterval that catches at least $n_{0}+s+1$ solutions $n$ to $u_{n} \equiv y(\bmod p)$. Thus, there are integers $n_{1}, n_{1}+\ell_{1}, \ldots, n_{1}+\ell_{n_{0}+s}$ such that $0<\ell_{1}<\cdots<\ell_{n_{0}+s} \in\left[1, p^{\beta}\right)$ and $u_{n_{1}} \equiv u_{n_{1}+\ell_{i}} \equiv y(\bmod p)$ for $i=1, \ldots, n_{0}+s$. Because $n_{0}+s \geq M_{s}+s$, there is a subset of $s$ integers $m_{1}<\cdots<m_{s}$ among the $\ell_{i}$ 's such that $\Delta_{m_{1}, \ldots, m_{s}}$ is not zero, by Lemma 10 . Exploiting relation (4) and the fact that $u_{n_{1}}, u_{n_{1}+m_{1}}, \ldots, u_{n_{1}+m_{s}}$ are all congruent to $y$ modulo $p$, we deduce that the linear system

$$
\left\{\begin{array}{c}
X_{1}+X_{2}+\cdots+X_{s}+X_{s+1}=0 \\
\alpha_{1}^{m_{1}} X_{1}+\alpha_{2}^{m_{1}} X_{2}+\cdots+\alpha_{s}^{m_{1}} X_{s}+X_{s+1}=0 \\
\vdots \\
\vdots \\
\alpha_{1}^{m_{s}} X_{1}+\alpha_{2}^{m_{s}} X_{2}+\cdots+\alpha_{s}^{m_{s}} X_{s}+X_{s+1}=0
\end{array}\right.
$$

has the solution

$$
\left(X_{1}, X_{2}, \ldots, X_{s}, X_{s+1}\right):=\left(c_{1} \alpha_{1}^{n_{1}}, c_{2} \alpha_{2}^{n_{1}}, \ldots, c_{s} \alpha_{s}^{n_{1}},-y\right)
$$

modulo $p$, and this solution is nontrivial modulo $p$ because $p>p_{0}$ implies that each $c_{i}$ and each $\alpha_{i}, i=1, \ldots, s$, is invertible modulo $p$. Hence, letting $\pi$ be any prime ideal above $p$ in $\mathbb{K}=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{s}\right)$, the determinant of the system is 0 modulo $\pi$.

The principal ideal generated by $p$ inside $\mathcal{O}_{\mathbb{K}}$, the ring of integers of $\mathbb{K}$, is the product of all $\pi$ 's in $\mathcal{O}_{\mathbb{K}}$ that lie above $p$, that is, its prime ideal decomposition is squarefree. Indeed, $p$ does not divide the discriminant of $P(x)$. Therefore,

$$
p=N_{\mathbb{K} / \mathbb{Q}}(\pi) \text { divides the nonzero rational integer } N_{\mathbb{K} / \mathbb{Q}}\left(\Delta_{m_{1}, \ldots, m_{s}}\right)
$$

Note that $\Delta_{m_{1}, \ldots, m_{s}}$ is the sum of $(s+1)$ ! products each containing factors of the type $\alpha_{i}^{m_{j}}$. Since $m_{j}<p^{\beta}$, we see, assuming $p \leq T$, that $m_{j}<T^{\beta}$. Thus,

$$
\left|\Delta_{m_{1}, \ldots, m_{s}}\right|=O\left((s+1)!\left|\alpha_{1}\right|^{s T^{\beta}}\right)=\exp \left(O\left(T^{\beta}\right)\right)
$$

Further, since Galois conjugation of $\mathbb{K}$ over $\mathbb{Q}$ permutes $\alpha_{1}, \ldots, \alpha_{s}$, it follows that all conjugates of $\left|\Delta_{m_{1}, \ldots, m_{s}}\right|$ in $\mathbb{K}$ are also of size at $\operatorname{most} \exp \left(O\left(T^{\beta}\right)\right)$. Thus, the integer $\left|N_{\mathbb{K} / \mathbb{Q}}\left(\Delta_{m_{1}, \ldots, m_{s}}\right)\right|$ is itself $\exp \left(O\left(T^{\beta}\right)\right)$.

Since $m_{1}, \ldots, m_{s}$ may vary with each $p$ in $\mathcal{B}_{3}$, we denote the dependence of $\Delta_{m_{1}, \ldots, m_{s}}$ on $p$ by writing it as $\Delta_{m_{1}, \ldots, m_{s}}(p)$.

Hence, the product of the primes $p \leq T$ in $\mathcal{B}_{3}$ may be estimated as follows:

$$
\begin{aligned}
2^{\# \mathcal{B}_{3}(T)} & \leq \prod_{p \in \mathcal{B}_{3}(T)} p \leq \prod_{p \in \mathcal{B}_{3}(T)}\left|N_{\mathbb{K} / \mathbb{Q}}\left(\Delta_{m_{1}, \ldots, m_{s}}(p)\right)\right| \\
& \leq \prod_{m_{1}<\cdots<m_{s}<T^{\beta}} \exp \left(O\left(T^{\beta}\right)\right)=\exp \left(O\left(T^{\beta} \cdot \sum_{m_{1}<\cdots<m_{s}<T^{\beta}} 1\right)\right) \\
& =\exp \left(O\left(T^{\beta}\right)^{s+1}\right)=\exp \left(O\left(T^{\frac{s+1}{s+2}}\right)\right)
\end{aligned}
$$

So, the number of primes $\leq T$ in $\mathcal{B}_{3}$ is $O\left(T^{\frac{s+1}{s+2}}\right)$, therefore the sum of their reciprocals also converges.

Lemma 16. The series

$$
\sum_{n \geq 1} \frac{\mu(n)^{2}}{n z(n)}
$$

converges, where $z(n)$ is the maximum, over all prime factors $p$ of $n$, of the $z(p)$ 's.

Proof. Numbers $n$ built entirely of $u$-irregular primes satisfy

$$
\sum_{\substack{n \geq 1 \\ p \mid n \Rightarrow p \text { irregular }}} \frac{\mu(n)^{2}}{n z(n)} \leq \sum_{\substack{n \geq 1 \\ p \mid n \Rightarrow p \text { irregular }}} \frac{\mu(n)^{2}}{n} \leq \prod_{p \text { irregular }}\left(1+\frac{1}{p}\right)=O(1)
$$

since the product $\prod_{p \text { irregular }}(1+1 / p)$ converges iff the sum of the reciprocals of irregular primes converges, a convergence shown in Lemma 15.

We now consider integers $n$ that have at least one regular prime factor. Then

$$
\begin{aligned}
\sum_{\substack{n \\
\exists p \mid n, p \text { regular }}} \frac{\mu(n)^{2}}{n z(n)} & \leq \sum_{p \text { regular }} \sum_{z(n)=z(p)} \frac{\mu(n)^{2}}{n z(n)} \leq \sum_{p \operatorname{regular}} \frac{1}{p z(p)} \sum_{z(n) \leq z(p)} \frac{\mu(n)^{2}}{n} \\
& \leq \sum_{p \text { regular }} \frac{\kappa}{p^{\frac{3+s}{2+s}}}\left(\prod_{q \text { irregular }}\left(1+\frac{1}{q}\right) \prod_{\substack{q \text { regular } \\
q<p^{s(s+4)}}}\left(1+\frac{1}{q}\right)\right)
\end{aligned}
$$

Indeed, if $p$ is regular, then $p \notin \mathcal{B}_{3}$. So $\nu_{p} \leq \kappa k(p) / p^{\beta}$, i.e., $z(p) \geq \kappa^{-1} p^{\beta}$, or

$$
\frac{1}{p z(p)} \leq \frac{\kappa}{p^{1+\beta}}=\frac{\kappa}{p^{\frac{s+3}{s+2}}}
$$

The explanation of the second product above is that if $q \geq p^{s(s+4)}$ is regular and appears in the factorization of an $n$ with $z(n) \leq z(p)$, then

$$
z(q) \geq \kappa^{-1} q^{\beta} \geq \kappa^{-1} p^{\frac{s(s+4)}{s+2}} \geq \kappa^{-1}\left(p^{s}\right)^{\frac{s+4}{s+2}}>p^{s} \geq z(p)
$$

since $p^{s} \geq k(p) \geq z(p)$. We have also used the hypothesis that, $p$ being regular, $p \geq p_{0}$. But $z(q)>z(p)$ contradicts the hypothesis $z(n) \leq z(p)$. Thus, regular prime factors of an $n$ with $z(n) \leq z(p)$ must be less than $p^{s(s+4)}$.

Hence, as the first product is $O(1)$ and the second, by Mertens' theorem, is $O(\log p)$, we have

$$
\sum_{\substack{n \\ \exists p \mid n, p \text { regular }}} \frac{\mu(n)^{2}}{n z(n)} \ll \sum_{p \text { regular }} \frac{\log p}{p^{\frac{3+s}{2+s}}} \ll 1
$$

Lemma 17. We have

$$
\sum_{n=1}^{N} r(n)^{2} \ll N
$$

Proof. Following the proof of the comparable Lemma 3 of [4], we have

$$
\sum_{n=1}^{N} r(n)^{2}=\sum_{n=1}^{N} \sum_{\substack{p+u=n \\ p^{\prime}+u^{\prime}=n}} 1 \leq \sum_{h \in[-N, N]}\left(\sum_{\substack{p-p^{\prime}=h \\ p, p^{\prime} \in[2, N]}} 1\right) \delta_{N}(h)
$$

where

$$
\delta_{N}(h)=\#\left\{(m, n) \in \mathbb{N}^{2} ; h=u_{m}-u_{n}, u_{m} \text { and } u_{n} \text { belonging to }[-N, N]\right\} .
$$

Put

$$
\alpha_{N}(h):=\delta_{N}(h) \sum_{\substack{p-p^{\prime}=h \\ p, p^{\prime} \in[2, N]}} 1 .
$$

Note that, by Proposition 11, say with $\epsilon=1 / 2,\left|u_{n}\right| \in[0, N]$ implies that $\left|\alpha_{1}\right|^{n / 2} \in[0, N]$, if $n \geq n_{\epsilon}$. Thus, $n \leq\left(2 / \log \left|\alpha_{1}\right|\right) \log N$. Hence, $\delta_{N}(0)$ is of order $O(\log N)$ and

$$
\alpha_{N}(0) \ll(\log N) \sum_{p \leq N} 1 \ll N
$$

by the prime number theorem. Clearly, $\alpha_{N}(h)=\alpha_{N}(-h)$, so it suffices to show $\sum_{h \geq 1} \alpha_{N}(h) \ll N$. If $h$ is odd and positive and $p-p^{\prime}=h$, then $p^{\prime}=2$. Since the number of $n$ 's such that $\left|u_{n}\right| \in[0, N]$ is $\ll \log N$ and, by Proposition 5, there are at most $M$ values of $m$ such that $u_{m}=u_{n}+h$, it follows that for $h$ odd, we have $\delta_{N}(h) \ll \log N$. Hence,

$$
\sum_{1 \leq h \text { odd } \leq N} \alpha_{n}(h) \ll(\log N) \sum_{\substack{1 \leq h \leq N \\ 2+h=p}} 1 \ll N
$$

by the prime number theorem.
By Brun's combinatorial sieve, we know that for $h$ even, the number of primes $p \leq x$ such that $p+h$ is prime is

$$
\ll \prod_{p \mid h}\left(1+\frac{1}{p}\right) \cdot \frac{x}{\log ^{2} x}
$$

Thus,

$$
\begin{aligned}
\sum_{1 \leq h \text { even } \leq N} \alpha_{n}(h) & \ll \frac{N}{\log ^{2} N} \sum_{h>0} \sum_{d \mid h} \frac{\mu(d)^{2}}{d} \delta_{N}(h) \\
& \leq \frac{N}{\log ^{2} N} \sum_{d \geq 1} \frac{\mu(d)^{2}}{d} \sum_{\substack{d \mid h \\
h \leq N}} \delta_{N}(h)
\end{aligned}
$$

Now for $d>1$ choose a prime factor $p$ of $d$ such that $z(p)=z(d)$. Then

$$
\begin{aligned}
\sum_{\substack{d \mid h \\
h \leq N}} \delta_{N}(h) & =\#\left\{\left(u_{m}, u_{n}\right) \in[-N, N]^{2} ; u_{m} \equiv u_{n}(\bmod d)\right\} \\
& \leq \#\left\{\left(u_{m}, u_{n}\right) \in[-N, N]^{2} ; u_{m} \equiv u_{n}(\bmod p)\right\}
\end{aligned}
$$

The number of choices for $u_{n}$ is $O(\log N)$ and, once $n$ is chosen, $u_{m}$ is equal to $u_{n}$ modulo $p$ at most $\nu_{p}$ times per period $k(p)$. So the number of choices for $m$ is $\ll\left(\nu_{p} \log N\right) / k(p)$. That is,

$$
\sum_{\substack{d \mid h \\ h \leq N}} \delta_{N}(h) \ll \frac{\log ^{2} N}{z(d)}
$$

Therefore,

$$
\sum_{1 \leq h \text { even } \leq N} \alpha_{n}(h) \ll N \quad \text { if and only if } \quad \sum_{d \geq 1} \frac{\mu(d)^{2}}{d z(d)} \text { converges, }
$$

a convergence that was shown in Lemma 16 .
Our main theorem, Theorem 1, follows from Cauchy-Schwarz's inequality (6), Lemma 12 and Lemma 17 .
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