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1. Introduction. In 1968 George Mostow published his famous Rigidity Theorem [20]: if $M_{1}$ and $M_{2}$ are two closed oriented hyperbolic manifolds of dimension $n \geq 3$ and $f: \pi_{1}\left(M_{1}\right) \rightarrow \pi_{1}\left(M_{2}\right)$ is a group isomorphism, then there exists a unique isometry $M_{1} \rightarrow M_{2}$ inducing $f$. This can be reformulated as a statement about lattices in the orientation-preserving isometry group $\operatorname{PSO}(1, n)$ of hyperbolic $n$-space $\mathbf{H}^{n}$ :

Theorem (Mostow). Let $n \geq 3$ and let $\Gamma_{1}, \Gamma_{2} \subset \operatorname{PSO}(1, n)$ be cocompact lattices. Let $f: \Gamma_{1} \rightarrow \Gamma_{2}$ be an isomorphism of abstract groups. Then $f$ is the conjugation by some element of the full isometry group $\mathrm{PO}(1, n)$ of $\mathbf{H}^{n}$, in particular $f$ extends to an algebraic automorphism of $\operatorname{PSO}(1, n)$.

This was later generalised by various authors; in particular, the condition that $\Gamma_{j}$ be cocompact can be weakened to having finite covolume (see [24]). The condition that $n \neq 2$, however, is necessary: two-dimensional hyperbolic manifolds are the same as hyperbolic Riemann surfaces, which are wellknown to admit deformations.

As a model for the hyperbolic plane take the upper half-plane $\mathfrak{H}=$ $\{\tau \in \mathbb{C} \mid \operatorname{Im} \tau>0\}$, so its orientation-preserving isometry group becomes identified with $\operatorname{PSL}(2, \mathbb{R})$ via Möbius transformations. In this article we prove that a variant of Mostow's Rigidity Theorem does hold in Isom ${ }^{+}(\mathfrak{H})=$ $\operatorname{PSL}(2, \mathbb{R})$ if we restrict ourselves to a certain class of lattices for which congruence subgroups are defined, and demand that the group isomorphism preserve congruence subgroups.

We first state our result in the simpler case of arithmetic groups. Recall that given a totally real number field $k \subset \mathbb{R}$, a quaternion algebra $B$ over $k$ which is split over the identity embedding $k \rightarrow \mathbb{R}$ and ramified over all

[^0]other infinite places of $k$, an order $\mathscr{O} \subset B$ and an isomorphism $\varphi: B \otimes_{k} \mathbb{R} \rightarrow$ $\mathrm{M}(2, \mathbb{R})$, we obtain a group homomorphism $\varphi: \mathscr{O}^{1} \rightarrow \operatorname{PSL}(2, \mathbb{R})$ whose image is a lattice, where $\mathscr{O}^{1}$ is the group of units in $\mathscr{O}$ with reduced norm one. A lattice $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ is called arithmetic if $\Gamma$ is commensurable to some such $\varphi\left(\mathscr{O}^{1}\right)$.

For a non-zero ideal $\mathfrak{n} \subset \mathfrak{o}_{k}$ we then define the principal congruence subgroup

$$
\mathscr{O}^{1}(\mathfrak{n})=\left\{b \in \mathscr{O}^{1} \mid b-1 \in \mathfrak{n} \cdot \mathscr{O}\right\} .
$$

If $\Gamma$ contains a subgroup of finite index in $\varphi\left(\mathscr{O}^{1}\right)$, we set $\Gamma(\mathfrak{n})=\Gamma \cap \varphi\left(\mathscr{O}^{1}(\mathfrak{n})\right)$, and a subgroup of $\Gamma$ is a congruence subgroup if it contains some $\Gamma(\mathfrak{n})$.

Theorem (Special case of Theorem A below). Let $\Gamma_{1}, \Gamma_{2} \subset \operatorname{PSL}(2, \mathbb{R})$ be arithmetic Fuchsian groups, and let $f: \Gamma_{1} \rightarrow \Gamma_{2}$ be an isomorphism of abstract groups such that for every subgroup $\Delta \subseteq \Gamma_{1}$ of finite index, $\Delta$ is a congruence subgroup of $\Gamma_{1}$ if and only if $f(\Delta)$ is a congruence subgroup of $\Gamma_{2}$. Then there exists some $a \in \operatorname{PGL}(2, \mathbb{R})$ such that $f$ is the conjugation by $a$. In particular, $\Gamma_{2}=a \Gamma_{1} a^{-1}$.

Without the assumption about congruence subgroups the conclusion no longer holds (see Remark 10.1).

Now both the notion of congruence subgroup and our result can be extended to a larger class of Fuchsian groups. For a subgroup $\Gamma \subseteq \operatorname{PSL}(2, \mathbb{R})$ denote its preimage in $\operatorname{SL}(2, \mathbb{R})$ by $\tilde{\Gamma}$. A lattice $\Gamma \subset \operatorname{PSL}(2, \overline{\mathbb{R}})$ is called semiarithmetic if $\operatorname{tr}^{2} \gamma$ is a totally real algebraic integer for each $\gamma \in \tilde{\Gamma}$; this notion is invariant under commensurability. It was introduced in [25], and many classes of Fuchsian groups are semiarithmetic:
(i) Arithmetic lattices are semiarithmetic.
(ii) All Fuchsian triangle groups $\Delta(p, q, r)$ are semiarithmetic. However, they fall into infinitely many commensurability classes, only finitely many of which are arithmetic (see [31]).
(iii) In [25] further examples of semiarithmetic groups which are not arithmetic were constructed by giving explicit generators.
(iv) The theory of flat surfaces provides another construction of semiarithmetic groups. If $X$ is a closed Riemann surface and $\omega$ is a holomorphic one-form on $X$ which is not identically zero, a simple geometric construction yields the Veech group $\left(^{1}\right) \mathrm{SL}(X, \omega)$ which is a discrete subgroup of $\operatorname{SL}(2, \mathbb{R})$. In certain cases the Veech group is a lattice, and then its image in $\operatorname{PSL}(2, \mathbb{R})$ is a semiarithmetic group by [17, Theorems 5.1, 5.2] and [19, Proposition 2.6]. Veech groups are never cocompact (see [10, p. 509]), therefore a Veech

[^1]group which is a lattice is arithmetic if and only if it is commensurable to $\mathrm{SL}(2, \mathbb{Z})\left({ }^{2}\right)$. In [17] we find, for every real quadratic number field $k$, a construction of a lattice Veech group contained in $\operatorname{SL}\left(2, \mathfrak{o}_{k}\right)$, which is therefore semiarithmetic but not arithmetic.

Examples (ii) and (iv) intersect: in [2, Theorem 6.12] it is proved that every non-cocompact triangle group $\Delta(p, q, \infty)$ is commensurable to some Veech group. On the other hand, cocompact triangle groups can never be Veech groups, and only finitely many of the examples in [17] are commensurable with triangle groups.

The generalisation of the notion of congruence subgroups to semiarithmetic groups is a bit involved; we refer the reader to Section 4 .

Now, the conclusion of Theorem A does not hold for general semiarithmetic groups; we need to impose one more condition, which is the existence of a modular embedding: Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic subgroup, and let $k$ be the number field generated by all $\operatorname{tr}^{2} \gamma$ with $\gamma \in \tilde{\Gamma}$. Then for every embedding $\sigma: k \rightarrow \mathbb{R}$ there exists a group embedding $i_{\sigma}: \Gamma \rightarrow \operatorname{PSL}(2, \mathbb{R})$, unique up to conjugation in $\operatorname{PGL}(2, \mathbb{R})$, such that $\operatorname{tr}^{2} i_{\sigma}(\gamma)=\sigma\left(\operatorname{tr}^{2} \gamma\right)$ for every $\gamma \in \Gamma$ (see [25, Remark 4]). The original group $\Gamma$ is arithmetic precisely if no $i_{\sigma}(\Gamma)$ for $\sigma$ different from the identity embedding contains a hyperbolic element. In general, let $\sigma_{1}, \ldots, \sigma_{r}$ be those embeddings $\sigma$ for which $i_{\sigma}(\Gamma)$ contains a hyperbolic element. Then the coordinatewise embedding $\left(i_{\sigma_{1}}, \ldots, i_{\sigma_{r}}\right): \Gamma \rightarrow \operatorname{PSL}(2, \mathbb{R})^{r}$ maps $\Gamma$ into an irreducible arithmetic group $\Lambda \subset \operatorname{PSL}(2, \mathbb{R})^{r}$; for the precise construction see Section 7 .

We note that if $\Gamma$ is not already arithmetic itself, it is mapped into $\Lambda$ with Zariski-dense image of infinite index; such groups are called thin. This is essentially due to S . Geninska [8, Proposition 2.1 and Corollary 2.2]; we explain it below in Corollary 7.2 .

Now $\Lambda$ acts on $\mathfrak{H}^{r}$ by coordinate-wise Möbius transformations, and a modular embedding for $\Gamma$ is then a holomorphic map $F: \mathfrak{H} \rightarrow \mathfrak{H}^{r}$ equivariant for $\Gamma \rightarrow \Lambda$.
(i) If $\Gamma$ is arithmetic, then $r=1$ and $\Lambda$ contains $\Gamma$ as a finite index subgroup. We may take $F(\tau)=\tau$ as a modular embedding.
(ii) All Fuchsian triangle groups admit modular embeddings (see [5, Theorem, p. 96]).
(iii) Most of the new examples of semiarithmetic groups in [25] do not admit modular embeddings (see [25, Corollary 4]).
(iv) Veech groups which are lattices always admit modular embeddings (see [19, Corollary 2.11]). This solves [25, Problem 1], which asks

[^2]whether every Fuchsian group admitting a modular embedding is arithmetic or commensurable with a triangle group: there exist Veech groups which are neither $\left({ }^{3}\right)$, but do admit modular embeddings.
More generally, we say $\Gamma$ virtually admits a modular embedding if some finite index subgroup of $\Gamma$ admits one.

Theorem A. For $j=1,2$, let $\Gamma_{j} \subset \operatorname{PSL}(2, \mathbb{R})$ be semiarithmetic lattices which virtually admit modular embeddings. Let $f: \Gamma_{1} \rightarrow \Gamma_{2}$ be an isomorphism of abstract groups such that for every subgroup $\Delta \subseteq \Gamma_{1}$ of finite index, $\Delta$ is a congruence subgroup of $\Gamma_{1}$ if and only if $f(\Delta)$ is a congruence subgroup of $\Gamma_{2}$. Then there exists $a \in \operatorname{PGL}(2, \mathbb{R})$ such that $f$ is conjugation by $a$. In particular, $\Gamma_{2}=a \Gamma_{1} a^{-1}$.

This theorem will be proved in Section 8. It rests on the following result on congruence subgroups in semiarithmetic groups, which may be of independent interest.

Theorem B. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic lattice satisfying the trace field condition $\left(^{4}\right)$ with trace field $k$. Then there exists a finite set $S(\Gamma)$ of rational primes with the following properties:
(i) If $\mathfrak{p}$ is a prime ideal in $k$ not dividing any element of $S(\Gamma)$, then $\Gamma / \Gamma(\mathfrak{p}) \simeq \operatorname{PSL}\left(2, \mathfrak{o}_{k} / \mathfrak{p}\right)$.
(ii) If $q$ is a rational prime power not divisible by any element of $S(\Gamma)$ and $\Delta$ is a normal congruence subgroup of $\Gamma$ with $\Gamma / \Delta \simeq \operatorname{PSL}(2, q)$, then there exists a unique prime ideal $\mathfrak{p}$ of $k$ of norm $q$ with $\Delta=$ $\Gamma(\mathfrak{p})$.
Here, (i) is a combination of Proposition 4.5 and Lemma 5.1, (ii) is Proposition 8.1.

In particular, the information which groups $\operatorname{PSL}(2, q)$ appear how often as congruence quotients determines the splitting behaviour of all but finitely many primes in $k$ (see Remark 8.2). On the other hand, allowing non-congruence quotients we get many more finite groups. The collection of all these finite groups will determine the abstract isomorphism type of a Fuchsian lattice, but of course no more (see [4, Theorem 1.1]).

Outline. In Sections 2 and 3 we fix the notation and recall standard results on the group PSL(2), both over the reals and over finite fields. In

[^3]Sections 4 and 5 we introduce semiarithmetic subgroups of $\operatorname{PSL}(2, \mathbb{R})$ and study their congruence subgroups. The object of Section 6 is the deduction of a statement about $\mathrm{PSL}(2)$ from an analogous result for $\mathrm{SL}(2)$ by Culler and Shalen [6, Proposition 1.5.2]: a finitely generated subgroup of $\operatorname{PSL}(2, \mathbb{R})$ is determined up to conjugacy by its squared traces. This allows us to work with numbers instead of matrices in the remainder of the article. In Section 7 we formally define modular embeddings and discuss some consequences of their existence. Then in Section 8 the previous observations are used to prove Theorem A and the hard part of Theorem B. Section 9 presents an example with two arithmetic groups, sharpening the statement of Theorem A considerably in this special case. Finally Section 10 discusses some possible and impossible generalisations.
2. Traces on PSL(2) and Möbius transformations. For every ring $A$ we set $\operatorname{PGL}(2, A)=\operatorname{GL}(2, A) / A^{\times}$where $A^{\times}$is embedded by means of scalar matrices. We also set $\operatorname{PSL}(2, A)=\operatorname{SL}(2, A) /\{ \pm \mathbf{1}\}$. There is an obvious homomorphism $\operatorname{PSL}(2, A) \rightarrow \operatorname{PGL}(2, A)$, but in general it is neither injective nor surjective.

Let $k$ be a field. The determinant homomorphism $\mathrm{GL}(2, k) \rightarrow k^{\times}$descends to a homomorphism $\operatorname{PGL}(2, k) \rightarrow k^{\times} /\left(k^{\times}\right)^{2}$, and we obtain a short exact sequence

$$
\begin{equation*}
1 \rightarrow \operatorname{PSL}(2, k) \rightarrow \operatorname{PGL}(2, k) \rightarrow k^{\times} /\left(k^{\times}\right)^{2} \rightarrow 1 \tag{1}
\end{equation*}
$$

In particular, $\operatorname{PSL}(2, \mathbb{C})$ and $\operatorname{PGL}(2, \mathbb{C})$ are naturally isomorphic whereas for $k=\mathbb{R}$ or a finite field of odd characteristic, $\operatorname{PSL}(2, k)$ becomes identified with an index two normal subgroup of $\operatorname{PGL}(2, k)$.

Note that since $\operatorname{PSL}(2, k)$ is a normal subgroup of $\operatorname{PGL}(2, k)$, the latter operates faithfully on the former by conjugation. Since $\operatorname{tr}(-g)=-\operatorname{tr} g$, the squared trace map $\operatorname{tr}^{2}: \mathrm{SL}(2, k) \rightarrow k$ descends to a map

$$
\operatorname{tr}^{2}: \operatorname{PSL}(2, k) \rightarrow k, \quad\{g,-g\} \mapsto(\operatorname{tr} g)^{2}
$$

For $k=\mathbb{R}$ we also define

$$
|\operatorname{tr}|: \operatorname{PSL}(2, \mathbb{R}) \rightarrow \mathbb{R}, \quad\{g,-g\} \mapsto|\operatorname{tr} g|
$$

Let $\mathfrak{H}=\{\tau \in \mathbb{C} \mid \operatorname{Im} \tau>0\}$ be the upper half-plane. The group $\operatorname{SL}(2, \mathbb{R})$ operates on $\mathfrak{H}$ in the well-known way by Möbius transformations, descending to a faithful action by $\operatorname{PSL}(2, \mathbb{R})$. This in fact identifies $\operatorname{PSL}(2, \mathbb{R})$ with both the group of holomorphic automorphisms and that of orientation-preserving isometries (for the Poincaré metric) of $\mathfrak{H}$. Elements of $\operatorname{PSL}(2, \mathbb{R})$ can be classified by their behaviour on $\mathfrak{H}$ (see [11, Section 1.3]):

Proposition 2.1. Let $\pm \mathbf{1} \neq g \in \operatorname{PSL}(2, \mathbb{R})$. Then $g$ belongs to exactly one of the following classes:
(i) $g$ is elliptic: it has a unique fixed point in $\mathfrak{H}$, and $\operatorname{tr}^{2} g<4$.
(ii) $g$ is parabolic: it has a unique fixed point in $\mathbb{P}^{1}(\mathbb{R})$, but not in $\mathfrak{H}$. Its squared trace satisfies $\operatorname{tr}^{2} g=4$.
(iii) $g$ is hyperbolic: it has two distinct fixed points in $\mathbb{P}^{1}(\mathbb{R})$, one of them repelling and one of them attracting, but no fixed points in $\mathfrak{H}$. Its squared trace satisfies $\operatorname{tr}^{2} g>4$.
3. The finite groups $\operatorname{PSL}(2, q)$. Next we study $\operatorname{PSL}(2)$ over finite fields. With $\mathbb{F}_{q}$ being the field of $q$ elements we also write $\operatorname{PSL}(2, q)$ instead of $\operatorname{PSL}\left(2, \mathbb{F}_{q}\right)$.

Proposition 3.1. If $q>3$ is an odd prime power, then $\operatorname{PSL}(2, q)$ is a simple group of order $\frac{1}{2} q\left(q^{2}-1\right)$. Furthermore $\operatorname{PSL}(2, q) \simeq \operatorname{PSL}\left(2, q^{\prime}\right)$ if and only if $q=q^{\prime}$.

Proof. The simplicity of $\operatorname{PSL}(2, q)$ is a well-known fact, see e.g. [34, Section 3.3.2]. The order of $\operatorname{PSL}(2, q)$ is easily calculated using $(1)$, for instance. The function $q \mapsto \frac{1}{2} q\left(q^{2}-1\right)$ is strictly increasing on $\mathbb{N}$, therefore if $\operatorname{PSL}(2, q)$ and $\operatorname{PSL}\left(2, q^{\prime}\right)$ have the same orders, then $q=q^{\prime}$.

As remarked in Section $2, \operatorname{PGL}(2, q)$ operates by conjugation on $\operatorname{PSL}(2, q)$. Furthermore the Frobenius automorphism $\varphi: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q}$ defined by $\varphi(x)=x^{p}$, where $p$ is the prime of which $q$ is a power, defines an automorphism $\varphi$ of $\operatorname{PSL}(2, q)$. The following is also well-known (see e.g. [34, Theorem 3.2(ii)]):

Proposition 3.2. The automorphism group of $\operatorname{PSL}(2, q)$ is generated by $\operatorname{PGL}(2, q)$ and $\varphi$.

In particular if $q=p$ is a prime, then every automorphism of $\operatorname{PSL}(2, p)$ is the restriction of an inner automorphism of $\operatorname{PGL}(2, p)$, and the map $\operatorname{tr}^{2}: \operatorname{PSL}(2, p) \rightarrow \mathbb{F}_{p}$ is invariant under all automorphisms. So the following definition works:

Definition 3.3. Let $G$ be a finite group which is abstractly isomorphic to some $\operatorname{PSL}(2, p)$ for an odd prime $p$. Then the map $\operatorname{tr}_{G}^{2}: G \rightarrow \mathbb{F}_{p}$ is defined as follows: choose some isomorphism $\alpha: G \rightarrow \operatorname{PSL}(2, p)$, then set $\operatorname{tr}_{G}^{2}=$ $\operatorname{tr}^{2} \circ \alpha$.

If $p$ is replaced by a prime power $q$, the corresponding map on $G$ is only well-defined up to automorphisms of $\mathbb{F}_{q}$, i.e. we may define a map $\operatorname{tr}_{G}^{2}: G \rightarrow \mathbb{F}_{q} /$ Aut $\mathbb{F}_{q}$.

Lemma 3.4. Let $n \in \mathbb{N}$ and let $q_{1}, \ldots, q_{n}, q^{\prime}$ be odd prime powers. Let

$$
\beta: G=\operatorname{PSL}\left(2, q_{1}\right) \times \cdots \times \operatorname{PSL}\left(2, q_{n}\right) \rightarrow \operatorname{PSL}\left(2, q^{\prime}\right)
$$

be a group epimorphism. Then there is a $1 \leq j \leq n$ such that $q^{\prime}=q_{j}$ and for some automorphism $\alpha$ of $\operatorname{PSL}\left(2, q^{\prime}\right)$ we can write $\beta=\alpha \circ \mathrm{pr}_{j}$, where $\mathrm{pr}_{j}$ is the projection on the $j$ th factor.

Proof. By the Jordan-Hölder Theorem, the only simple quotients of $G$ are the $\operatorname{PSL}\left(2, q_{j}\right)$, so $q^{\prime}=q_{j}$ for some $j$.

We now proceed by induction on $n$. For $n=1$ the lemma is trivial, so assume the lemma has been proved for $n$. Let $\beta: G \rightarrow \operatorname{PSL}\left(2, q^{\prime}\right)$ be an epimorphism where $G$ has $n+1$ factors. For cardinality reasons it cannot be injective, so there exists some $g \in G \backslash\{1\}$ with $\beta(g)=1$. Write $g=$ $\left(g_{1}, \ldots, g_{n+1}\right)$. Then $g_{j} \neq 1$ for some $j$; for simplicity of notation assume that $j=n+1$. Since $\operatorname{PSL}\left(2, q_{n+1}\right)$ has trivial centre, there exists some $h_{n+1} \in G$ which does not commute with $g_{n+1}$. Then set

$$
h=\left(1, \ldots, 1, h_{n+1}\right) \in G
$$

and compute

$$
1=\beta(h) \beta\left(h^{-1}\right)=\beta\left(g h g^{-1} h^{-1}\right)=\beta\left(1, \ldots, 1, g_{n+1} h_{n+1} g_{n+1}^{-1} h_{n+1}^{-1}\right)
$$

using $\beta(g)=1$. That is, $\beta$ restricted to the $(n+1)$ st factor has non-trivial kernel. Since that factor is simple, the restriction of $\beta$ to the $(n+1)$ st factor has to be trivial, so $\beta$ factors through the projection onto the first $n$ factors, hence (by induction hypothesis) onto one of them.
4. Semiarithmetic groups and their congruence subgroups. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a lattice and let $\tilde{\Gamma}$ be its preimage in $\operatorname{SL}(2, \mathbb{R})$. By $\Gamma^{(2)}$ we denote the subgroup of $\Gamma$ generated by all $\gamma^{2}$ with $\gamma \in \Gamma$. Since $\Gamma$ is finitely generated, $\Gamma^{(2)}$ is then a normal subgroup of finite index in $\Gamma$.

Definition 4.1. The trace field of $\Gamma$ is the field $\mathbb{Q}(\operatorname{tr} \Gamma) \subset \mathbb{R}$ generated by all $\operatorname{tr} \gamma$ with $\gamma \in \tilde{\Gamma}$. The invariant trace field of $\Gamma$ is the trace field of $\Gamma^{(2)}$.

A lattice $\Gamma$ satisfies the trace field condition if its trace field and its invariant trace field agree.

Clearly the trace field contains the invariant trace field, but the two are not always equal. As the name suggests, the invariant trace field is the more useful invariant: commensurable lattices have the same invariant trace field, see [14, Theorem 3.3.4], but not necessarily the same trace field. Hence, if $\Gamma$ is any lattice, then $\Gamma^{(2)}$ satisfies the trace field condition. Therefore any lattice has a finite index normal sublattice which satisfies the trace field condition.

Definition 4.2. A lattice $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ is called semiarithmetic if its invariant trace field is a totally real number field and every trace $\operatorname{tr} \gamma$ for $\gamma \in \tilde{\Gamma}$ is an algebraic integer ( ${ }^{5}{ }^{5}$.

Being semiarithmetic is stable under commensurability, therefore every semiarithmetic lattice contains a semiarithmetic lattice satisfying the trace
$\left({ }^{5}\right)$ It follows from [14, Lemma 3.5.6] that this is equivalent to the definition given in the introduction.
field condition. For the following constructions let $\Gamma$ be a semiarithmetic lattice satisfying the trace field condition, and let $k=\mathbb{Q}(\operatorname{tr} \gamma)$. Then the $k$-vector subspace $B=k[\Gamma]$ of $\mathrm{M}(2, \mathbb{R})$ generated by $\tilde{\Gamma}$ is in fact a $k$-subalgebra, more precisely a quaternion algebra over $k$. The $\mathfrak{o}_{k}$-subalgebra $\mathfrak{o}_{k}[\tilde{\Gamma}]$ of $B$ generated by $\tilde{\Gamma}$ is an order in $B$, though not necessarily a maximal one. We choose a maximal order $\mathscr{O} \supseteq \mathfrak{o}_{k}[\tilde{\Gamma}]$.

If $\mathscr{O}^{1}$ denotes the subgroup of $\mathscr{O}^{\times}$consisting of elements with reduced norm one, $\tilde{\Gamma}$ becomes a subgroup of $\mathscr{O}^{1}$. Also write $\mathrm{P} \mathscr{O}^{1}=\mathscr{O}^{1} /\{ \pm \mathbf{1}\}$ so that $\Gamma$ is a subgroup of $\mathrm{P} \mathscr{O}^{1}$.

Proposition 4.3. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic lattice satisfying the trace field condition. Then the following are equivalent:
(i) $\Gamma$ is arithmetic.
(ii) Let $k=\mathbb{Q}(\operatorname{tr} \Gamma) \subset \mathbb{R}$. Then for every embedding $\sigma: k \rightarrow \mathbb{R}$ other than the identity inclusion and every $\gamma \in \tilde{\Gamma}$ one has $|\sigma(\operatorname{tr} \gamma)| \leq 2$.
(iii) For every embedding $\sigma: k \rightarrow \mathbb{R}$ other than the identity inclusion, $B \otimes_{k, \sigma} \mathbb{R}$ is isomorphic to Hamilton's quaternions $\mathbb{H}$.
(iv) $\mathrm{P} \mathscr{O}^{1}$ is a discrete subgroup of $\operatorname{PSL}(2, \mathbb{R})$.
(v) The index $\left(\mathrm{P} \mathscr{O}^{1}: \Gamma\right)$ is finite.

Proof. The equivalence (i) $\Leftrightarrow$ (ii) is the main result in [30]; the other equivalences follow from the explicit classification of arithmetic lattices in $\operatorname{PSL}(2, \mathbb{R})$ (see e.g. [11, Chapter 5] or [14, Chapter 8]).

Now we discuss congruence subgroups. For an elementary definition, let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic lattice satisfying the trace field condition, and let $k$ and $\mathscr{O}$ be as above. Then every non-zero ideal $\mathfrak{a}$ of $\mathfrak{o}_{k}$ defines a subgroup

$$
\tilde{\Gamma}(\mathfrak{a})=\{\gamma \in \tilde{\Gamma} \mid \gamma-\mathbf{1} \in \mathfrak{a} \cdot \mathscr{O}\}
$$

and its image $\Gamma(\mathfrak{a})$ in $\Gamma$, called the principal congruence subgroup of level $\mathfrak{a}$. A congruence subgroup of $\Gamma$ is then a subgroup containing some principal congruence subgroup. Similarly we define principal congruence subgroups $\mathscr{O}^{1}(\mathfrak{a})$ and congruence subgroups of $\mathscr{O}^{1}$.

These groups can also be defined more abstractly using algebraic groups: there is a canonical linear algebraic group $H$ over $k$ with $H(k)=B^{1}$; we may define it functorially by setting $H(A)=\left(B \otimes_{k} A\right)^{1}$ for every $k$-algebra $A$. Then $H$ is a twisted form of $\mathrm{SL}(2)_{k}$. By Weil restriction of scalars we obtain an algebraic group $G=\operatorname{Res}_{k / \mathbb{Q}} H$ with a canonical identification $G(\mathbb{Q})=$ $H(k)=B^{1}$. Then $G$ is a twisted form of $\operatorname{SL}(2)_{\mathbb{Q}}^{d}$ where $d=[k: \mathbb{Q}]$; in particular $G(\mathbb{C})$ is isomorphic to $\mathrm{SL}(2, \mathbb{C})^{d}$.

Choosing a faithful representation $G \rightarrow \mathrm{GL}(n)$, we can define a congruence subgroup in $G(\mathbb{Q})$ to be one that contains the preimage of a congruence subgroup of $G L(n, \mathbb{Z})$ as a finite index subgroup. This notion of congruence
subgroup is independent of the representation $G \rightarrow \mathrm{GL}(n)$ (see [18, Proposition 4.1]); that it is equivalent to the more elementary one given before follows by taking the representation of $G \rightarrow \mathrm{GL}(4 d)$ by left multiplication on $B$, the latter considered as a $4 d$-dimensional $\mathbb{Q}$-vector space with the lattice $\mathscr{O}$.

Let $\mathbb{A}^{f}$ be the ring of finite adeles of $\mathbb{Q}$, and endow $G\left(\mathbb{A}^{f}\right)$ with the adelic topology. Similarly let $\mathbb{A}_{k}^{f}$ be the ring of finite adeles of $k$; then there is a canonical isomorphism $\mathbb{A}^{f} \otimes_{\mathbb{Q}} k=\mathbb{A}_{k}^{f}$ inducing $G\left(\mathbb{A}^{f}\right)=H\left(\mathbb{A}_{k}^{f}\right)$. The closure of $\mathscr{O}^{1}$ in $G\left(\mathbb{A}^{f}\right)$ can be identified with the completion of $\mathscr{O}^{1}$ with respect to all congruence subgroups; equivalently, with the group of elements of reduced norm one in the profinite completion of $\mathscr{O}$. Therefore we denote it by $\widehat{\mathscr{O}}^{1}$. It is a maximal compact open subgroup of $G\left(\mathbb{A}^{f}\right)$.

There is a canonical bijection between open subgroups of $\widehat{\mathscr{O}}^{1}$ and congruence subgroups of $\mathscr{O}^{1}$ : with a congruence subgroup of $\mathscr{O}^{1}$ we associate its closure in $G\left(\mathbb{A}^{f}\right)$, and with an open subgroup of $\widehat{\mathscr{O}}^{1}$ we associate its intersection with $\mathscr{O}^{1}$. For the proof see again [18, Proposition 4.1].

Proposition 4.4 (Strong approximation for semiarithmetic groups). The closure of $\tilde{\Gamma}$ in $G\left(\mathbb{A}^{f}\right)=H\left(\mathbb{A}_{k}^{f}\right)$ is open.

Proof. First we claim that $\tilde{\Gamma}$ is Zariski-dense in $G$. It suffices to show that $\tilde{\Gamma}$ is Zariski-dense in $G(\mathbb{C}) \simeq \operatorname{SL}(2, \mathbb{C})^{d}$, and the proof of an analogous but more complicated statement over the reals [8, Proposition 2.1 and Corollary 2.2] carries over mutatis mutandis.

Then we use a special case of a result of M. Nori [21, Theorem 5.4] (see also [16]): if $G$ is an algebraic group over $\mathbb{Q}$ such that $G(\mathbb{C})$ is connected and simply connected (which is the case for our $G$ since $\pi_{1}(\operatorname{SL}(2, \mathbb{C}))=$ $\pi_{1}(\mathrm{SU}(2))=\pi_{1}\left(S^{3}\right)=1$ ), and $\Gamma$ is a finitely generated Zariski-dense subgroup of $G(\mathbb{Q})$ contained in some arithmetic subgroup of $G$, then the closure of $\Gamma$ in $G\left(\mathbb{A}^{f}\right)$ is open. -

Proposition 4.5. There exists a non-zero ideal $\mathfrak{m}$ of $\mathfrak{o}_{k}$, depending on $\Gamma$, such that for every ideal $\mathfrak{a}$ of $\mathfrak{o}_{k}$ prime to $\mathfrak{m}$ the homomorphism $\tilde{\Gamma} \hookrightarrow \mathscr{O}^{1} \rightarrow \mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a})$ is surjective, i.e. the canonical homomorphism

$$
\Gamma / \Gamma(\mathfrak{a}) \rightarrow \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}(\mathfrak{a})
$$

is an isomorphism of finite groups.
The proof uses several results that will be used later on, so we mention them separately.

Theorem 4.6 (Strong approximation for quaternion algebras). $G(\mathbb{Q})=$ $H(k)$ is dense in $G\left(\mathbb{A}^{f}\right)=H\left(\mathbb{A}_{k}^{f}\right)\left({ }^{6}\right)$.
$\left({ }^{6}\right)$ Usually this result is phrased differently: if $\mathbb{A}=\mathbb{A}^{f} \times \mathbb{R}$ denotes the full adele ring, then $G(\mathbb{Q}) \cdot G(\mathbb{R})$ is dense in $G(\mathbb{A})$. But the latter is canonically isomorphic to $G\left(\mathbb{A}^{f}\right) \times G(\mathbb{R})$, which shows the equivalence to our formulation.

For the proof see e.g. [23, Theorem 7.12].
We shall now investigate the quotient groups $\mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a})$. These are best understood locally: if $\mathfrak{p}$ is a finite prime of $k$, we set $\mathscr{O}_{\mathfrak{p}}=\mathscr{O} \otimes_{\mathfrak{o}_{k}} \mathfrak{o}_{\mathfrak{p}}$. We can then consider the group $\mathscr{O}_{\mathfrak{p}}^{1}$ of its elements of norm one, and its congruence subgroups $\mathscr{O}_{\mathfrak{p}}^{1}\left(\hat{\mathfrak{p}}^{r}\right)$. Recall that $\mathscr{O}_{\mathfrak{p}}$ is a maximal order in $B_{\mathfrak{p}}$.

Proposition 4.7. Let $\mathfrak{a}$ be an ideal of $k$ with prime factorisation $\mathfrak{a}=$ $\mathfrak{p}_{1}^{r_{1}} \cdots \mathfrak{p}_{n}^{r_{n}}$. Then the canonical homomorphism

$$
\begin{equation*}
\mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a}) \rightarrow \prod_{j=1}^{n} \mathscr{O}_{\mathfrak{p}_{j}}^{1} / \mathscr{O}_{\mathfrak{p}_{j}}^{1}\left(\hat{\mathfrak{p}}_{j}^{r_{j}}\right) \tag{2}
\end{equation*}
$$

is an isomorphism of groups.
Proof. Injectivity is easy, so we only show surjectivity. We use the description of $H\left(\mathbb{A}_{k}^{f}\right)$ as the restricted direct product of the completions $B_{\mathrm{l}}^{1}=$ $\left(B \otimes_{k} k_{\mathfrak{l}}\right)^{1}$, restricted with respect to the compact subgroups $\mathscr{O}_{l}^{1}$. For $j=$ $1, \ldots, n$ take an element $x_{j} \in \mathscr{O}_{\mathfrak{p}_{j}}^{1}$. The Strong Approximation Theorem furnishes us with an element $\beta \in H(k)=B^{1}$ with the following properties:

- For $j=1, \ldots, n, \beta$ considered as an element of $B_{\mathfrak{p}_{j}}^{1}$ is congruent to $x_{j}$ modulo $\mathscr{O}_{\mathfrak{p}_{j}}^{1}\left(\hat{\mathfrak{p}}_{j}^{r_{j}}\right)$ (note that the latter is an open subgroup of $B_{\mathfrak{p}_{j}}^{1}$ ).
- For each finite prime $\mathfrak{l}$ different from all $\mathfrak{p}_{j}$ 's, $\beta$ is in $\mathscr{O}_{\mathfrak{l}}^{1}$.

Then $\beta \in \mathscr{O}^{1}$, and its class on the left hand side of 2 maps to $\left(x_{1}, \ldots, x_{n}\right)$.
Note that our proof also shows that the map

$$
\mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a}) \rightarrow \prod_{j=1}^{n} \mathscr{O}^{1} / \mathscr{O}^{1}\left(\mathfrak{p}_{j}^{r_{j}}\right)
$$

is an isomorphism.
Corollary 4.8. The canonical homomorphism

$$
\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}(\mathfrak{a}) \rightarrow \prod_{j=1}^{n} \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{p}_{j}^{r_{j}}\right)
$$

is an epimorphism whose kernel is isomorphic to $(\mathbb{Z} / 2 \mathbb{Z})^{d}$ for some $d<n$.
Proof. The homomorphism

$$
\mathscr{O}^{1} / \mathscr{O}^{1}\left(\mathfrak{p}_{j}^{r_{j}}\right) \rightarrow \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{p}_{j}^{r_{j}}\right)
$$

is always surjective, and it is injective precisely when $\mathfrak{p}_{j}^{r_{j}}$ divides (2), otherwise it has kernel isomorphic to $\mathbb{Z} / 2 \mathbb{Z}$. Similarly the kernel of $\mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a}) \rightarrow$ $\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}(\mathfrak{a})$ is either trivial or $\mathbb{Z} / 2 \mathbb{Z}$. So the corollary follows from the remark preceding it.

Corollary 4.9. Let $\Delta \subseteq \mathscr{O}^{1}$ be a congruence subgroup containing $\mathscr{O}^{1}(\mathfrak{m})$ for some ideal $\mathfrak{m}$ of $k$. Let $\mathfrak{a}$ be an ideal of $k$ which is coprime to $\mathfrak{m}$. Then the composition

$$
\Delta \hookrightarrow \mathscr{O}^{1} \rightarrow \mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a})
$$

is surjective.
Proof. This is equivalent to the statement $\mathscr{O}^{1}(\mathfrak{m}) \cdot \mathscr{O}^{1}(\mathfrak{a})=\mathscr{O}^{1}$, and this in turn follows from the isomorphism of finite groups

$$
\mathscr{O}^{1} /\left(\mathscr{O}^{1}(\mathfrak{m}) \cap \mathscr{O}^{1}(\mathfrak{a})\right) \rightarrow \mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{m}) \times \mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{a})
$$

Proof of Proposition 4.5. By Proposition 4.4 there exists some ideal $\mathfrak{m}$ of $k$ with $\mathscr{O}^{1}(\mathfrak{m}) \subseteq \bar{\Gamma}$, where the latter denotes the closure of $\tilde{\Gamma}$ in $\widehat{\mathscr{O}}^{1} \subset$ $G\left(\mathbb{A}^{f}\right)$. This does the job by Corollary 4.9.

Corollary 4.10. Let $\mathfrak{a}$ and $\mathfrak{b}$ be coprime ideals of $k$ which are both prime to 2. Then the canonical homomorphism

$$
\mathrm{P} \mathscr{O}^{1}(\mathfrak{a}) / \mathrm{P} \mathscr{O}^{1}(\mathfrak{a} \mathfrak{b}) \rightarrow \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}(\mathfrak{b})
$$

is an isomorphism.
5. Congruence quotients of semiarithmetic groups. Our next step is to determine the quotients on the right hand side of (2). This is done by distinguishing between the ramified and the unramified case. To simplify notation, let $K$ be a $p$-adic field with ring of integers $\mathfrak{o}_{K}$ and prime ideal $\mathfrak{p}=(\pi)$. Let $q=p^{f}$ be the cardinality of the residue class field $\kappa=\mathfrak{o}_{K} / \mathfrak{p}$. Let $B$ be an unramified quaternion algebra over $K$, and let $\mathscr{O} \subset B$ be a maximal order. We may assume that $B=\mathrm{M}(2, K)$ and $\mathscr{O}=\mathrm{M}\left(2, \mathfrak{o}_{K}\right)$; then $\mathscr{O}^{1}=\operatorname{SL}\left(2, \mathfrak{o}_{K}\right)$, and $\mathscr{O}^{1}(\mathfrak{p})$ is the kernel of the reduction map $\operatorname{SL}\left(2, \mathfrak{o}_{K}\right) \rightarrow$ $\mathrm{SL}(2, \kappa)$.

Lemma 5.1. Let $r \geq 1$. The reduction $\operatorname{map} \mathrm{SL}\left(2, \mathfrak{o}_{K}\right) \rightarrow \mathrm{SL}\left(2, \mathfrak{o}_{K} / \mathfrak{p}^{r}\right)$ is surjective and thus induces an isomorphism $\mathscr{O}^{1} / \mathscr{O}^{1}\left(\mathfrak{p}^{r}\right) \rightarrow \operatorname{SL}\left(2, \mathfrak{o}_{K} / \mathfrak{p}^{r}\right)$. In particular $\mathscr{O}^{1} / \mathscr{O}^{1}(\mathfrak{p})$ is isomorphic to $\mathrm{SL}(2, q)$.

Proof. Let

$$
\bar{\gamma}=\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right) \in \mathrm{SL}\left(2, \mathfrak{o}_{K} / \mathfrak{p}^{r}\right)
$$

and lift $\bar{\gamma}$ arbitrarily to a matrix

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{GL}\left(2, \mathfrak{o}_{K}\right)
$$

The determinant $\delta=\operatorname{det} \gamma$ is an element of $1+\mathfrak{p}^{r}$, hence so is its inverse $1 / \delta$. Therefore

$$
\gamma^{\prime}=\left(\begin{array}{cc}
a / \delta & b / \delta \\
c & d
\end{array}\right) \in \operatorname{SL}\left(2, \mathfrak{o}_{K}\right)
$$

still reduces to $\bar{\gamma}$.
Lemma 5.2. Let $r \geq 1$. Under the assumptions as before, the quotient $\mathscr{O}^{1}\left(\mathfrak{p}^{r}\right) / \mathscr{O}^{1}\left(\mathfrak{p}^{r+1}\right)$ is isomorphic to $(\mathbb{Z} / p \mathbb{Z})^{3 f}$.

Proof. We consider the map

$$
(\mathscr{O} / \mathfrak{p} \mathscr{O})_{0} \rightarrow \mathrm{SL}\left(2, \mathfrak{o}_{K} / \mathfrak{p}^{r+1}\right), \quad[A] \mapsto\left[1+\pi^{r} A\right] .
$$

Here the left hand side denotes the subgroup of those elements of $\mathscr{O} / \mathfrak{p} \mathscr{O}=$ $\mathrm{M}(2, \kappa)$ that have trace $\equiv 0 \bmod \mathfrak{p}$. Note $\operatorname{det}\left(1+\pi^{r} A\right) \equiv 1+\pi^{r} \operatorname{tr} A \bmod \mathfrak{p}^{r+1}$, so the map is indeed well-defined. It is an injective group homomorphism, and its image is precisely the image of $\mathscr{O}^{1}\left(\mathfrak{p}^{r}\right)$ in $\operatorname{SL}\left(2, \mathfrak{o}_{K} / \mathfrak{p}^{r+1}\right)$, which is isomorphic to $\mathscr{O}^{1}\left(\mathfrak{p}^{r}\right) / \mathscr{O}^{1}\left(\mathfrak{p}^{r+1}\right)$.

Now we turn to the ramified case. We use the explicit description of $B$ and $\mathscr{O}$ given in [14, Section 6.4]. Let $L / K$ be the unique unramified quadratic extension. Then $B$ is up to isomorphism given by

$$
B=\left\{\left.\left(\begin{array}{cc}
a & b \\
\pi b^{\prime} & a^{\prime}
\end{array}\right) \right\rvert\, a, b \in L\right\},
$$

where $a \mapsto a^{\prime}$ is the non-trivial element of $\operatorname{Gal}(L / K)$. This contains a unique maximal order

$$
\mathscr{O}=\left\{\left.\left(\begin{array}{cc}
a & b \\
\pi b^{\prime} & a^{\prime}
\end{array}\right) \right\rvert\, a, b \in \mathfrak{o}_{L}\right\}
$$

and $\mathscr{O}$ has a unique maximal two-sided ideal

$$
\mathscr{M}=\left(\begin{array}{cc}
0 & 1 \\
\pi & 0
\end{array}\right) \mathscr{O}=\left\{\left.\left(\begin{array}{cc}
\pi a & b \\
\pi b^{\prime} & \pi a^{\prime}
\end{array}\right) \right\rvert\, a, b \in \mathfrak{o}_{L}\right\} .
$$

It satisfies $\mathscr{M}^{2}=\mathfrak{p} \mathscr{O}$. We now define congruence subgroups $\mathscr{O}^{1}\left(\mathscr{M}^{r}\right)=$ $\mathscr{O}^{1} \cap\left(1+\mathscr{M}^{r}\right)$, so that $\mathscr{O}^{1}\left(\mathfrak{p}^{r}\right)=\mathscr{O}^{1}\left(\mathscr{M}^{2 r}\right)$.

Lemma 5.3. The quotient $\mathscr{O}^{1} / \mathscr{O}^{1}(\mathscr{M})$ is a cyclic group of order $q+1$.
Proof. Since $L / K$ is unramified, the quotient $\lambda=\mathfrak{o}_{L} / \pi \mathfrak{o}_{L}$ is a finite field of order $q^{2}$. We consider the map

$$
\mathscr{O}^{1} / \mathscr{O}^{1}(\mathscr{M}) \rightarrow \lambda^{\times}, \quad\left[\left(\begin{array}{cc}
a & b \\
\pi b^{\prime} & a^{\prime}
\end{array}\right)\right] \mapsto a \bmod \pi
$$

This is easily seen to be an injective group homomorphism whose image is the kernel of the norm map $N_{\lambda / \kappa}$. That norm map is surjective to $\kappa^{\times}$, so its kernel has order $\left(q^{2}-1\right) /(q-1)=q+1$.

Lemma 5.4. Let $r \geq 1$. Then $\mathscr{O}^{1}\left(\mathscr{M}^{r}\right) / \mathscr{O}^{1}\left(\mathscr{M}^{r+1}\right)$ is isomorphic to the additive group of $\kappa$.

Proof. We consider the injective group homomorphisms

$$
\begin{aligned}
& \mathscr{O}^{1}\left(\mathscr{M}^{2 r}\right) / \mathscr{O}^{1}\left(\mathscr{M}^{2 r+1}\right) \rightarrow \lambda,
\end{aligned} \quad\left[\left(\begin{array}{cc}
a & b \\
\pi b^{\prime} & a^{\prime}
\end{array}\right)\right] \mapsto \frac{a-1}{\pi^{r}} \bmod \pi, ~\left[\left(\begin{array}{cc}
a & b \\
\pi b^{\prime} & a^{\prime}
\end{array}\right)\right] \mapsto \frac{b}{\pi^{r-1}} \bmod \pi .
$$

The image is in both cases the kernel of the trace map $\operatorname{tr}_{\lambda / \kappa}$.
We summarise the results, reformulated for number fields:
Corollary 5.5. Let $k$ be a number field and $B$ a quaternion algebra over $k$, unramified over at least one infinite place of $k$. Let $\mathscr{O} \subset B$ be a maximal order, and let $\mathfrak{p}$ be a prime of $k$ of norm $q=p^{f}$. Let $r \geq 1$ and $H=\mathscr{O}^{1} / \mathscr{O}^{1}\left(\mathfrak{p}^{r}\right)$.
(i) If $B$ is ramified at $\mathfrak{p}$, then $H$ is solvable; the prime numbers appearing as orders in its composition series are $p$ and the prime divisors of $q+1$.
(ii) If $B$ is unramified at $\mathfrak{p}$ and $\mathfrak{p} \nmid 6$, then $H$ is not solvable. Its composition factors are: once $\mathbb{Z} / 2 \mathbb{Z}$, once $\operatorname{PSL}(2, q)$ and $3 f(r-1)$ times $\mathbb{Z} / p \mathbb{Z}$.

In case (ii) for $\mathfrak{p} \mid 6$ we have to replace $\operatorname{PSL}(2, q)$, which is not necessarily simple then, by its composition factors.
6. Characters for Fuchsian groups. In this section we prove a criterion for two isomorphic lattices in $\operatorname{PSL}(2, \mathbb{R})$ to be conjugate:

TheOrem 6.1. Let $\Gamma$ be a group, and for $j=1,2$ let $\varrho_{j}: \Gamma \rightarrow \operatorname{PSL}(2, \mathbb{R})$ be an injective group homomorphism such that $\varrho_{j}(\Gamma)$ is a lattice. Let $\Delta \subseteq \Gamma$ be a finite index subgroup, and assume that

$$
\begin{equation*}
\operatorname{tr}^{2} \varrho_{1}(\gamma)=\operatorname{tr}^{2} \varrho_{2}(\gamma) \quad \text { for all } \gamma \in \Delta \tag{3}
\end{equation*}
$$

Then there exists a unique $a \in \operatorname{PGL}(2, \mathbb{R})$ such that $\varrho_{2}(\gamma)=a \varrho_{1}(\gamma) a^{-1}$ for all $\gamma \in \Gamma$.

The proof of Theorem 6.1 rests on the following result, see [6, Proposition 1.5.2], as well as on subsequent elementary lemmas.

Theorem 6.2 (Culler-Shalen). Let $\varrho_{1}, \varrho_{2}: \Gamma \rightarrow \mathrm{SL}(2, \mathbb{C})$ be two representations such that

$$
\begin{equation*}
\operatorname{tr} \varrho_{1}(\gamma)=\operatorname{tr} \varrho_{2}(\gamma) \quad \text { for every } \gamma \in \Gamma \tag{4}
\end{equation*}
$$

and assume that $\varrho_{1}$ is irreducible. Then there exists $a \in \mathrm{SL}(2, \mathbb{C})$, unique up to sign, such that $\varrho_{2}(\gamma)=a \varrho_{1}(\gamma) a^{-1}$ for every $\gamma \in \Gamma$.

Lemma 6.3. Let $g \in \operatorname{PSL}(2, \mathbb{R})$, and let $\Sigma \subset \operatorname{PSL}(2, \mathbb{R})$ be a group generated by two hyperbolic elements without common fixed points. Then there exists $s \in \Sigma$ with sg hyperbolic.

Proof. Lift $g$ to an element $G \in \mathrm{SL}(2, \mathbb{R})$. First we will show that there exists some $S \in \tilde{\Sigma}$ with $\operatorname{tr}(S G) \neq 0$.

Assume, on the contrary, that $\operatorname{tr}(S G)=0$ for all $S \in \tilde{\Sigma}$. Choose two hyperbolic elements $S_{1}, S_{2} \in \tilde{\Sigma}$ without common fixed points; without loss of generality we may assume that

$$
S_{1}=\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda^{-1}
\end{array}\right), \quad S_{2}=\left(\begin{array}{cc}
w & x \\
y & z
\end{array}\right), \quad G=\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right)
$$

for some $\lambda>1$ and $x y \neq 0$. Then

$$
\lambda a+\lambda^{-1} d=\operatorname{tr}\left(S_{1} G\right)=0=\operatorname{tr} G=a+d
$$

hence $a=d=0$ and

$$
G=\left(\begin{array}{ll}
0 & b \\
c & 0
\end{array}\right), \quad b c=-\operatorname{det} G=-1, \text { so } b, c \neq 0
$$

But then

$$
c x+b y=\operatorname{tr}\left(S_{2} G\right)=0=\operatorname{tr}\left(S_{1} S_{2} G\right)=\lambda c x+\lambda^{-1} b y
$$

hence $c x=b y=0$; however, we know that $b, c, x, y \neq 0$, a contradiction.
So there exists some $S \in \tilde{\Sigma}$ with $\operatorname{tr}(S G) \neq 0$; without loss of generality we assume that already $\operatorname{tr} G \neq 0$. Take some arbitrary hyperbolic $T \in \tilde{\Sigma}$; by the elementary equation

$$
\begin{equation*}
\operatorname{tr}(A B)+\operatorname{tr}\left(A B^{-1}\right)=\operatorname{tr}(A) \cdot \operatorname{tr}(B) \quad \text { for all } A, B \in \mathrm{SL}(2, \mathbb{C}) \tag{5}
\end{equation*}
$$

we then have

$$
\left|\operatorname{tr}\left(T^{N} G\right)\right|+\left|\operatorname{tr}\left(T^{-N} G\right)\right| \geq\left|\operatorname{tr}\left(T^{N} G\right)+\operatorname{tr}\left(T^{-N} G\right)\right|=\left|\operatorname{tr}\left(T^{N}\right) \operatorname{tr}(G)\right|
$$

But the right hand side goes to $\infty$ as $N \rightarrow \infty$, so for sufficiently large $N$, at least one of $\left|\operatorname{tr}\left(T^{N} G\right)\right|$ and $\left|\operatorname{tr}\left(T^{-N} G\right)\right|$ must be larger than 2 .

Lemma 6.4. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a lattice. Then there exists a finite generating system of $\Gamma$ only consisting of hyperbolic elements.

Proof. Assume that $\Gamma$ is generated by $g_{1}, \ldots, g_{n}$. By [11, Exercise 2.13], $\Gamma$ contains two hyperbolic elements $h_{1}, h_{2}$ without common fixed points; let
them generate the group $S$. For each $1 \leq j \leq n$ choose some $s_{j} \in S$ with $s_{j} g_{j}$ hyperbolic. Then $\Gamma$ is generated by the hyperbolic elements $h_{1}, h_{2}$, $s_{1} g_{1}, \ldots, s_{n} g_{n}$.

Lemma 6.5. Let $a \in \mathrm{SL}(2, \mathbb{C})$, and let $\Gamma \subset \mathrm{SL}(2, \mathbb{R})$ be a lattice with $a \Gamma a^{-1} \subset \mathrm{SL}(2, \mathbb{R})$. Then $a \in \mathbb{C}^{\times} \cdot \mathrm{GL}(2, \mathbb{R})$.

Proof. As $\Gamma$ is Zariski-dense in $\operatorname{SL}(2, \mathbb{R})$, we may deduce that $a \mathrm{SL}(2, \mathbb{R}) a^{-1}$ $\subseteq \mathrm{SL}(2, \mathbb{R})$. The $\mathbb{R}$-vector subspace of $\mathrm{M}(2, \mathbb{C})$ generated by $\mathrm{SL}(2, \mathbb{R})$ is $\mathrm{M}(2, \mathbb{R})$, so $a \mathrm{M}(2, \mathbb{R}) a^{-1}=\mathrm{M}(2, \mathbb{R})$. By the Skolem-Noether Theorem, the automorphism $g \mapsto a g a^{-1}$ of $\mathrm{M}(2, \mathbb{R})$ has to be an inner automorphism, i.e. there exists $b \in \operatorname{GL}(2, \mathbb{R})$ with $a g a^{-1}=b g b^{-1}$ for all $g \in \mathrm{M}(2, \mathbb{R})$, and hence, by linear extension, also for all $g \in \mathrm{M}(2, \mathbb{C})$. But this means that $b a^{-1}$ is in the centre of $\mathrm{M}(2, \mathbb{C})$, which is $\mathbb{C}^{\times}$.

Proof of Theorem 6.1. Without loss of generality we may assume that $\Delta$ is torsion-free by Selberg's Lemma [26, Lemma 8], hence it has a presentation

$$
\Delta=\left\langle g_{1}, \ldots, g_{m} \mid\left[g_{1}, g_{n+1}\right]\left[g_{2}, g_{n+2}\right] \cdots\left[g_{n}, g_{2 n}\right]=1\right\rangle \quad \text { with } m=2 n
$$

(in the cocompact case), or is free on some generators $g_{1}, \ldots, g_{m}$ (otherwise). By [27, Theorem 4.1] each $\left.\varrho_{j}\right|_{\Delta}$ can be lifted to representations $\varrho_{j}: \Delta \rightarrow$ $\mathrm{SL}(2, \mathbb{R})$; furthermore again by that theorem we can arbitrarily prescribe the sign of each lift of $\varrho_{j}\left(g_{i}\right)$, so we may assume that

$$
\begin{equation*}
\operatorname{tr} \tilde{\varrho}_{1}\left(g_{i}\right)=\operatorname{tr} \tilde{\varrho}_{2}\left(g_{i}\right) \quad \text { for all } 1 \leq i \leq m \tag{6}
\end{equation*}
$$

More generally,

$$
\operatorname{tr} \tilde{\varrho}_{1}(\gamma)=\varepsilon(\gamma) \cdot \operatorname{tr} \tilde{\varrho}_{2}(\gamma) \quad \text { for all } \gamma \in \Delta
$$

where $\varepsilon$ is some function $\Delta \rightarrow\{ \pm 1\}$. Note that $\varepsilon$ is uniquely determined by this equation because the traces cannot be zero since elements of $\varrho_{j}(\Delta)$ are not elliptic. Furthermore $\varepsilon\left(g_{i}\right)=1$ for every generator $g_{i}$ by (6).

We now show that $\varepsilon$ is identically 1 . The crucial step is the following implication:

$$
\begin{equation*}
\text { If } \varepsilon(\gamma)=\varepsilon(\delta)=1, \text { then } \varepsilon(\gamma \delta)=\varepsilon\left(\gamma \delta^{-1}\right)=1 \tag{7}
\end{equation*}
$$

So assume that $\varepsilon(\gamma)=\varepsilon(\delta)=1$. From (5) we deduce

$$
\begin{align*}
& \varepsilon(\gamma \delta) \operatorname{tr} \tilde{\varrho}_{1}(\gamma \delta)+\varepsilon\left(\gamma \delta^{-1}\right) \operatorname{tr} \tilde{\varrho}_{1}\left(\gamma \delta^{-1}\right)=\operatorname{tr} \tilde{\varrho}_{2}(\gamma \delta)+\operatorname{tr} \tilde{\varrho}_{2}\left(\gamma \delta^{-1}\right)  \tag{8}\\
& =\operatorname{tr} \tilde{\varrho}_{2}(\gamma) \cdot \operatorname{tr} \tilde{\varrho}_{2}(\delta)=\operatorname{tr} \tilde{\varrho}_{1}(\gamma) \cdot \operatorname{tr} \tilde{\varrho}_{1}(\delta)=\operatorname{tr} \tilde{\varrho}_{1}(\gamma \delta)+\operatorname{tr} \tilde{\varrho}_{1}\left(\gamma \delta^{-1}\right) .
\end{align*}
$$

If $\varepsilon(\gamma \delta)$ and $\varepsilon\left(\gamma \delta^{-1}\right)$ were both negative, (8) would entail $\operatorname{tr} \tilde{\varrho}_{2}(\gamma) \cdot \operatorname{tr} \tilde{\varrho}_{2}(\delta)$ $=0$, which is absurd because $\Delta$ does not contain elliptic elements. If $\varepsilon(\gamma \delta)=1$ and $\varepsilon\left(\gamma \delta^{-1}\right)=-1$, then $\operatorname{tr} \tilde{\varrho}_{2}\left(\gamma \delta^{-1}\right)=0$, which is again absurd; the other mixed case is ruled out in an analogous way. This proves (7).

Now we can prove that $\varepsilon(\gamma)=1$ for every $\gamma \in \Delta$ by using induction on the word length $\ell(\gamma)$ : this is the number of factors $g_{j}^{ \pm 1}$ needed to obtain
$\gamma$ as a product. If $\ell(\gamma)=1$ then $\gamma=g_{j}^{ \pm 1}$; since $\varepsilon(\gamma)=\varepsilon\left(\gamma^{-1}\right)$, this must be equal to $\varepsilon\left(g_{j}\right)=1$. If $\varepsilon(\gamma)=1$ for all $\gamma$ with $\ell(\gamma) \leq n$, we may use (7) and the trivial identity $\varepsilon\left(\gamma^{-1}\right)=\varepsilon(\gamma)$ to show the statement for all $\gamma$ with $\ell(\gamma) \leq n+1$. Therefore by induction, $\varepsilon$ is identically 1 , hence

$$
\operatorname{tr} \tilde{\varrho}_{1}(\gamma)=\operatorname{tr} \tilde{\varrho}_{2}(\gamma) \quad \text { for all } \gamma \in \Delta
$$

By Theorem 6.2 this means that $\tilde{\varrho}_{1}$ is conjugate to $\tilde{\varrho}_{2}$ within $\operatorname{SL}(2, \mathbb{C})$; but since all images are real, the conjugation must be possible within $\operatorname{GL}(2, \mathbb{R})$ by Lemma 6.5. This in turn means $\varrho_{1} \mid \Delta$ and $\varrho_{2} \mid \Delta$ are conjugate in $\operatorname{PGL}(2, \mathbb{R})$.

We need to extend this to the entire group $\Gamma$. Without loss of generality we may assume that $\left.\varrho_{1}\right|_{\Delta}=\left.\varrho_{2}\right|_{\Delta}$. By Lemma 6.4 there exists a generating system $\gamma_{1}, \ldots, \gamma_{m}$ of $\Gamma$, not necessarily related in any way to that of $\Delta$, such that all $\varrho_{1}\left(\gamma_{j}\right)$ are hyperbolic. But some power of each $\gamma_{j}$ is contained in $\Delta$, and hence $\varrho_{1}\left(\gamma_{j}\right)^{N}=\varrho_{2}\left(\gamma_{j}\right)^{N}$. Under the assumptions on $\gamma_{j}$ this entails $\varrho_{1}\left(\gamma_{j}\right)=\varrho_{2}\left(\gamma_{j}\right)$, that is, $\varrho_{1}=\varrho_{2}$.
7. Modular embeddings. Let once again $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic lattice satisfying the trace field condition, with trace field $k$, quaternion algebra $B$, maximal order $\mathscr{O}$ and algebraic group $G=\operatorname{Res}_{k / \mathbb{Q}} H$. As explained above, $\Gamma$ is a subgroup of the arithmetic group $\mathrm{P} \mathscr{O}^{1}$. Now that latter group naturally lives on the symmetric space of $G$, i.e. on $G(\mathbb{R}) / K$ for a maximal compact subgroup $K$. This space can be described explicitly as $\mathfrak{H}^{r}$ where $\mathfrak{H}$ is the upper half-plane and $r \leq d=[k: \mathbb{Q}]$. Let $\sigma_{1}, \ldots, \sigma_{d}: k \rightarrow \mathbb{R}$ be the field embeddings, where $\sigma_{1}$ is the identity embedding. We may also assume that the quaternion algebra $B \otimes_{k, \sigma_{i}} \mathbb{R}$ is isomorphic to $\mathrm{M}(2, \mathbb{R})$ for $1 \leq i \leq r$ and to $\mathbb{H}$ for $r<i \leq d$.

For each $1 \leq i \leq r$ we choose an isomorphism $\alpha_{i}: B \otimes_{k, \sigma_{i}} \mathbb{R} \rightarrow \mathrm{M}(2, \mathbb{R})$. We obtain an embedding

$$
\alpha: \mathscr{O}^{1} \hookrightarrow \mathrm{SL}(2, \mathbb{R})^{r}, \quad x \mapsto\left(\alpha_{1}(x), \ldots, \alpha_{r}(x)\right)
$$

descending to an embedding $\alpha: \mathrm{P} \mathscr{O}^{1} \hookrightarrow \operatorname{PSL}(2, \mathbb{R})^{r}$. We denote the image by $\Lambda=\alpha\left(\mathrm{P} \mathscr{O}^{1}\right)$.

Theorem 7.1. $\Lambda$ is an irreducible arithmetic lattice in $\operatorname{PSL}(2, \mathbb{R})^{r}$.
For the proof see e.g. [28].
Note that $\alpha(\Gamma)$ becomes a subgroup of $\Lambda$. It has finite index precisely if $\Gamma$ is already arithmetic; in every case $\alpha(\Gamma)$ is a Zariski-dense subgroup of $\Lambda$ by the proof of Proposition 4.4. Zariski-dense subgroups of infinite index in arithmetic groups are called thin, and so we have shown:

Corollary 7.2. If $\Gamma$ is not arithmetic itself, the embedding $\alpha: \Gamma \rightarrow \Lambda$ realises $\Gamma$ as a thin group.

Let $\operatorname{PSL}(2, \mathbb{R})^{r}$ operate by component-wise Möbius transformations on $\mathfrak{H}^{r}$; the induced action of $\Lambda$ on $\mathfrak{H}^{r}$ is properly discontinuous and has a quotient of finite volume. This motivates the following definition:

Definition 7.3. A modular embedding of $\Gamma$ is a holomorphic embedding $F: \mathfrak{H} \rightarrow \mathfrak{H}^{r}$ such that

$$
F(\gamma \tau)=\alpha(\gamma) F(\tau)
$$

for every $\gamma \in \Gamma$ and every $\tau \in \mathfrak{H}$.
The following result which will be used later on is [25, Corollary 5]:
Proposition 7.4. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic group which satisfies the trace field property and admits a modular embedding, and let $k=\mathbb{Q}(\operatorname{tr} \Gamma)$. Let $\gamma \in \tilde{\Gamma}$ be hyperbolic and let $\sigma: k \rightarrow \mathbb{R}$ be an embedding which is not the identity inclusion. Then $|\sigma(\operatorname{tr} \gamma)|<|\operatorname{tr} \gamma|$.

Note that if $\Gamma$ is an arithmetic group, then even $|\sigma(\operatorname{tr} \gamma)|<2$ by Proposition 4.3 .
8. Congruence rigidity. Let $\Gamma \subset \operatorname{PSL}(2, \mathbb{R})$ be a semiarithmetic lattice satisfying the trace field condition, with trace field $k=\mathbb{Q}(\operatorname{tr} \Gamma)$. Let $B=k[\tilde{\Gamma}]$ be the associated quaternion algebra and $G$ the algebraic group over $\mathbb{Q}$ with $G(\mathbb{Q})=B^{1}$. Let $\mathscr{O} \subset B$ be a maximal order containing $\tilde{\Gamma}$, and let $\mathfrak{m} \subset \mathfrak{o}_{k}$ be such that a finite index subgroup of $\Gamma$ is adelically dense in $\mathrm{P} \mathscr{O}^{1}(\mathfrak{m})$; in particular, $\mathfrak{m}$ satisfies the conclusion of Proposition 4.5.

For the statement of the next proposition, we need to introduce some finite sets of rational primes:
(i) Let $\mathfrak{m}=\mathfrak{l}_{1}^{r_{1}} \cdots \mathfrak{l}_{n}^{r_{n}}$ be the prime factorisation of $\mathfrak{m}$, and let $\ell_{j}$ be the norm of the prime ideal $\mathfrak{l}_{j}$. Then $S(\mathfrak{m})$ denotes the set of all rational primes diving some $\left|\mathrm{PSL}\left(2, \ell_{j}\right)\right|$ (this includes the primes dividing $\ell_{j}$ or $\ell_{j}+1$ ). Note that if $\mathfrak{m}^{\prime}$ is an ideal which has the same prime divisors as $\mathfrak{m}$, and if $\ell$ is a rational prime dividing the order of $\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{m}^{\prime}\right)$, then $\ell \in S(\mathfrak{m})$.
(ii) $S(6)$ is the set consisting of 2,3 and all prime divisors of orders of $\operatorname{PSL}(2, q)$ where $q$ is the norm of a prime ideal $\mathfrak{p}$ in $k$ with $\mathfrak{p} \mid 6$.
(iii) $S(B)$ is the set of all rational primes that lie below those finite primes of $k$ in which $B$ is ramified.

Then we set $S(\Gamma)=S(\mathfrak{m}) \cup S(6) \cup S(B)$.
Proposition 8.1. Let $\Gamma$ be as above, and let $q=p^{f}$ be an odd prime power which is prime to all primes in $S(\Gamma)$. Let $\Delta \subset \Gamma$ be a normal congruence subgroup such that $\Gamma / \Delta \simeq \operatorname{PSL}(2, q)$. Then there exists a unique prime $\mathfrak{p}$ of norm $q$ in $k$ such that $\Delta=\Gamma(\mathfrak{p})$.

Proof. There exists an ideal $\mathfrak{n}$ such that $\Delta \supseteq \Gamma(\mathfrak{n})$ and a finite index subgroup of $\Delta$ is adelically dense in $\mathrm{P}^{1}(\mathfrak{n})$. We may assume that $\mathfrak{m}$ divides $\mathfrak{n}$. Write $\mathfrak{n}=\mathfrak{n}^{\prime} \cdot \mathfrak{n}_{\mathfrak{m}}$ with $\mathfrak{n}^{\prime}$ coprime to $\mathfrak{m}$, and $\mathfrak{n}_{\mathfrak{m}}$ having the same prime divisors as $\mathfrak{m}$; then $\Gamma$ also contains a subgroup which is adelically dense in $\mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}_{\mathfrak{m}}\right)$. By Proposition 4.5 this entails that $\Gamma$ surjects onto $\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right)$.

Denote the quotient map modulo $\Delta$ by

$$
\pi: \Gamma \rightarrow \operatorname{PSL}(2, q)
$$

Note that $\pi$ is continuous in the adelic topology on $\Gamma$ since it vanishes on $\Gamma(\mathfrak{n})$.

Now $\Gamma\left(\mathfrak{n}^{\prime}\right)=\Gamma \cap \mathrm{P}^{1}\left(\mathfrak{n}^{\prime}\right)$ is a normal subgroup of $\Gamma$, hence its image under $\pi$ is a normal subgroup of $\operatorname{PSL}(2, q)$. Since that group is simple, the image can only be $\operatorname{PSL}(2, q)$ or the trivial group. Assume it were the entire group; then in the sequence

$$
\operatorname{PSL}(2, q) \leftarrow \Gamma\left(\mathfrak{n}^{\prime}\right) / \Gamma(\mathfrak{n}) \hookrightarrow \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right) / \mathrm{P} \mathscr{O}^{1}(\mathfrak{n}) \simeq \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}_{\mathfrak{m}}\right)
$$

(where the isomorphism is by Corollary 4.10) the order of the left hand side would divide the order of the right hand side. But the former is divisible by $p$, the latter only by primes in $S(\Gamma)$. This is a contradiction, hence the image of $\Gamma\left(\mathfrak{n}^{\prime}\right)$ under $\pi$ is the trivial group. In other words,

$$
\Delta \supseteq \Gamma\left(\mathfrak{n}^{\prime}\right)
$$

This implies that $\pi$ descends to an epimorphism

$$
\pi: \Gamma / \Gamma\left(\mathfrak{n}^{\prime}\right) \rightarrow \operatorname{PSL}(2, q)
$$

By Proposition 4.5 the inclusion $\Gamma \subseteq \mathrm{P} \mathscr{O}^{1}$ induces an isomorphism

$$
\alpha: \Gamma / \Gamma\left(\mathfrak{n}^{\prime}\right) \stackrel{\cong}{\leftrightarrows} \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right)
$$

So by composition we obtain an epimorphism $\pi \circ \alpha^{-1}: \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right) \rightarrow$ $\operatorname{PSL}(2, q)$.

Let $\mathfrak{n}^{\prime}=\mathfrak{p}_{1}^{r_{1}} \cdots \mathfrak{p}_{n}^{r_{n}}$ with distinct prime ideals $\mathfrak{p}_{j}$, and let $\operatorname{rad}\left(\mathfrak{n}^{\prime}\right)=$ $\mathfrak{p}_{1} \cdots \mathfrak{p}_{n}$. Then $\mathrm{P} \mathscr{O}^{1}\left(\operatorname{rad}\left(\mathfrak{n}^{\prime}\right)\right) / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right)$ is a solvable normal subgroup of $\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{n}^{\prime}\right)$ by Lemma 5.2 , so its image by $\pi \circ \alpha^{-1}$ has to be a solvable normal subgroup of $\overline{\mathrm{PSL}}(2, q)$, i.e. trivial. Therefore $\pi \circ \alpha^{-1}$ factors through $\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\operatorname{rad}\left(\mathfrak{n}^{\prime}\right)\right)$; we summarise this in a diagram:


Now the rightmost entry projects onto

$$
\begin{equation*}
\mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{p}_{1}\right) \times \cdots \times \mathrm{P} \mathscr{O}^{1} / \mathrm{P} \mathscr{O}^{1}\left(\mathfrak{p}_{n}\right) \tag{10}
\end{equation*}
$$

and by Corollary 4.8 the kernel of this projection is an abelian normal subgroup, which is therefore mapped to the identity element by the dashed arrow in (9). Hence that dashed arrow is defined on 10 ; by Lemma 3.4 it actually has to factor through the projection onto one of them, composed with an isomorphism. We hence obtain

for some $1 \leq j \leq n$. We may shorten this to

with $\alpha^{\prime}$ again induced by the inclusion $\Gamma \subseteq \mathrm{P} \mathscr{O}^{1}$. In this diagram $\pi^{\prime}$ is obviously an isomorphism, therefore $\Delta=\operatorname{ker} \pi$ is equal to $\Gamma\left(\mathfrak{p}_{j}\right)$. The dashed isomorphism in (11) shows that the norm of $\mathfrak{p}_{j}$ is $q$.

REMARK 8.2. We note that this proposition enables us to reconstruct the splitting behaviour of almost all primes in $k$ from $\Gamma$ and its congruence subgroups: Let $p \notin S(\Gamma)$ be a rational prime in $\Gamma$. Then there exist only finitely many normal congruence subgroups $\Delta \triangleleft \Gamma$ such that $\Gamma / \Delta \simeq \operatorname{PSL}(2, q)$ for some power $q$ of $p$. Let these be $\Delta_{1}, \ldots, \Delta_{n}$, and let the corresponding quotients be $\operatorname{PSL}\left(2, p^{f_{1}}\right), \ldots, \operatorname{PSL}\left(2, p^{f_{n}}\right)$.

On the other hand consider the prime decomposition $(p)=\mathfrak{p}_{1} \cdots \mathfrak{p}_{m}$ in $k$. Then $n=m$, and up to renumeration $\Delta_{j}=\Gamma\left(\mathfrak{p}_{j}\right)$ and $N\left(\mathfrak{p}_{j}\right)=p^{f_{j}}$. In particular we can reconstruct $[k: \mathbb{Q}]=f_{1}+\cdots+f_{n}$ from the knowledge of $\Gamma$ and its congruence subgroups.

Proof of Theorem A. By Theorem 6.1 we may replace $\Gamma_{j}$ by finite index subgroups corresponding to each other under $f$. Hence we may assume that each $\Gamma_{j}$ is torsion-free and satisfies the trace field condition. Again by Theorem 6.1 it suffices to show that $\operatorname{tr}^{2} f(\gamma)=\operatorname{tr}^{2} \gamma \in \mathbb{R}$ for each $\gamma \in \Gamma_{1}$.

Denote the trace field of $\Gamma_{j}$ by $k_{j}$. Each number $a \in \mathfrak{o}_{k_{j}}$ has a characteristic polynomial $\chi_{a}(x) \in \mathbb{Z}[x]$ which can be described as follows:

- it is the characteristic polynomial of the map $k_{j} \rightarrow k_{j}, v \mapsto a v$, interpreted as a $\mathbb{Q}$-linear map;
- it is equal to $\prod_{\sigma}(x-\sigma(a))$; here $\sigma$ runs through a system of representatives of $\operatorname{Gal}\left(L_{j} / \mathbb{Q}\right)$ modulo $\operatorname{Gal}\left(L_{j} / k_{j}\right)$ where $L_{j}$ is the Galois closure of $k_{j}$.

Now let $p$ be a rational prime not in $S\left(\Gamma_{1}\right) \cup S\left(\Gamma_{2}\right)$. By Remark 8.2 we can decompose $p \mathfrak{o}_{k_{j}}$ into prime ideals

$$
p \mathfrak{o}_{k_{1}}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{n}, \quad p \mathfrak{o}_{k_{2}}=\mathfrak{q}_{1} \cdots \mathfrak{q}_{n}
$$

in such a way that

$$
\begin{equation*}
f\left(\Gamma_{1}\left(\mathfrak{p}_{j}\right)\right)=\Gamma_{2}\left(\mathfrak{q}_{j}\right) \quad \text { and } \quad \mathfrak{o}_{k_{1}} / \mathfrak{p}_{j} \simeq \mathfrak{o}_{k_{2}} / \mathfrak{q}_{j} \tag{12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathfrak{o}_{k_{1}} / p \mathfrak{o}_{k_{1}} \simeq \mathfrak{o}_{k_{1}} / \mathfrak{p}_{1} \times \cdots \times \mathfrak{o}_{k_{1}} / \mathfrak{p}_{d} \tag{13}
\end{equation*}
$$

is a finite-dimensional $\mathbb{F}_{p}$-algebra, and we may similarly define the characteristic polynomial $\chi_{\bar{b}}(x) \in \mathbb{F}_{p}[x]$ of an element $\bar{b} \in \mathfrak{o}_{k_{1}} / p \mathfrak{o}_{k_{1}}$ as the characteristic polynomial of the $\mathbb{F}_{p}$-linear endomorphism of $\mathfrak{o}_{k_{1}} / p \mathfrak{o}_{k_{1}}$ given by multiplication by $\bar{b}$. Then for $a \in \mathfrak{o}_{k_{1}}$ clearly

$$
\begin{equation*}
\chi_{a}(x) \bmod p=\chi_{a \bmod p}(x) \in \mathbb{F}_{p}[x] \tag{14}
\end{equation*}
$$

We now claim that the characteristic polynomials of $\operatorname{tr}^{2} \gamma$ and $\operatorname{tr}^{2} f(\gamma)$ are congruent modulo $p$. To see this we use the abstract version of squared traces on finite groups introduced in Section 3. For each $1 \leq j \leq n$, using (12) we obtain an isomorphism of finite groups $\bar{f}: \Gamma_{1} / \Gamma_{1}\left(\mathfrak{p}_{j}\right) \rightarrow \Gamma_{2} / \Gamma_{2}\left(\mathfrak{q}_{j}\right)$. By the remark after Definition $3.3, \operatorname{tr}^{2} \gamma \bmod \mathfrak{p}_{j}$ and $\operatorname{tr}^{2} f(\gamma) \bmod \mathfrak{q}_{j}$ are Galois-conjugate elements of the finite field $\mathbb{F}_{q} \simeq \mathfrak{o}_{k_{1}} / \mathfrak{p}_{j} \simeq \mathfrak{o}_{k_{2}} / \mathfrak{q}_{j}$. Hence there exists an isomorphism of $\mathbb{F}_{p}$-algebras

$$
\alpha_{j}: \mathfrak{o}_{k_{1}} / \mathfrak{p}_{j} \xrightarrow{\simeq} \mathfrak{o}_{k_{2}} / \mathfrak{q}_{j}
$$

with $\alpha_{j}\left(\operatorname{tr}^{2} \gamma \bmod \mathfrak{p}_{j}\right)=\operatorname{tr}^{2} f(\gamma) \bmod \mathfrak{q}_{j}$. Gluing these together componentwise in (13) yields an isomorphism of $\mathbb{F}_{p}$-algebras $\alpha: \mathfrak{o}_{k_{1}} / p \mathfrak{o}_{k_{1}} \rightarrow \mathfrak{o}_{k_{2}} / p \mathfrak{o}_{k_{2}}$ with $\alpha\left(\operatorname{tr}^{2} \gamma \bmod p\right)=\operatorname{tr}^{2} f(\gamma) \bmod p$. Since characteristic polynomials are stable under algebra isomorphisms, we obtain

$$
\chi_{\operatorname{tr}^{2} \gamma \bmod p}(x)=\chi_{\operatorname{tr}^{2} f(\gamma) \bmod p}(x) \in \mathbb{F}_{p}[x]
$$

By (14), this means

$$
\chi_{\operatorname{tr}^{2} \gamma}(x) \equiv \chi_{\operatorname{tr}^{2} f(\gamma)}(x) \bmod p
$$

But this holds for infinitely many $p$, so

$$
\chi_{\operatorname{tr}^{2} \gamma}(x)=\chi_{\operatorname{tr}^{2}} f(\gamma)(x) \in \mathbb{Z}[x]
$$

Since we assumed $\Gamma_{1}$ to be torsion-free, $\gamma$ cannot be elliptic. If it is parabolic, then $\operatorname{tr}^{2} \gamma=4$ and therefore $\chi_{\operatorname{tr}^{2} \gamma}(x)=(x-4)^{d}$. Hence also the characteristic polynomial of $f(\gamma)$ is $(x-4)^{d}$, and since $\operatorname{tr}^{2} f(\gamma)$ is a zero of this polynomial, $\operatorname{tr}^{2} f(\gamma)=4$, so $f(\gamma)$ is parabolic as well.

Finally assume that $\gamma$ is hyperbolic. Then $f(\gamma)$ must also be hyperbolic because it cannot be parabolic (else $\gamma$ would be parabolic by the inverse
of the previous argument). By Proposition 7.4, $\operatorname{tr}^{2} \gamma$ is the largest zero of $\chi_{\operatorname{tr}^{2} \gamma}(x)$, similarly for $\operatorname{tr}^{2} f(\gamma)$. Therefore $\operatorname{tr}^{2} \gamma=\operatorname{tr}^{2} f(\gamma)$.
9. An example. In our proof of Theorem A we did not use the full assumption that all congruence subgroups are mapped to congruence subgroups by the given isomorphism. We spell out in a concrete example how far an isomorphism between non-conjugate arithmetic groups can be from preserving congruence subgroups.

In [32] we find a complete list of all arithmetic groups of signature $(1 ; 2)$, i.e. whose associated Riemann surfaces have genus one and which have one conjugacy class of elliptic elements, these elements being of order two. In particular all these groups are abstractly isomorphic, and we may just pick the first two of them: $\Gamma_{1}^{\prime}$ is generated by the two Möbius transformations

$$
\alpha_{1}= \pm\left(\begin{array}{cc}
\frac{1+\sqrt{5}}{2} & 0 \\
0 & \frac{-1+\sqrt{5}}{2}
\end{array}\right) \quad \text { and } \quad \beta_{1}= \pm\left(\begin{array}{cc}
\sqrt{3} & \sqrt{2} \\
\sqrt{2} & \sqrt{3}
\end{array}\right)
$$

and $\Gamma_{2}^{\prime}$ by the two Möbius transformations

$$
\alpha_{2}= \pm\left(\begin{array}{cc}
\sqrt{2}+1 & 0 \\
0 & \sqrt{2}-1
\end{array}\right) \quad \text { and } \quad \beta_{2}= \pm \frac{1}{2}\left(\begin{array}{cc}
\sqrt{6} & \sqrt{2} \\
\sqrt{2} & \sqrt{6}
\end{array}\right)
$$

These are, respectively, generators satisfying the relation $\left(\alpha_{j} \beta_{j} \alpha_{j}^{-1} \beta_{j}^{-1}\right)^{2}$ $=1$. So there exists a group isomorphism $f: \Gamma_{1}^{\prime} \rightarrow \Gamma_{2}^{\prime}$ with $f\left(\alpha_{1}\right)=\alpha_{2}$ and $f\left(\beta_{1}\right)=\beta_{2}$. The $\Gamma_{j}^{\prime}$ do not satisfy the trace field condition, but the $\Gamma_{j}=\left(\Gamma_{j}^{\prime}\right)^{(2)}$ (between which $f$ also induces an isomorphism) do; in both cases the invariant trace field is $\mathbb{Q}$.

Then, with finitely many exceptions, $\Gamma_{1} / \Gamma_{1}(p) \simeq \operatorname{PSL}(2, p) \simeq \Gamma_{2} / \Gamma_{2}(p)$ for rational primes $p$; nevertheless, the proof of Theorem A shows that there can only be finitely many $p$ such that $f\left(\Gamma_{1}(p)\right)$ is a congruence subgroup (and hence only finitely many $p$ with $\left.f\left(\Gamma_{1}(p)\right)=\Gamma_{2}(p)\right)$.

## 10. Concluding remarks

REMARK 10.1. In Theorem A, the assumption that $f$ preserves congruence subgroups is necessary, even in the arithmetic case. For example (7), let $\Delta$ be the triangle group of signature $(2,3,7)$. This is an arithmetic group, and since it is generated by elements of odd finite orders, $\Delta=\Delta^{(2)}$. Therefore, $\Delta$ satisfies the trace field condition with trace field $k=\mathbb{Q}(\cos 2 \pi / 7)$, and the associated quaternion order is maximal and unramified at all finite primes of $k$. The rational prime 13 decomposes as $(13)=\mathfrak{p}_{1} \mathfrak{p}_{2} \mathfrak{p}_{3}$ in $k$, with three Galois-conjugate primes $\mathfrak{p}_{j}$ of norm 13 .

[^4]We set $\Gamma_{j}=\Delta\left(\mathfrak{p}_{j}\right)$. These groups still satisfy the trace field condition, and from the standard presentation of $\Delta$ we see that all non-trivial normal subgroups of $\Delta$ are torsion-free. A simple Euler characteristic calculation using $\Delta / \Gamma_{j} \simeq \operatorname{PSL}(2,13)$ shows that the $\Gamma_{j}$ are cocompact surface groups of genus 14. Hence there exists some group isomorphism $f: \Gamma_{1} \rightarrow \Gamma_{2}$, say. But there are various ways to see the $\Gamma_{j}$ cannot be conjugate in $\operatorname{PGL}(2, \mathbb{R})$, for example by studying the action of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ on the algebraic curves $\Gamma_{j} \backslash \mathfrak{H}$ (see [29]), or by exploiting the fact that $\Delta$ is a maximal discrete subgroup of $\operatorname{PSL}(2, \mathbb{R})$, hence the normaliser of $\Gamma_{j}$ in $\operatorname{PSL}(2, \mathbb{R})$ is $\Delta$. So, arguing as in Section 9 we see that only finitely many of the $f\left(\Gamma_{1}(\ell)\right)$, where $\ell$ runs through the rational primes inert in $k$, can be congruence subgroups again.

For more information on the principal congruence subgroups of $\Delta$ and proofs of the above-mentioned facts see [7].

Remark 10.2. The assumption that both groups admit a modular embedding is crucial, although it only enters in the very last step of the proof. If $\Gamma$ is a semiarithmetic lattice with invariant trace field $k$ and $\sigma: k \rightarrow \mathbb{R}$ a field embedding, we obtain in a natural way a group $i_{\sigma}(\Gamma) \subset \operatorname{PSL}(2, \mathbb{R})$ (see [25, Remark 4]). There exist semiarithmetic lattices $\Gamma$ with non-trivial Galois conjugates $i_{\sigma}(\Gamma)$ that are again lattices, and then the isomorphism $\Gamma \rightarrow i_{\sigma}(\Gamma)$ preserves congruence subgroups but not traces. For an explicit construction see e.g. [1] referring to [3, Proposition 4.11]. But if $\Gamma$ admits a modular embedding, then none of the non-trivial Galois conjugates $i_{\sigma}(\Gamma)$ can be discrete by [25, Theorem 3].

Note that the existence of a modular embedding enters the proof via Proposition 7.4 which is its only genuinely non-algebraic ingredient: it is a consequence of the Schwarz Lemma.

One may still ask whether a weakened version of our main theorem holds in the general case: if $f: \Gamma_{1} \rightarrow \Gamma_{2}$ is an isomorphism between semiarithmetic lattices in $\operatorname{PSL}(2, \mathbb{R})$ respecting congruence subgroups, is it the composition of an inner automorphism of $\operatorname{PGL}(2, \mathbb{R})$ with a Galois conjugation of the trace field?

REmARK 10.3. There exist arithmetic Fuchsian groups with different trace fields but whose congruence completions are isomorphic away from a finite set of primes. To see this, start with the polynomial in the remark after [15, Theorem 5.1]: the splitting field of this polynomial is a totally real Galois extension of $\mathbb{Q}$ with Galois group $\operatorname{PSL}(2,7)$. By the discussion in [22, pp. 358-359] such a field contains two subfields $k_{1}, k_{2}$ which are not isomorphic but have the same Dedekind zeta function. Then there exists a finite set $S$ of rational primes such that $\mathbb{A}_{k_{1}}^{S} \simeq \mathbb{A}_{k_{2}}^{S}$. From this we can easily construct arithmetic Fuchsian groups over $k_{1}$ and $k_{2}$ with isomorphic prime-to- $S$ congruence completion.

There also exist non-isomorphic number fields with isomorphic finite adele rings (at all primes) (see [12]). But no construction seems to be known where these fields are totally real.
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[^1]:    $\left({ }^{1}\right)$ The name first appeared in 9 but these groups were studied before from different points of view (see [33).

[^2]:    $\left(^{2}\right)$ For a complete characterisation of $(X, \omega)$ whose Veech group is arithmetic see 9 , Theorem 4].

[^3]:    $\left(^{3}\right)$ Almost all of McMullen's genus two examples in 17 do the job: only finitely many real quadratic fields appear as invariant trace fields of triangle groups, so if $k$ is not among them, then any lattice Veech group with trace field $k$ cannot be commensurable to a triangle group, and it cannot be arithmetic either since it is not cocompact.
    $\left(^{4}\right)$ This is a technical condition which is always satisfied after passing to a finite index subgroup (see Definition 4.1).

[^4]:    $\left.{ }^{7}\right)$ This example was suggested to the author by the referee.

