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1. Introduction. In his proof of the irrationality of ((3), Apéry [1]
gave sequences of rational approximations to ((2) = 72/6 and to ((3)
yielding the irrationality measures p(¢(2)) < 11.85078... and u(¢(3)) <
13.41782 ... Several improvements on such irrationality measures were sub-
sequently given, and we refer to the introductions of the papers [3] and [4]
for an account of these results. As usual, we denote here by p(«) the least
wrrationality measure of an irrational number «, i.e., the least exponent A
such that for any ¢ > 0 there exists a constant ¢o = go(¢) > 0 for which
a->q
q
for all integers p and g with ¢ > qq.

In the arithmetical study we made in [4] of a family F of double integrals
lying in Q 4+ Z((2), we introduced a new algebraic method which enabled us
to prove the best irrationality measure of ((2) obtained so far, namely

(1.1) 1(C(2)) < 5.441243.

Roughly, our algebraic method in [4] was based on the study of the structure
of a suitable permutation group acting on ten parameters related to the ex-
ponents of the five factors appearing in an integral of F. Such a permutation
group arose on the one hand from the action on the double integrals of the
birational transformation

—A—¢

‘= 1—=x
(1.2) 7:{> l—uay
77:1—53%

and on the other hand from an integral transformation which we called
“hypergeometric”, based on Euler’s integral representation of Gauss’s hy-
pergeometric function. With the latter tool one transforms any integral of
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F into an integral of F multiplied by a quotient of factorials, and the p-adic
valuation of such factorials yields arithmetic information on the rational
part of the integral considered.

In the present paper we extend the algebraic method of [4] to a family of
triple integrals. In spite of the analogies with [4], this extension is far from
obvious, and requires new ideas. For instance, the double integrals of rational
functions studied in [4] contain 5 factors, the birational transformation (1.2)
has period 5, and the permutation group introduced in [4], arising from (1.2)
and from the hypergeometric transformation, is isomorphic to the symmetric
group &5 of permutations of 5 elements. In this paper the situation is much
subtler, since no number has the role played by 5 in [4]. In fact, we consider
triple integrals of rational functions containing 7 factors, but, in order to
ensure that the integrals have the required arithmetic properties, only 6
exponents of such factors are independent (see also Remark 2.2 below).
Moreover, here the relevant birational transformation, analogous to (1.2), is

X=(1-y)z

(I =-2)(1-2)

(1.3) 0 Y_m
y

ST a e

and has period 8, and the permutation group @, arising from (1.3) and
from the hypergeometric transformation, can be naturally embedded in the
alternating group 29 of the even permutations of 10 elements.

The algebraic structure underlying the triple integrals considered turns
out to be so rich that, rather surprisingly, it enables us to prove in Section 5
the irrationality measure of ((3):

(1.4) 1(¢(3)) < 5.513891,

numerically close to the irrationality measure (1.1) of ((2). Our result (1.4)
considerably improves upon the best previously known inequality 1(¢(3)) <
7.377956. . ., recently obtained by Hata [3].

As in our paper [4], a characteristic feature in our treatment of triple
integrals consists in getting rid of the Legendre or Legendre-type polynomi-
als and of the related partial integration method traditionally used in this
context (see, e.g., [2] and [3]). This increases the flexibility of our method,
and allows us to remove any unnecessary constraints on the exponents of
the factors appearing in the integrals considered.

Finally, we point out that the irrationality measure (1.4) of {(3) proved
in the present paper, as well as the irrationality measure (1.1) of {(2) proved
in [4], is effective.
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We are indebted to R. Dvornicich for helpful suggestions about the dis-
cussion, made in Section 4, concerning the embedding in 21y of the hyper-
geometric permutation group ®.

2. A family of integrals lying in Q + 2Z((3). Let h, j, k, I, ¢, r, s
be integers. We consider the integral
i § i (1 —2)yk (1 —y)*2 (1 —2)7  drdydz

&1) = (-2 11—

000
In the special case where h = j =k =1=q=1r = s > 0, the integral (2.1)
was introduced by Beukers in [2].
The conditions for the integral (2.1) to be finite are most easily found
by applying the change of variables

r=1-¢&n
1—n

y:
1-¢&n

considered in [4]. This transforms (2.1) into an integral containing the factors
1—¢&n and 1 —nz in place of 1 — (1 —2zy)z, and then an elementary discussion
shows that this integral is finite if and only if h, j, k, [, ¢, r, s > 0 and
h < k 4+ r, which we assume. We define m = k + r — h, so that m > 0 and

(2.2) h+m=Fk+r.
We make the following further assumption:

which ensures that (2.1) is changed into an integral of the same type by the
transformation ¥ below. Using this property we will prove that, under the
assumption (2.3), the integral (2.1) lies in Q + 2Z((3). More precisely, in
this section we show that for any non-negative integers h, j, k, [, m, ¢, r, s
satisfying (2.2) and (2.3), the integral (2.1) equals a + 2b¢(3), with a € Q
and b € Z, and we find three non-negative integers M, N and @, as small
as possible, such that
d MdeQa € 7.
Here and in what follows we let dy = 1 and d,, = l.c.m.{1,...,n} forn > 1.
We employ the birational transformation

9 (z,y,2) — (X,Y, Z)
defined by the equations

X=01-vy)z
_(1—33)(1—2)

TR Sl gy e v
7 — Y

1-(1—y)z
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It is easy to check that:

¥ has period 8,
(2.4) ¥ maps the open unit cube (0,1)® onto itself,

and that under the action of ¥ we have
X1-X)YYQ1-v)Z(1-2) x(l— )yl —y)z(1—2)

1-1-XY)Z 1-(1—-=zy)z

and

(2.5) axdydz _ dzdydz
' 1-(1-XY)Z 1-(1-2ay)z

Denote the above integral (2.1) by
I(h’ j’ k? l? m? Q7 r? S)'

If we apply the transformation 9 to it, i.e., if we make in (2.1) the change
of variables

L. 1=-V(-2)
1-(1-XY)Z
(2.6) I y=(1-X)Z
X
Tioa-x)2

and then replace X, Y, Z with z, y, z respectively, by virtue of (2.2), (2.3),
(2.4) and (2.5) we obtain the integral I(j,k,l,m,q,r,s,h). Hence with the
action of ¥ on I(h,j,k,l,m,q,r,s) we associate the cyclic permutation

9=(hjklmaqgrs).
Similarly, if we apply to I(h,j,k,l,m,q,r,s) the transformation

X=y
c:{ Y=z
Z =z,

i.e., if we interchange the variables x, y in (2.1), we get I(k, j, h,s,r,q,m,1)
by (2.2). Hence with the action of o on I(h, j, k,l,m,q,r, s) we associate the
permutation of h, j, k, I, m, q, r, s defined by

o= (h k) s)(m r).

Clearly o transforms a regular octagon of vertices h, j, k, [, m, q, r, s, written
in this order, by the symmetry about the diagonal jq. Thus the permutation
group © = (9, o) generated by ¥ and o is isomorphic to the dihedral group
Dg of order 16, and the value of I(h,j, k,l,m,q,r,s) is invariant under the
action of the group ©.
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With the integers
(2'7) h7 j? k? l7 m7 Q7 T? S

we associate the following eight auxiliary integers, each of which, by (2.2)
or (2.3), can be written in two different ways:

h+l—j=h+4+q—s,
j+tm—-—k=j54+1r—nh,

k+q—1l=k+s—j,

l+r—m=I0l4+h—k,
m+s—qg=m-+j—1I,

q+h—r=q+k—m,

r+j-—s=r+l-gq,

s+k—h=s+m-—r.
We extend the actions of the permutations 9 and o on any linear combina-
tion of the integers (2.7) by linearity. Thus Y(h+I1—j) = 9(h)+9()—9(j) =
j+m—k,oh+1—j)=k+s—j, etc. Moreover, using (2.2) and (2.3),
we get 9(h+m) =9(h) +I(m )—j+q—l+s—19(k)+19() Ik +r),
YGi+q) =k+r=h+m=29(+s), and similarly o(h + m) = o(k + 1),
o(j+q) =o(l+s). Hence ¥ and o permute the integers (2.8).

We use the notation max, max’, max”, ... to denote the successive max-
ima in a finite set or sequence of real numbers. More precisely, let A =
(ai1,...,a,) be any finite sequence of real numbers with n > 3. If iq,... 14,
is a reordering of 1,...,n such that

iy 2 Qjy 2 Qg = .. > G4,
we let

max A =a;;, max'A=a;,, max"A=a,.

THEOREM 2.1. Let h, j, k, I, m, q, r, s be non-negative integers satis-
fying h+m =k+r and j+q=1+s. Let S denote the sequence of the
integers (2.8):

S=(h+l—-j,j+m—k k+q—1,l+7r—m

m+s—q, g+h—r, r+j—s, s+k—h),
and let
M =maxS, N =max'S, Q= max"S.

Then the integral
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I(h,j,k,l,m,q,r,s)

_11135 1—2)y*(1 —y)*29(1 - 2)7  dadydz
_(S)[S)(S) (1—(1—ay)z)ath-r 1-(1—-2y)z
satisfies
(2.9) I =a+2b((3),
with dydydga € Z and b € Z.

REMARK 2.1. By (2.2) we have (h+1—j)+(j+m—Fk) = [4+r > 0, whence
max{h +1—j, j +m — k} > 0. Similarly, using (2.2) or (2.3), we see that
at least one of any two consecutive integers in the list (2.8) is non-negative,
whence at least four among (2.8) are non-negative. In particular we get
M>N2>Q>0.

Proof of Theorem 2.1. If ¢ + h — r < 0, then [ is the integral of a
polynomial in x, y, z with integer coefficients and partial degrees r+{—qg—1,
m+s—q—1, 5+ r—h—1. Therefore

dr+lfq dm+sfq dj+r7h IeZ.

Since r+1—¢q, m+s—q and j+r— h occur in distinct places in the list (2.8),
we get dyrdndgl € 7Z, so that (2.9) holds with b = 0. If g+ h —r > 0 but
the least of the integers (2.8) is < 0, then I is changed by a suitable power
of the permutation ¥ into an integral of the preceding type, and again we
obtain dyrdndgl € Z, since M, N and () are invariant under the actions of
Y and o.

If the integers (2.8) are all > 0 and if Imgr > 0, we use the linear
decomposition of I given by the identity (1 —z)(1—2)=1—2 — (1 — z)z.
We have

(2.10) =I(h,j,k,l,m,q,r,s)

iiix 1—3:l 1yk(1—y)szj(1—z)q*
000

=I(h,j,k,l—1,m—1,q—1,7r—1,5)
—I(h+1,j,k,l—1,m—1,q—1,75)
—I(h,j+ Lkl m—1,qg—1,r—1,s),

and each of the three integrals thus obtained satisfies (2.2) and (2.3). Fur-
thermore, for each of these three integrals at least two of the integers (2.8)
are less than the corresponding integers for I and none is greater, so that
the integers M, N and () associated with any one of the three integrals
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do not exceed, respectively, the integers M, N and @ for I. Thus if Theo-
rem 2.1 holds for the three integrals, it also holds for I. Moreover, the sum
of the integers (2.8) for each of the three integrals is strictly less than the
sum of (2.8) for I. Therefore, if we iterate the linear decomposition (2.10)
sufficiently many times, in finitely many steps we express I as a linear com-
bination with integer coefficients of integrals, for each of which either the
least of the integers (2.8) is < 0, or Imgr = 0.

If, for such an integral, Imgr = 0 but the greatest of the integers mgqrs,
qrsh, rshj, shjk, hjkl, jkim, klmg is > 0, we apply to that integral first
a suitable power of the permutation 14, and then the linear decomposition
(2.10). Iterating this process, we decompose I into a linear combination
with integer coefficients of finitely many integrals, for each of which either
the least of (2.8) is < 0, or lmgr = mqrs = qrsh = rshj = shjk = hjkl =
jklm = kimgqg = 0. In the latter case, we may assume (up to applying a
suitable power of 1) that 5 = 0. We distinguish two cases.

First case: j = q = 0. By (2.3) we have | = s = 0. If h # k, the least of
the integers (2.8) is < 0, since either s+ k—h=k—horl+h—k=h—k
is < 0. If h = k, by (2.2) we have m = r. If h = k # m = r, either
j+m—k=m—korq+k—m==k—mis <0, and again the least of (2.8)
is < 0. If h =k = m = r, the integral is

—log(zy) oh
1—=x

h
=-2> v +2((3)
v=1

by Lemma 1 of [2]. Hence, for this integral, (2.9) holds with d3a € Z and
b = 1. Since, for the integral (2.11), four of the integers (2.8) are equal to h
and the other four vanish, we get dysdydga = d%a c€ 7.

(2.11)

" y" dx dy

O ey =

e non drdydz
) Jay 1-(1—2y)2
00 Y2

O ey =
O ey

Second case: j =0, ¢ > 0. Then Imr = mrs = rsh = klm = 0. If we had
mr > 0 we should obtain [ = s = 0, whence, by (2.3), ¢ =1+s—7 =0,
contradicting the assumption ¢ > 0. Therefore mr = 0. The permutation o
interchanges the cases m = 0 and r = 0, so we may assume, e.g., r = 0. If
s>0wegetr+j—s=—s <0, and the least of (2.8) is < 0. Thus we
may assume s = 0. Then, by (2.3), we have [ = ¢ > 0. If £ = 0, since r =0,
the permutation 9 changes the integral into one having j = ¢ = 0, and this
has been treated in the first case above. Hence we may assume k > 0. Since
kim = 0 and kIl > 0, we get m = 0, whence j +m — k = —k < 0, and the
least of (2.8) is < 0. m

REMARK 2.2. If h, j, k, I, q, v, s are non-negative integers satisfying
h < k+r and, in place of (2.3), j + ¢ < [ + s, we still have
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LLL p 1,k s,J
2"(1—x)y"(1 —y)*2?(1 —2)? dxdydz
I = = 2bC(3
B (e T e E
with a € Q and b € Z. For, at least one of [ and s (say, ) is > 0, whence
Cer 21— 2) 7 lyk (1 — )27 (1 — 2)9 dx dydz
=1} ; O e (e
Soh (1= (L —=y)z)ath-r 1—-(1-ay)z
B § i § 21— 2) 7 yF (1 — )27 (1 — 2)7  dxdydz
IEFS: (1= (1 —zy)z)ath—r 1—(1-ay)2

(1= (1 —ay)2)stFD=0+) 1 (1 —ay)z’

and in each of the last two integrals j, q, s and k+7—h are unchanged, while

[ is replaced by [—1. Iterating this process [+s—j—q times, we express I as a

linear combination with integer coefficients of integrals satisfying condition

(2.3), and hence of the type a+2b((3) with a € Q and b € Z by Theorem 2.1.
On the other hand, an elementary calculation shows that

111
dxdydz
E To—ay: &
000 y)z
Thus if j + g > | + s, in general we expect the integral I to be a linear

combination of 1, {(2) and ((3) with rational coefficients.

3. A triple contour integral. With the next lemma we show that the
value of the triple contour integral which can be naturally associated with
I(h,j,k,l,m,q,r s) is also invariant under the action of the permutation
group @ = (9, 0).

LEMMA 3.1. Let h, j, k, I, m, q, r, s be non-negative integers satisfying
h+m=k+r and j+q=1+s. Let, for any 01, 02,03 > 0,
(31)  I(hj k.l m,q,r,s)
1 S S S (1 —2)yk (1 —y)*27 (1 —2)?  drdydz
(2mi)3 (1 —(1—xy)z)eth-r 1—(1—zy)z’

CCyp Cyy

where C ={z € C:|z| =0}, Co ={yeC:|ly—1/z| = 02} and C,, =
{z€C:|lz— (1 —ay)~ ! =03} Then

f(h7j7 k? l?m7 (I7 T‘? S) = T(]’ k’l7m’ q7/”" 87 h) = T(k’]’ h? 87 r? Q7m7 l)'

Proof. If o2 > 1/p1, the contour C,, in (3.1) can be replaced by |y| = 02,
since this encloses the point 1/x. Hence for any g1, 02,03 > 0 such that
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0102 > 1 the integration in (3.1) can be made over |z| = o1, |y| = o2,
|z — (1 — 2y)~!| = p3. On interchanging the variables x, y we get

I(h7j7k7l?m7q7r’s): (k’j’h7s7r?Q7m7l)'

If in (3.1) we take o3 > 1/(0102), the contour C, , can be replaced by
|z| = 03, which encloses the point (1 — xy)~! since |1 — zy| = 0102. Thus, if
010203 > 1, the integration in (3.1) can be made over |z| = g1, |[y—1/z| = 02,
|z| = o3, or over

(3:2) lyl=o01, |zl=02, |z —1/yl=0s,
and if 0102 > 1, 010203 > 1, it can be made over
(33) [zl =01, |yl=02, [2[=0s.
From (3.2) we get
1 z-1 1 1
‘i_ yz ‘_

< 03,
|yz| 0102

whence the contour |x — 1/y| = g3 encloses (z — 1)/(yz). It follows that, for
any 1, 02,03 > 0,

(3.4)  I(h,j,k.l,m,q,r,s)
1 21— 2)yk (1 —y)*27 (1 - 2)?  dodydz
—(2mi)3 S S S (1—(1—ay)z)eth-r 1—(1—=ay)2’

’ 17 mr
cror ey,

where ¢/ = {y € C: |y| = 01}, C" = {2z € C: |z| = 02} and C’;”’Z =
{zeC:lz—(2-1)/(yz)| = os}.

Clearly the contours C’ and C” in (3.4) can be replaced by |y — 1| = o1
and |2—(1—y) ! = o2 respectively, provided that ¢; > 1 and p102 > 1. Also,
for any fixed complex number a # 0, 1, 0o, the function z = (1—-¢)/(1—af)
of the complex variable ¢ transforms any circumference enclosing 1/« into a
circumference enclosing 1/a. Choosing g2 > 1+1/90; we have z # 1, and we
can take a = (yz)/(z — 1). Thus the contour C,’, in (3.4) can be replaced
by the circumference

1—x 1—2)(1—-=2
€l = -t )| = g,
Yz 1—-z+4+zyz
z—1
provided that g3 > |(z — 1)/(yz)|. Since
—1 1 1 1
i :—‘1—— §—<1+L),
yz il 2l 7 -1 0102 — 1
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we see that in (3.4) the integration can be made over

1 (1—2)(1 - 2)

T 1—-z+4+2yz

3.5 -1 =
( ) |y | 01, 1_y

= 02, = 03,

for any 01, 02, o3 satisfying
1 1 01
o1 > 1, 0o >14+ —, 03 > 1+ .
01 o1—1 0102 — 1

If in the integral over (3.5) we make the change of variables (2.6), we get,
by (2.5),

(3'6) I(h7.77 k7l7m7 q7 r? s)
1 0 Xi(1=X)mYY1-Y)hZF(1 = Z)"  dXdY dZ

(2mi)3 (1-(1-XY)Z)rti=s 1-(1-XY)Z’
where V' (with a suitable orientation) is defined by
X=(01-y)z
v — (1—2)(1-2)
1—(1—2zy)z
Y
Z7=—Y
1—(1-y)z’
with z, y, z satisfying (3.5). But (3.5) are equivalent to
1 1
X -1 = Z——|==, |Y]=o0s
| | = o100, x|~ o Y] =es

Therefore, in (3.6), V' can be taken to be
(X[ =01, [Y|=0dh |Z]= 05,
for sufficiently large o), 05, 0%. Comparing this with (3.3), we conclude that

I(h7j7k7l7m7q7r7s): (j7k7l7m7q7r787h>' L
We can now prove that the integer b in (2.9) is equal to the integral (3.1).

THEOREM 3.1. Under the assumptions of Theorem 2.1, the integer b in
(2.9) is given by
1 21— 2)yk (1 —y)*27 (1 —2)?7  dodydz
i R S (i (R P = P

b pu—
C Cy Cyy
where C, Cy and C,, are as in Lemma 3.1.

Proof. We apply to the integral I= f(h,j, k,l,m,q,r,s) defined by (3.1),
step by step, the same linear decomposition (2.10) and the same permuta-
tions lying in @ = (¥, ) used for I in the proof of Theorem 2.1, and we
can do this by Lemma 3.1. I vanishes if ¢ + h — r < 0, and therefore, by
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Lemma 3.1, it also vanishes if the least of the integers (2.8) is < 0. Thus we
have, for a suitable integer T > 0,

T
(3.7) I= Zﬁtl(t) + (rational number)
t=1
and

T
(3.8) I= Zﬁtf(t),
t=

with the same (; € Z in (3.7) and (3.8), where

Co drdydz
B9 1=V ety e = —QZV +2¢(3
000 zy)2
(see (2.11)), and
. 1
i — S S S heghe dx dy dz
(2mi)3 a0 1—(1—2ay)z

C.
1 zheyhe /1 dz
:_(2771')2S S 1—xy<% S z—(l—xy)—1>dxdy
cc Cavy

Therefore, by (3.8),
(3.10) I=> p.
From (2.9), (3.7) and (3.9) we obtain

a+2b((3)=1= (Z ﬁt) 2((3) + (rational number),

whence, by the irrationality of {(3

~—

and by (3.10),

ﬁt:I. ]

N

b=

t=1

4. The hypergeometric permutation group. Here we use the hy-
pergeometric integral transformation, based upon the Euler integral rep-
resentation of Gauss’s hypergeometric function and the invariance of this
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function under the interchange of the two parameters appearing in the nu-
merator of the hypergeometric series. This can be done in the integral (2.1)
with respect to any of the variables z, y, z

Besides the assumptions (2.2) and (2.3), we henceforth assume the non-
negative integers (2.7) to be such that (2.8) are also non-negative. Following
the method of [4], pp. 36-37, we get

dx

§ 2" (1 — )
e T e

1 h l
_ r—q—h—1 x (1 B .%')
=(1-2)" S y prw e
(1+i5e)
—z
— (1— 2ok ! )
B (Q+h_r)(r+l_Q) ( Yz )hH
1+ T
1—2z
h'l' 1 q+h r _ )r+l—q

=(1—-2)""1 dx.

Sy

(g+h—r)li(r+1—q)) (1 - 1—a:y) Yl

0
Multiplying by y*(1 —y)*27 (1 — 2)9 and integrating in 0 <y < 1,0 < 2z < 1,
we obtain
(41) I(hv.j:k?lvma q,T, 8)
h!l!
(q—i—h—r) (r+1—2q)!

(q—i—h—r,j,k,r—i—l—q,m,r,q,s).

Therefore
I<h7.j7k7l7m7q7r78) I(Q+ h—r,j,k,r—i—l— Q7m7r7Q78)

RUGVEN I mlglrts!  (g+h — )5 (r +1— q)!'m!rigls!

Let ¢ be the hypergeometric transformation changing
I(h7 j? k? l? m7 q7 r’ S)
hUGUEN I m! gl r! s

into

Ilg+h—rg,k,r+1—q,m,r.q,s)

(g+h =)k (r +1— g)!mlrlgls!
We associate with ¢ the permutation ¢ mapping the integers (2.7) respec-
tively tog+h—17, 5, k, 7 +1—¢q, m, 7, q, s, and extended to any linear
combination of (2.7) by linearity. Note that, by (2.2) and (2.3), ¢(h+m) =
e(h) +p(m) = q+h—r+m=k+q=pk)+er) = ek+r) and
p(j+q)=j+r=r+1—q+s=p(l+s). Thus ¢ is the permutation of
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the set of the 16 integers (2.7) and (2.8) given by the following product of
transpositions:

p=0h g+h—r)l r+l—q)(¢ ")(im+s—q s+m—r).

Similarly, we can apply the hypergeometric transformation with respect
to z. We have

27 (1 — 2)4

d
(1= (1 —ay)z)ath—ri

O e =

dz.

jlq! ]SL 2ATh=r (1 — z)itr=h
1 |

(g+h—r !(j—i—?“—h).o (1—(1—ay)z)itt
Multiplying by (1 — 2)'y*(1 — 3)* and integrating, we get

I(h7j7k7l7m7Q7r7 S)

J 'I(h,q—{—h—r,k,l,m,j—l—r—h,r,s),

T
(g+h—=r)(G+r—h)

whence
I(hajakalvquvras) _ I(h,q+h—r,k,l,m,j—|—r—h,r,s)
RUGVENImlgi sl hl(g+h —r)kWm!(+r — h)lrls!

Let x denote this hypergeometric transformation. We associate with x the
permutation x mapping the integers (2.7) respectively to h, ¢ + h — r, k,
I, myj+r—nh,r, s, and extended to any linear combination of (2.7) by
linearity. Again we have x(h+m) = x(k+r) and x(j+q) = x(I + s), and
X is the permutation of the set of the 16 integers (2.7) and (2.8) given by

x=0U qt+h—-r)q j+r—nh)(h+l—j r+l—-q)(k+q—1 m+j—1).

It is easy to see that ¢, x, ¥ and o can be viewed as permutations of
ten integers only, i.e., of the sums

(4.2) h+l, j+m, k+q, l+7r, m+s, g+h, r+j, s+k, j+q, k+r.

To prove this, it suffices to show that ¢, x, ¥ and o permute the sums (4.2),
and that if a permutation g lying in the group

b= (p, x, 9, 0)

generated by ¢, x, ¥ and o acts identically on the sums (4.2), it acts
identically also on h, j, k, I, m, q, r, s. Note that, by (2.2) and (2.3), the
last two sums in (4.2) can be written as [ + s and h 4+ m respectively. Then,
as is easy to check, the actions of ¢, x, ¥ and o on the ten sums (4.2) are
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the following:

=(k+q k+r)r+j j+a),

=@G+m k+q)(g+h r+j),

=+l j+m k+q l+r m+s g+h r+j s+k)j+q k+71),
=+l s+k)G+m r+j)k+q g+h)(+r m+s).

QI & X 6

Moreover, if g € @ acts identically on the sums (4.2) we get, by linearity,

20(h) = o(2h) = o((h+1) = (I+7)+ (r+k)—(k+q)+ (¢ +h))
=o(h+1)—o(l+7r)+eo(r+k)—ok+q) +eolqg+h)
=th+l)—(U+r)+(r+k)—(k+q) +(g+h)
= 2h,

and similarly

20(j) = 0(2j) = 0(j +m) —o(m +s) +o(s +1) — ol +7) + o(r + j) = 24,

and so on. Hence g acts identically on h, j, k, I, m, q, 7, s.
For brevity, denote the sums (4.2) by wuq,...,u1o respectively. Plainly

us Ulo)(u7 U9)7

are even permutations of the set
U= {Ul,. . .,ulo}.

Thus we have a natural embedding of the group @ = (¢, x, ¥, o) in the
alternating group 1o of the even permutations of U. Such an embedding
yields information on the structure of @, and in particular allows one to
determine the order |®|.

The group (p,?) is clearly transitive over U, and therefore so is ®.
Moreover, let

P = {{ur,us}, {u2,ue}, {us,ur}, {ua,us}, {ug,ur0}}

be the set of the five unordered pairs indicated. P is a partition of U, and
shows that the group @ is imprimitive over U, the elements of P being blocks
of imprimitivity, since each of ¢, x, ¥ and o carries every element of P onto
an element of P. Precisely, let ¢*, x*, 9* and o* be the permutations of P
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defined by

o" = ({us, ur} {ug,u10}),

x" = ({uz, ue} {us,ur}),

9" = ({ur, us} {uz,ue} {us, ur} {ua,us}),

" = ({ur, us} {ua,us})({uz, ue} {us,ur}).
Clearly ¢*, x*, 9" and o* are the permutations of P induced by ¢, x, ¥
and o respectively, and therefore the mapping ¢ — ¢*, x — x*, ¥ — 9*
and o — o* extends to a homomorphism @ - &5 of the group é into the
symmetric group &5 of all the permutations of P. Note that the product

9*p* (i.e., the permutation of P obtained by applying first ¢* and then 19*)
is the 5-cycle

({ur, us} {uz, ue}t {us, ur} {ug, ur0} {ua,us}).
Since the symmetric group of the 5! permutations of five elements is gen-
erated by a 5-cycle and a transposition, the permutations 9*¢* and ¢*
generate G5. Therefore G5 = (*, 9*). It follows that the above homomor-
phism & 5 G5 is surjective.
Let K denote the kernel of this homomorphism, so that we have an exact
sequence of multiplicative groups:

1oK—&56; —1.

Clearly a permutation g € @ lies in K if and only if it maps each element
of any pair lying in P to an element of the same pair, and hence if and only
if for any pair lying in P either g acts identically on the elements of such
a pair, or @ interchanges them. Also, since K C @ C 2,9, every element
of K is an even permutation of the set U. Therefore we get K = H N P,
where H denotes the subgroup of 211y consisting of the (8) + (g) + (i) =16
permutations of U that interchange the elements in an even number of pairs
lying in P and act identically on the remaining elements of U.

It is easy to see that H is isomorphic to the additive group (Z/27)%,
and contains four independent generators expressible as products of per-
mutations each of which equals either ¢ or . For instance, H is plainly

generated by the four permutations

(ur us)(ug ug)(us ur)(us ug) =9,

(ur us)(ug ue)(us us)(ug uio) = e,

(u1 us)(uz ug)(us ur)(ug urg) = Y9 pd”,
(u1 us)(us wr)(ug ug)(ug uro) = 93 pd°.

It follows that H C (p,9) C @, whence K = H N® = H. Therefore
B| = | K| |&5] = 16 - 120 = 1920.
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Moreover, if we denote by K’ the kernel of the surjective homomorphism
(0. 9) = (", 0%) = &,

the above argument shows that K/ = HN (p,¥) = H = K. Thus |(p,9)| =
|K| - |6&5| = 1920, whence

P =(p,x, 0, 0)=(p, V).

Although 1920 divides 8!, one can prove that no subgroup of the sym-
metric group Gg has order 1920, and we are indebted to R. Dvornicich for
pointing this out to us. Thus @ cannot be embedded in Gg, and the above
discussion based on the embedding of @ in 24,y appears to be the natural
one.

We now return to considering the actions of the above permutations on
the 16 integers (2.7) and (2.8). As in [4], pp. 38-39, it is clear that if we
apply to
I(h') j? k? l? m7 q7 r’ S)

hUGUEN I m! gl r! s

(4.3)

any product ¢ of integral transformations ¢, y, ¥ and o, we get the trans-
formation formula

I(h') j? k? l? m7 q7 r’ S)
RUVEN I m! gl r! s!
_ I(e(h), 0(4), o(k), e(), e(m), e(q), (), o(s))
e(M)le(j)! (k) eo(l)! e(m)! e(q)! o(r)! o(s)!
where p is the corresponding product of permutations ¢, x, ¥ and o in

reverse order. Thus the value of (4.3) is invariant under the action of the
permutation group @. It is natural to associate with any o € & the quotient

(4.4)

RUGVEN I m! gl r! s
e(h)!e(5)! (k) e(l) o(m)! e(q)! o(r)! o(s)!
resulting from the transformation formula (4.4) for I(h,j, k,l,m,q,r,s).
Note that g(h)+0(m) = o(k)+e(r) and o(j)+e(q) = o(l)+ o(s), since this
property holds for the generators of the group @. Therefore, Theorem 2.1 is
applicable to the integral

I(e(h), 0(j), o(k), (1), e(m), o(q), o(r), o(s)).

(4.5)

Moreover
(46) h+j+k+l+m+qg+r+s
= o(h) + e(j) + o(k) + e(l) + e(m) + e(q) + o(r) + o(s),

again because (4.6) holds for the generators of @, and therefore holds for
any o € ¢ by linearity.
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If o and @' are left-equivalent modulo the subgroup © = (9, 0) of @,
i.e., if o and @’ lie in the same left coset of @ in @, the integers @'(h), 0'(j),
o'(k), 0'(1), o'(m), @'(q), &'(r), 0'(s) coincide with o(h), o(j), e(k), o(l),
o(m), 0(q), o(r), e(s), up to a permutation. Hence the quotient (4.5) for o
equals the analogous quotient for @'. Thus with each left coset of @ in &
we associate the quotient (4.5), where g is any representative of the coset
considered.

For any g € @ we simplify the corresponding quotient (4.5) by removing
the factorials appearing both in the numerator and in the denominator.
Then, by (4.6), the quotient of factorials thus obtained has the following
properties:

(i) The numerator and the denominator are products of the same num-
ber of factorials.
(ii) The integers appearing in the numerator are among (2.7), and the
integers in the denominator are among (2.8).
(iii) The sum of the integers in the numerator equals the sum of the
integers in the denominator.

Since |®| = 1920 and |@| = 16, there are 120 left cosets of @ in ®.
It is not difficult to list explicitly 120 permutations in @ yielding distinct
quotients of factorials, and hence representatives of all the 120 left cosets of
O in @. To shorten our notation, we henceforth denote the integers (2.8) by

hW=h+l—j=h+q-—s,
j'=j+m—-k=j+r—nh,
K=k+q—1l=k+s—j,
U'=l4+r—m=I1+h—k,
m' =m+s—q=m+j—1I,
¢ =q+h—r=q+k—m,
r=r+j—-s=r+l—gq,
ss=s+k—h=s+m-—r.

We say that a left coset of @ in @ is of level v, or that a permutation
o € P is of level v, if the corresponding quotient of factorials has v factorials

in the numerator and v in the denominator. In other words, g is of level v
if the intersection of the sets

{e(h), (j), e(k), e(l), e(m), e(q), e(r), e(s)}
and
{h/’ j/7 k/’ l/’ ml? q’? /r/’ 5/}
contains v elements. Then, as we shall show below, the 120 left cosets of &
in @ can be classified as follows:
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1 coset of level 0,
12 cosets of level 2,
32 cosets of level 3,
30 cosets of level 4,
32 cosets of level 5,
12 cosets of level 6,

1 coset of level 8.

The coset of level 0 is the group @, and the coset of level 8 is represented,
e.g., by the permutation 7 defined by
n =09 pd%p = (h k')(j s")(k m")(l j")(m ") (g I)(r K')(s ¢).

Moreover, it is plain that for any @ € @ the quotients of factorials asso-
ciated with g and with gn are complementary (in the obvious sense). For
instance, by (4.1), h'l'( I7/1)~1 is associated with ¢, and j!k!m!q!r!s!
X (W' VEN I m/t 8"~ is associated with ¢on. Therefore, the right multipli-
cation by 1 changes a list of permutations representatives of w cosets of level
v into a list of representatives of w cosets of level 8 — v, and this argument
shows that the number of cosets of level v equals the number of cosets of
level 8 — v.

We give here a complete list of representatives of cosets of levels 2, 3
and 4, each with the corresponding quotient of factorials, the quotients of
factorials being all distinct.

Level 2:
) NN (M) )T (A=0,...,7),
O'x (GG (@)NTT (1=0,1,2,3).
Level 3:

iy O ()9 ()19 (m)! (9% ()1 92 (¢')1 97 (r")!)
P AN IO () (9K 9N ()T
9 pdx O ()1 (k)1 9% (@)1 (9™ (k)1 9 (@)1 (r')) ™
Pxde DG (m)! 9 g)! (9 (W) 9N 9N () !
(A=0,...,7)
Level 4:

92 9 (1) 19 (k) 192 ()19 () L (9 (W) 192 () 19 (¢ )19 (+7)1) 1
9% 9N (h)19 ()19 ()19 (@) (9 (1) 19 (¢)19 () 192 (s7)) 2 }



Group structure for ((3) 287
Opdhip O () ()" ()% (5)! (9% (1) 19 ()19 ()10 (') )
IXOX IO ()9 (q) 9 () (9 ()9 0 (9 (g ))
IXOX ()" ()19 ()" (q) (9" (1) 0" (K10 (g') 9 () !

(1=0,1,2,3),
VX x 9V () (1)1 ()19 (s)1(9” ()19 (1)1 (¢ )1 ("))
(r=0,1).

5. The irrationality measure of ((3). In this section we combine the
analytic properties of the integrals I = a + 2b((3) and I = b considered in
Sections 2 and 3 with the arithmetic information on the denominator of a
arising from the group-theoretical arguments given in Section 4. Here the
discussion is similar to the one developed in Sections 4 and 5 of [4], and
therefore most of the details are omitted.

As in Section 4, let

(5'1) h7 j? k? l? m7 QJ T? S

be non-negative integers satisfying h +m = k+r and j+¢g =1+ s, and
such that the integers (4.7) are also non-negative. With the notation of
Theorem 2.1, we consider the integral

(5.2) I, = I(hn,jn, kn,In,mn,qn,rn, sn) = a, + 2b,((3)
(n=1,2,...).

Let 7 denote the sequence of the integers (5.1) and (4.7):

T = (h’ j’ k? l? m’ q7 T’ 87 hl?j/7 k/7 l/’ m/’ q/7 T/’ 8,)'
In this section we define
(5.3) M =max7, N=max'7, Q=max"7T.

By Theorem 2.1 we have dyrndnndgnan € Z and b, € Z. The 120 trans-
formation formulae of the type (4.4) for I,,, where g ranges over a full set
of representatives of the left cosets of @ in @, give a wealth of information
on the p-adic valuation of the integer A, = dyndnndgnan, and allow one
to eliminate divisors of A,, of the types p, p? or p3 for suitable primes p.
However, this arithmetic information turns out to be redundant, in the sense
that for any numerical choice of h, j, k, [, m, q, r, s one can find a suitable
subset of the set of the 120 transformation formulae which suffices to elim-
inate the divisors of A, mentioned above. In other words, for the study of
the p-adic valuation of A,, several among the 120 transformation formulae
can be disregarded, but the set of these depends on the numerical values for
h7 j7 ka lv m,q,T,S.
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The best irrationality measure of ((3) we can prove, ie. u(¢(3))
< 5.513890..., can be obtained from a suitable numerical choice for
(h,j,k,l,m,q,r,s), or from any one of the 1920 choices equivalent to it un-
der the action of the permutation group @. However, two numerical choices
equivalent under the action of &, although giving the same irrationality
measure of ((3), in general yield different sets of transformation formulae
that can be disregarded. The choice we make at the end of this section,
namely h =16, j =17, k=19, =15, m =12, ¢ =11, r =9, s = 13, is
such that the corresponding transformation formulae needed for the study
of the p-adic valuation of A,, are few (only 15 among 120), and moreover
have the advantage of being all associated with left cosets of @ in @ of the
same level, i.e. of level 4, which yield divisors of A,, of the types p and p?
but not p?, as we shall show. Thus we may treat only permutations of level
4, and the resulting arithmetic discussion turns out to be quite simple.

Consider, e.g., the transformation formula

hlEVI !

(54) I(h,j,k‘,l,m, q,T, S) = m

I(m,vT/)mv h/v q, q/v Saj)

corresponding to the permutation
e?p=(hm' j )G rs)kmaqd)l WK Ss)
Let
(5.5) Il = I(m'n,7'n,mn,h'n,qn,q'n, sn, jn) = a,, + 2b,,((3)
(n=1,2,...).
By (5.2), (5.4) and (5.5) we have, for any n > 1,
(m'n)! (r'n)! (A'n)! (¢'n)! (an + 20,(3))
= (hn)! (kn)! (in)! (rn)! (al, + 2b],((3)),
whence, by the irrationality of ((3),
(5.6) (m/n)! (')t (W'n)! (¢'n)! a,, = (hn)! (kn)! (in)! (rn)! a),.
Multiplying (5.6) by darndnndgn we obtain
(5.7) (m'n)! (r'n)! (W'n)! (¢'n)! A, = (hn)! (kn)! (In)! (rn)! A,
where A,, = dyndnndgnan and Al = dypdnndgna), are integers by (5.3)
and Theorem 2.1. For a prime p, let
= vy ()L (')} (W) ('),
Bp = vp((An)! (kn)! (In)! (rn)!),
where v, (L) denotes the exponential p-adic valuation of the integer L > 0,

i.e., the exponent of p in the factorization of L into powers of distinct primes.
Using the property (iii) in Section 4 we see, as in [4], pp. 44-45, that for any
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prime p satisfying

(5.8) p>VMn

we have

a, — Bp = [m'w] + [r'w] + [Mw] + [¢w] — [hw] — [kw] — [lw] = [rw],

where w = {n/p} = n/p — [n/p] is the fractional part of n/p. Letting
Vi = [m'w] + [Ww] = [kw] = [rw],
Va = [r'w] + [¢'w] — [hw] — [lw],

we get a, — 3, = Vi + V5. Since

(5.9) m' +h =k+r
and
(5.10) r4+q¢ =h+1,

we have —1 < V3 <1 and —1 < V5 < 1 by Lemma 4.1 of [4]. Therefore
—2 < o, —f, < 2. Hence, removing from (5.7) the primes p > v Mn dividing
the factorials on both sides, we obtain

(5.11) (P12 (@1 qu)°PAL = (- DA ) (ar - 430 )* P A,
where p1,...,Px} 1s- -5 Qus P1y-- - P\is G1s- - -5 G, are the distinet primes
satisfying (5.8) for which a, — 3, = 1; 2; —1; —2 respectively, and P, P’ are
products of primes each of which does not exceed v/ Mn.

By (5.11), pi,...,p), and qiz,...,qf, divide A,,. Thus any prime p >
VMn for which o, — 8, < 0, i.e.
(5.12) [m'w] + [r'w] + [M'w] + [¢'w] < [hw] + [kw] + [lw] + [rw],

divides A, and any prime p > v Mn for which o, — 8, = =2, ie. V] =
V2 = —1, i.e.

(5.13)

is such that p? divides A,,.

The above discussion applies to any transformation formula correspond-
ing to a permutation of level 4. Let F' be the set of 30 permutations, rep-
resentatives of the 30 left cosets of @ in @ of level 4, listed at the end of
Section 4, and let F be a subset of F', to be chosen later. For each permu-
tation in E we consider the inequality analogous to (5.12) arising from the
quotient of factorials corresponding to that permutation, and we denote by
g the set of real numbers w € [0, 1) satisfying at least one of such inequal-
ities. Plainly every prime p > v/Mn, such that {n/p} € 2, divides A,.
Similarly, for each permutation in £ we consider the pair of simultaneous
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inequalities analogous to (5.13) arising from the quotient of factorials corre-
sponding to that permutation, where, in analogy with (5.9) and (5.10), the
integers appearing in the quotient of factorials are arranged so that, in each
inequality of the pair, the sum of the two integers on the left side equals
the sum of the two integers on the right side (in fact, equations analogous
to (5.9) and (5.10) hold for any quotient of factorials corresponding to a
permutation of level 4, as is easily seen by direct inspection of the quotients
of factorials listed at the end of Section 4). We denote by 2% the set of
real numbers w € [0, 1) satisfying both the inequalities in at least one of the
pairs analogous to (5.13) thus obtained. Then every prime p > v/ Mn, for
which {n/p} € 2%, is such that p? divides A,,. Obviously 2, C 2g.

LEMMA 5.1. If w € 25 then w > 1/M. If w € 2, then w > 1/N.
Proof. By (5.3) we have M = max 7, whence
(i1
M_ h7j7k7l7m7q7r78 *
Thus if w < 1/M we get
[hw] = [jw] = [ko] = [lo] = [mw] = [qu] = [re] = [sw] = 0.
Therefore all the inequalities analogous to (5.12) are false, whence w & 2.
If w < 1/N, at least seven among [hw], [jw], [kw], [lw], [mw], [qw], [rw],
[sw] vanish, because N = max’7. Hence at least three among [hw]|, [kw],
[lw], [rw] vanish, and therefore at least one of the inequalities in (5.13) is

false, whence the condition (5.13) itself is false. Similarly, all the conditions
analogous to (5.13) are false, whence w ¢ 27,. »

We now proceed as in [4], pp. 50-51. Let, for n =1,2,...,

. r_ _

A= ] » A, = [ » Du= W
p>vVMn p>VMn
{n/p}eNE {n/p}eny

Since each prime p dividing A, also divides A,,, and each prime p divid-
ing A! is such that p? divides 4,, we have A, A/ | A,, whence D,a, =
An/(A,AL) € Z. From Lemma 5.1 we obtain A, |dym, and Al |dypy,
whence D,, € Z. Therefore, by (5.2),

D1, = Dypan + 2D,b,((3) € Z + 27((3),

and in order to get an irrationality measure of ((3) we can apply Lemma 4.3
of [4] to D,,I,,. As in [4], p. 51, we see that

(5.14) lim Llog Dy = M+ N +Q— (| dv@) + | du(a)).

n—oo N Py o
B E
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where ¢(z) = I''(z)/I'(x) is the logarithmic derivative of the Euler gamma-
function.

To evaluate lim,,_,(1/n)logI, and limsup,,_, . (1/n)log|b,|, we now
assume the integers (5.1) and (4.7) to be strictly positive. Let

2" (1 —z)yP(1—y)*2/ (1 — 2)1

5.15 =
Clearly
1
(5.16) lim —logl, = max logf(z,y,z).
n—oo n <z,y,z<1

From Theorem 3.1 we get, for any g1, 02,03 > 0 and any n > 1,

1

- log’bn’

n

ot (1401)" (01 ' +02)F (1407 '+02)* ((0102) "'+ 03)7 (1+ (0102) ' +03)"
(010203)9Fh="

A+ +0)*A+u+0v)* (1 +w)(1+v+w)?
usStk—h gi+aath—r ’

<log

=log

where we have put 01 = u, 9102 = v, 10203 = w. With the change of

variables u = —x, v =2zy — 1, w = (1 — zy)z — 1, we get
I+uw)l(l+o)*Q+u+v) I+wyl(l+v+w)?|
uSTE—h itd qath—r = [f(z,y,2)|.
Therefore
1
(5.17) limsup —log |b,,| < min0 log | f(x,y, 2)|-
n—oo n I’wyy’;]_
2<(1—zy) ™t

A straightforward computation shows that for z(1 — z)y(1 — y)z(1 — 2)
# 0 there are exactly two stationary points (xg,yo, 20) and (x1,y1,21) of
the function (5.15), with 0 < zg,y0,20 < 1 and z1,y1,21 < 0, 191 > 1,
z1 < (1 —z1y1)~ L. If we use again the notation (4.7), the points (zo, yo, 20)
and (z1,y1,21) are the solutions of the system
WU'r'z* + ((h — j)(h — k)(g — 1) + (bl +Ir +rh)s’ — hir)z — hrs' =0
 la+k—h
v= (' = s)x+ s
W22 — (hi 4 (h— $)I! — k(h+q))z — hs'
z= .
(z —=1)((h— s)l'z + hs')
Hence, by (5.16) and (5.17),

1
(5.18) lim —log I,, = log f(z0, Yo, 20),

n—oo n,
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1
(5.19) limsup — log |b,| < log|f(z1,y1,21)|.
n

n—oo

Define
co = —log f(x0,90,20), 1 = log|f(x1,y1,21)],
a=M+N+Q—( | dp@)+ | du()).

o) 24

From (5.14), (5.18), (5.19) and Lemma 4.3 of [4] we obtain the following
theorem, similar to Theorem 5.1 of [4].

THEOREM 5.1. If co > ca, then

n(C(3)) <

We have to choose numerical values for h, j, k, I, m, q, r, s with h+m =
k+rand j4+ g =10+ s, as well as the set E of permutations of level 4. We
take

h=16, j=17, k=19, =15 m =12, ¢g=11, r=9, s =13,
whence
h =14, =10, k' =15, I' =12, m' =14, ¢ =18, ' =13, s’ = 16,
and, by (5.3),

Co + C1
CO_CQ'

M=19, N=18, @Q=17.
For E we choose the set of the following 15 permutations:
P9 p, Dp¥p, e, 9pdp, 9 pdp,
9@, 8%, Yp¥°p, ¥p°p, 9y,
x92x, 9x9x, 9*x93x, x> x, I9x9*x.
Then the set {2g is the union of the intervals

[15:16): [55:2): [3%:2), [35:2), [1 1)

| di(x) = 18.04470204 .. .,
QF

whence

and the set 2 is the union of the intervals

[#7:11) [ 7), [305) L35 90) [0 15)0 [o5 12)
45 15): [15:2) [33): [0 7)s [3:3), (40 43)s
[15:16): 3% 1), [17:8) [55:%), [3F12),

whence
dy(x) = 6.14298325 .. . .,



Group structure for ¢(3) 293

so that
co = 29.81231469. ..

The stationary points of the function (5.15) are

xg = 0.33482274 ..., yo=0.44799192..., 2z = 0.85503803...,
and
x1 = —3.15075681 ..., y; = —1.81763478..., 2z = —1.03862011...,
and we get
co = 47.15472079 ..., c¢1 = 48.46940964 . ..

Thus Theorem 5.1 yields
1(¢(3)) < 5.513891.
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